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ABSTRACT 
Text Summarization was proved to be an advantage over 

manually summarizing the large data. It condenses the 

salient features from the text by preserving the content and 

serves the meaningful summary. Classification can be 

done in two ways – extractive and abstractive 

summarization. Extractive summarization uses statistical 

and linguistic features to determine the important features 

and fuse them into a shorter version. Whereas abstractive 

summarization understands the whole document and then 

generates the summary. In this paper extractive and 

abstractive methods are framed. 
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1. INTRODUCTION 
The World Wide Web data is growing every second. It has 

become a tedious task to gather the information and then 

summarize it. Internet is the one such platform which 

retrieves the information from databases. But still this 

information is too large to handle. So text summarization 

came into demand which condenses the document into 

shorter version by preserving the meaning and the content. 

A summary is thus helpful as it saves time as well as 

retrieves large documents data. Earlier humans read 

articles, documents and then understands and write their 

own summary. It can vary from person to person’s 
understanding but consumes a lot of time. Therefore 

automatic summary served much better and is used in 

many fields like research, emails, news, messages, online 

information etc [1]. 

A good summary should be indicative as well as 

informative [2]. Indicative summaries points out some 

important parts while an informative emphasizes on the 

important information in a document.  

The two main approaches used in summarization are 

extractive and abstractive. Extractive approach point outs 

the most important text from several documents and then 

fuse together and produce a summary. While abstractive 

approach understands the source text and outputs the 

precise and concise summary by using linguistic methods 

and compression techniques [3]. Earlier the summarization 

system was fed to only a single document. But with the 

bulk of information it moved to multi documents.  

Evaluating a summary [9][10][11] is an important task for 

text summarization. Intrinsic measure evaluates the quality 

using human evaluation while extrinsic measure uses task-

based [12] measure.  

This paper presents the extractive and abstractive 

summarization approaches. The paper organization is as 

follows: Section 2 describes the problems in extractive and 

abstractive summaries. Section 3 describes the methods of 

extractive summaries. Section 4 describes the methods of 

abstractive summaries. Section 5 concludes the paper. 

2. EXTRACTIVE and ABSTRACTIVE 

SUMMARIZATION 
Extractive summaries do not focus on the understanding of 

text. It extracts the most important part based on statistical 

and linguistic features such as cue words, location, word 

frequency [4].  

The process for extractive summarization could be [5]: 1) 

Pre-processing and 2) Processing. 

The pre-processing phase is a structural framework of the 

text [6]. It consists of:  

1) Sentence boundary identification:- identification 

of boundary is identified by the dot at the 

termination of a sentence. 

2) Stop word elimination:- stop words and 

unnecessary information is discarded. 

3) Stemming:- for every word a stem is build which 

gives meaning. 

The processing phase calculates the relevant sentences and 

assigns the weights using weight learning method [6]. 

Then final scores are calculated by feature-weight equation 

and top ranked sentences are added in summary. 

Extractive Summary Problems are as follows [7][8]: 

 Sentences which are extracted are longer in 

length for summary and thus consume space. 

  Not all the relevant sentences are included. 

 Not much accurate information is presented. 

 Coherency plays a big role as sentence or 

paragraph structure is disturbed while extracting. 

This is a severe problem in multi document 

extraction. 

Abstractive Summary Problem is as follows [7]: 

 Representation problem is the big issue 

3. METHODS FOR EXTRACTIVE 

SUMMARIZATION 
Extractive summaries [13][14][15] maintains the 

redundancy by extracting the relevant features from the 

document. 

A. Term Frequency-Inverse Document Frequency 

method (TF-IDF):- Words are taken out with the 

help of weighted term-frequency and inverse 

sentence-frequency measure [16]. The similar 
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sentences are given scores and high scores are 

included in summary by information retrieval 

measure [6].  

For generic summary, most frequently occurring non stop-

words are taken as they represent the theme. Usually 0 or 1 

is used for term-frequency [6]. 

B. Cluster based method:- Documents are written in 

an organized manner so that they can be divided  

implicitly as well as explicitly. This can be 

applied to summaries also. But if summaries 

follow some different themes, then clustering is 

required to give a proper meaning. 

Document words are given scores using TF-IDF method 

[17]. IDF value is calculated over the document. The 

clustered document having TF-IDF score is fed to 

summarizer [6]. 

From cluster (Ci) as well as from location (Li) sentences 

are selected. Also the first sentence (Fi) in the document 

has important role in selection. Thus the total scores (Si) of 

a sentence i the weighted sum of (Fi, Ci, Li):- 

where W1,W2,W3 are the combination weights.  

C. Graph Theory approach:- Identification of 

themes is done [18]. The documents are 

represented as nodes when preprocessing, stop 

word removal and stemming is done. Every 

sentence is represented as a node. If two 

sentences share some common information then 

they are connected by edges. There could be sub-

graphs that are not connected describes the 

distinct text of a document. For query-specific 

summaries sentences are selected from one sub-

graph whereas for generic summaries, sentences 

are from different sub-graphs. Also if the node 

has a high cardinality number then it shows the 

importance. 

D. Machine Learning approach:- Here sentences are 

classified on the basis of some features as 

summary and non-summary sentences. A 

training data is fed to the system [19] based on 

probabilities using Baye’s. 

E. LSA method:- SVD (singular value 

decomposition) [19] is called by different names 

like Karhunen Loeve transform, PCA (principal 

component analysis) and LSA (latent semantic 

analysis). It is a mathematical tool that works on 

multidimensional data. As SVD can be applied 

on document-word matrices, group documents 

so it is known as LSA. It easily captures the 

relations occurring in human brains. 

F. Neural Network in text summarization:- Here 

neural networks are trained to learn the 

sentences. They learn the patterns so as to 

determine which sentence to be included in the 

summary or not [20]. It uses three-layered Feed 

forward neural network. When the neural 

network has learned the features, next step is to 

discover those features which are yet not taken 

by sentences [21]. This is done by feature-fusion 

phase:- 1) eliminate uncommon features and 2) 

fusing common features 

G. Automatic text summarization based on fuzzy 

logic:- Various features like sentence length, 

similarity to title are fed to fuzzy system [4][22]. 

Then rules are entered in knowledge base of 

system. Then as the sentences are fed value from 

zero to one is obtained. This value is helpful in 

determining the important sentences. IF-THEN 

rules help to extract sentences. The input 

membership function has some insignificant 

values like low, very low, medium and 

significant values like high and very high. The 

performance is affected by fuzzy rules and 

membership function. There are four 

components in fuzzy system: fuzzifier, inference 

engine, defuzzifier and fuzzy knowledge base. In 

fuzzifier the membership function is used to 

translate inputs into linguistic values. Then IF-

THEN rules are used to derive values. Then at 

last linguistic values are converted to final 

values. 

H. Multi-document extractive summarization:- It 

deals with information which is extracted from 

multiple documents focusing on a single topic. 

Various opinions are taken from different users 

and are put together. This gives a concise and 

comprehensive result [6]. 

I. Query based extractive text summarization:- The 

sentences are given scores using frequency 

counts [23]. High scores are given to those 

sentences which contain query words and they 

are used in the summary. Also some part of 

summary is taken from different section or sub 

sections. 

4. METHODS FOR EXTRACTIVE 

SUMMARIZATION 
Abstractive methods are of two types: Structured based 

and Semantic based approach. Various methods like tree 

based, template based, ontology based, lead and body 

phrase and rule based use structured approach whereas 

multimodal semantic, information item based and semantic 

graph based use semantic approach. 

1) Structure based approach:- It takes out the most 

important information by using cognitive 

schemas [24] like templates, extraction rules and 

various other structures like tree, ontology, lead 

and body phrase. 

Tree based approach:- Dependency tree is used to 

represent text of a document [25]. Algorithm like theme 

intersection algorithm is used to select content for a 

summary. This either uses language generator or an 

algorithm to generate a summary [26]. Here shallow parser 

preprocess similar sentences and then they are mapped to 

predicate-argument structure. Then this is compared by 

using intersection algorithm. Thus some information is 

added to final phrases and is ordered. After that language 

generator gives a summary form by improving the quality. 

In next approach, the dependency tree is obtained [27]. By 

finding the centroid basis tree is set and fuses it with sub-

trees and the predefined constituents are pruned. 

Template based method:- A template is used for a 

document containing slots and fillers. To identify text 

snippets linguistic patterns or extraction rules are matched. 
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These snippets are the indicators [25] and are extracted by 

Information Extraction Systems. It generates the well 

structured informative multi document summaries using 

multi document summarization algorithm. It works only 

with the information that is present in the document. 

Ontology based method:- Ontology represents the domain 

which talks about the same topic having same knowledge. 

Here the domain ontology is defined by domain experts 

[28]. Next meaningful terms are produced by 

preprocessing and classifier classifies those terms. After 

that membership degree is generated this is linked with 

various events. But this process is only limited to Chinese 

data. 

Lead and body phrase method:- This focuses on the 

phrases that has got same syntactic head chunk in lead and 

body sentences. Here the same chunks are searched in lead 

and body sentences [29]. Then these phrases are aligned 

using similarity metric. If the body phrase has rich 

information and has same corresponding phrase then 

substitution occurs. But if body phrase has no counterpart 

then insertion takes place. It has a drawback of rewriting 

the sentences. 

Rule based method:- It is based on abstraction scheme 

[30]. To generate a sentence this scheme uses  a rule based 

information extraction module, content selection heuristics 

and one or more patterns. To generate extraction rules 

similar meaning verbs and nouns are identified. Several 

candidate rules are selected and passed on to summary 

generation module. It provides the best summary but the 

main drawback is it consumes time as rules and patterns 

are written manually. 

2) Semantic based approach:- Here the main focus 

is on identifying noun and verb phrases [31].  

Multimodal semantic model:- This generates the 

abstractive summary from a semantic model [32]. The 

document is built up of text and images. Firstly by using 

knowledge a semantic model is build. Next the information 

is rated using information density metric which checks the 

completeness, relationship with others and number of 

occurrences of an expression. The expressions give the 

relationships and the concepts.  

Information Item based method:- Here the content of 

summary is taken from the abstracts rather than from 

source information [25]. It gives the rich, unambiguous, 

structured and short summary. 

Semantic Graph  based method:- A semantic graph called 

Rich Semantic Graph (RSG) is build [33] where the nodes 

represents verb and nouns while edge give semantic and 

topological relationships.  It uses heuristic rules to reduce 

the generated rich semantic graph to more reduced graph 

and thus abstractive summary is produced. It works on the 

semantics and gives less redundant and well structured 

summary. 

5. CONCLUSION 
In this paper all the extractive and abstractive 

summarization methods are reviewed with its pros and 

cons. An extractive summary deals with the important 

sentences while abstractive summary understands first and 

then builds the summary. 
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