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ABSTRACT

Arctic trends of integrated water vapor were analyzed based on four reanalyses and radiosonde data over

1979–2016. Averaged over the region north of 708N, the Arctic experiences a robust moistening trend that is

smallest in March (0.076 0.06mmdecade21) and largest in August (0.336 0.18mm decade21), according to

the reanalyses’ median and over the 38 years. While the absolute trends are largest in summer, the relative

ones are largest in winter. Superimposed on the trend is a pronounced interannual variability. Analyzing

overlapping 30-yr subsets of the entire period, the maximum trend has shifted toward autumn (September–

October), which is related to an accelerated trend over the Barents and Kara Seas. The spatial trend patterns

suggest that the Arctic has become wetter overall, but the trends and their statistical significance vary de-

pending on the region and season, and drying even occurs over a few regions. Although the reanalyses are

consistent in their spatiotemporal trend patterns, they substantially disagree on the trend magnitudes. The

summer and the Nordic and Barents Seas, the central Arctic Ocean, and north-central Siberia are the season

and regions of greatest differences among the reanalyses. We discussed various factors that contribute to the

differences, in particular, varying sea level pressure trends, which lead to regional differences in moisture

transport, evaporation trends, and differences in data assimilation. The trends from the reanalyses show a

close agreement with the radiosonde data in terms of spatiotemporal patterns. However, the scarce and

nonuniform distribution of the stations hampers the assessment of central Arctic trends.

1. Introduction

Arctic climate change, depicted by a warmer and

wetter atmosphere [IPCC 2013; Vihma et al. 2016;

Arctic Monitoring and Assessment Programme (AMAP)

2017], is characterized by its amplification compared to the

global mean change. Among other amplification factors,

such as the poleward energy transports, snow/ice–albedo

and cloud–radiation feedbacks, the water vapor–radiation

feedback is important (Francis et al. 2009; Serreze and

Barry 2011; Wendisch et al. 2017). The amount of water

vapor increases with warming following the Clausius–

Clapeyron scaling (O’Gorman and Muller 2010). This

amplifies the greenhouse effect as increasing water vapor

leads to an increase in the downward longwave radiation

and affects cloud formation and thus the cloud radiative

effect, which subsequently amplifies the near-surface air

temperature. The strength of this positive feedback de-

pends on both the sensitivity of the downward longwave

radiation to changes in water vapor and the trend in water

vapor (e.g., Ghatak and Miller 2013). Atmospheric water

vapor in the Arctic increases further because of increased

evaporation over ocean regions that are becoming ice free
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(e.g., Screen and Simmonds 2010; Bintanja and Selten

2014; Boisvert et al. 2015; Kopec et al. 2016). Furthermore,

an enhanced moisture transport from lower latitudes into

the Arctic has been reported (e.g., Zhang et al. 2012;

Woods and Caballero 2016), but this does not have a

simple link with enhanced Arctic precipitation (Gimeno-

Sotelo et al. 2018). Dufour et al. (2016) did not find an

increased meridional moisture transport even though

vertically integrated water vapor has increased. Given the

importance of Arctic water vapor changes, their in-

vestigation based on available long-term climate data is

relevant. Here we focus on the change in moisture content

in the atmospheric column, that is, the vertically integrated

water vapor (IWV). It is well known that the climatolog-

ical mean IWV over the Arctic is characterized by a pro-

nounced seasonal cycle, with the minimum in winter

andmaximum in summer (Fig. 1). The different reanalyses

agree quite well on the magnitudes, with cross-reanalysis

monthly differences being largest (13%–14%) in July and

winter months and smallest (5%–6%) in the transition

months of May and October, with respect to the mean.

Over the terrestrial Arctic, a few stations provide

long-term observations of relative humidity profiles

obtained by radiosondes from which IWV can be ob-

tained. In addition to the usual radiosonde biases (see

below), the profiles are, however, subject to un-

certainties at cold temperatures (Miloshevich et al.

2001). Water vapor products from satellite observations

are indirect and subject to large uncertainties, in par-

ticular over the Arctic. They are either hampered by

clouds (infrared, visible), require sunlight (visible, near-

infrared), or are restricted to an underlying surface, that

is, open water for microwave imagers or sea ice for mi-

crowave sounders. Many satellite-based IWV products

have recently become available, but no reference sat-

ellite dataset with full coverage of the Arctic exists yet.

Schröder et al. (2018) presented the GEWEX Water

Vapor Assessment (G-VAP) of IWV products from

satellites. The short period of 2003–08 was identified as

the maximum common period covered by 22 satellite

data records. Their intercomparison showed that the

largest relative standard deviations (.25%) are found in

polar and high-mountain regions.

Atmospheric reanalyses likely constitute the most

comprehensive source of information on the Arctic hy-

drological budget at present [e.g., Cullather et al. 2000;

Lewis et al. 2000; Serreze et al. 2006; Jakobson and

Vihma 2010; Cullather and Bosilovich 2011; Dufour

et al. 2016; for an overview, see Vihma et al. (2016)].

Reanalyses benefit from assimilation of in situ and re-

mote sensing observations in a manner consistent with

model physics and provide long-term gridded datasets

with physical interpolation into data-void regions

(Thorne and Vose 2010; Parker 2016). In contrast to

forecast variables (e.g., precipitation), which are com-

puted based on model physics in the first-guess estimate,

atmospheric humidity is an analyzed variable. It is de-

termined via data assimilation and modeling, which in-

tegrates all available observations every 6–12h over

the period being analyzed. Such variables are more

FIG. 1. (left) Spatial maps of (top) winter (DJF) and (bottom) summer (JJA) mean IWV (median of the four

reanalyses: CFSR, ERAI, JRA-55, MERRA2) and (right) mean annual cycle of IWV for all four reanalyses. Both

plots show the mean IWV (mm) averaged over 1979–2016.
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consistent among different reanalyses products, com-

pared to forecast variables that rely on model physics

(Trenberth et al. 2011). For example, for the Arctic, the

cross-reanalysis difference in moisture transport has

been estimated to be below 10% (Jakobson and Vihma

2010; Cullather and Bosilovich 2011; Dufour et al. 2016),

while that in precipitation can differ by more than 50%

(Boisvert et al. 2018). The latter is also because pre-

cipitation is the result of a complex chain of processes

with many factors’ influences and with high spatiotem-

poral variability, while IWV has much smoother varia-

tions with autocorrelation time related to synoptic

disturbances (Steinke et al. 2015).

Our investigation builds upon previous studies evalu-

ating the IWV trend in the circumpolar Arctic in rean-

alyses (Rinke et al. 2009; Serreze et al. 2012; Dufour et al.

2016; Oshima and Yamazaki 2017). While, they pointed

to the overall positive Arctic IWV trend, they also high-

lighted the heterogeneous spatiotemporal patterns of the

trend. Indeed, the quantification of the cross-reanalysis

differences needs more attention. Therefore, the main

aim of our study is a comprehensive intercomparison of

the circum-Arctic IWV trend across four different re-

analysis datasets, including their evaluation against sta-

tion observations. Our focus is to present what we know

(in)consistently about the Arctic IWV trends taking into

account the high spatiotemporal variability.

We extend the previous studies by various important

aspects: (i) We analyze four modern global reanalyses

and include the recent period covering 1979–2016. (ii)

As annual means and averages over the whole Arctic

might mask regional and seasonal details, we present

monthly spatial trends to highlight important differ-

ences from month to month and from region to region.

(iii) We show the cross-reanalysis range in the monthly

IWV trends to quantify their uncertainty and estimate

the maximum IWV trend over the last 38 years. (iv) We

discuss the interannual IWV variations, which underlie

the trend. (v) In concert with the reanalyses, we analyze

available circum-Arctic radiosonde data from 36 sta-

tions north of 658N. Further, we include selected IWV

data from tropospheric products from processing global

positioning system (GPS) data.

2. Data and analysis

a. Reanalyses

We evaluate four modern global atmospheric rean-

alyses, namely, the National Centers for Environmental

Prediction (NCEP) Climate Forecast SystemReanalysis

(CFSR; Saha et al. 2010, 2014), the European Centre for

Medium-Range Weather Forecasts (ECMWF) interim

reanalysis (ERA-Interim, hereafter ERAI; Dee et al.

2011), the Japanese Meteorological Agency (JMA) 55-

year Reanalysis (JRA-55; Kobayashi et al. 2015), and

the NASA Global Modeling and Assimilation Office

(GMAO) Modern-Era Retrospective Analysis for Re-

search and Applications, version 2 (MERRA2; Gelaro

et al. 2017).

We restrict our analysis to these four reanalyses be-

cause they cover the period since the beginning of the

satellite era at a relatively high spatial resolution

(Table 1) and they are ‘‘full input’’ reanalyses (Fujiwara

et al. 2017), that is, systems that assimilate surface and

upper-air conventional and satellite observation data, in

contrast to ‘‘surface input’’ reanalyses. We do not in-

clude precursor reanalyses from JMA, NASA, and

NCEP that have coarser resolutions and older models

behind them, or the next-generation ECMWF re-

analysis, ERA5, as it was not available when we started

the analysis.

The reanalyses differ in their horizontal and vertical

resolution, physical parameterizations, and assimilation

scheme and input data. Fujiwara et al. (2017) provide all

the details about this, such as horizontal and vertical

grids, execution streams, assimilated data (their Tables 1

and 2, their Figs. 6 and 8–10, and their supplemental

tables), and major physical parameterizations in the

reanalysis forecast models (their Table 3). Table 1

summarizes the main relevant characteristics of the

four global reanalyses used in our study. In terms of

assimilated data, we focus on those measurements that

are most directly related to moisture. See the given

references and Fig. S1 in the online supplemental ma-

terial for more details. Differences in the reanalyses’

representations of sea ice (Table 1) may contribute to

differences in air humidity at low altitudes. Fujiwara

et al. (2017) provide the detailed sources of sea surface

temperature (SST) and sea ice lower boundary condi-

tions used in the different reanalyses (their Table 4).

All reanalyses assimilate humidity-related data and also

atmospheric motion vectors, which might improve the

representation of moisture advection. However, it should

be mentioned that because of the challenging conditions

in the central Arctic (north of 708N), very few measure-

ments are assimilated and differences between different

reanalyses might arise even from the rejection of indi-

vidual observations within the different quality-control

schemes. Table 1 gives detailed information about

humidity-relevant data assimilation. Note that microwave

imager radiance data around the 22-GHz water vapor

line, for example, SSM/I and AMSR, which are strongly

related to IWV even under cloudy conditions, are only

assimilated over open water surfaces. The assimilation of

radiances measured by microwave sounders, for example,
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AMSU-B and the Microwave Humidity Sounder (MHS),

making use of the stronger 183-GHz line, is limited to

channels with high opacity to avoid surface contamination

and can therefore only represent higher vertical levels. At

the higher microwave frequencies, liquid clouds emit

strongly, and the presence of clouds with larger ice water

content can further limit their assimilation. Several of the

instruments have been on board different satellites, and as

sensor intercalibration is an ongoing research item, break

points due to changes in the satellite constellation can

occur. Similarly, the event of global navigation satellite

system (GNSS) radio occultation measurements of the

bending angle being sensitive to temperature and mois-

ture led to the assimilation of roughly 2000 profiles per day

since the mid-2000s. More details about satellite data as-

similation can be found in Fig. S1 in the online supple-

mental material.

b. Station data

We analyze IWV derived from specific humidity

profiles based on the relative humidity observed by ra-

diosondes launched at Arctic land stations. From the

Integrated Global Radiosonde Archive (IGRA; Durre

et al. 2006), we use IWV data of 36 stations in the Arctic

north of 658N (Fig. 2), following Naakka et al. (2018).

The archive contains data from the individual beginning

of radiosonde measurements at each station, so within

the analyzed period, the availability of data from the

stations varies. The soundings were mostly taken twice

per day (at 0000 and 1200 UTC) but on some stations

once daily only (e.g., in Ny-Ålesund, Norway, at

1200 UTC). As missing data due to technical or quality-

related problems of soundings occur throughout the

whole period, we apply a threshold to calculate a

monthly mean. We choose to require at least 85% data

coverage for a representative monthly mean value, that

is, we require at least 26 sounding days for months with

30 or 31 days and at least 24 sounding days for February

in non–leap years.

Obviously, the IGRA has the advantage to contain

an extensive collection of worldwide available radio-

sonde data that have undergone a formal quality con-

trol regarding, for example, formatting problems and

physically implausible values (Durre et al. 2006). In

addition to the data value repetition check for dew-

point depression, implausible humidity values are re-

moved if the reported dewpoint depression is out of the

range of 08–708C (Durre et al. 2006, see their Table 4).

TABLE 1. Characteristics of the four global atmospheric reanalyses used in in our study. Note that all reanalyses assimilate surface

reports from land stations and ships but employ different quality checks. Further data assimilation information can be found in the

supplemental material (Fig. S1).

CFSR ERAI JRA-55 MERRA2

Horizontal resolution CFSR: T382 (;38 km),

CFSv2: T574 (;27 km)

T255 (;79 km) T319 (;55 km) 0.5 lat 3 0.625 lon

(;55 km)

Vertical levels 64 60 60 72

Sea surface

temperature and

sea ice

Coupled to GFDL MOM Multiple datasets

(NOAA, ECMWF)

COBE-SST Multiple datasets

(NOAA)

Convection

parameterization

scheme

Modified Tiedtke

(shallow), simplified

Arakawa–Schubert

with momentum

mixing (deep)

Jakob and Siebesma

(shallow), Fritsch–

Chappell (deep)

Prognostic Arakawa–

Schubert with

downward CAPE

Relaxed Arakawa–

Schubert (shallow)

with Tokioka-type

trigger (deep)

Assimilation scheme 3D-Var 4D-Var 4D-Var 3D-Var

Humidity assimilation Yes Yes Yes Yes

Radiosondes humidity

assimilation

Yes Yes, but excluded in

extremely cold

conditions

Yes Yes

Satellite radiances AMSU-B, HIRS,

MHS, SSM/I (S)

HIRS, AMSU-B, MHS AMSU-B, HIRS, MHS,

VTPR, AMSR-E,

AMSR-2, SSM/I

(S), TMI

AMSU-B, HIRS, MHS,

VTPR, SSM/I(S)

Infrared spectrometer AIRS (since 2008),

IASI (since 2008)

AIRS (since 2004) — AIRS (since 2002),

IASI (since 2008)

only clear sky

Microwave imager

retrieval

AMSR-E (only

surface quantities)

Partly SSM/I IWV — SSM/I, TMI rain rates

Radio occultation Since 2001 Since 2001 Since 2006 Since 2004

Reference Saha et al. (2010, 2014) Dee et al. (2011) Kobayashi et al. (2015) Gelaro et al. (2017)
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Yet, the general inhomogeneity of used radiosonde

sensor types across the different stations, and even the

temporal inhomogeneity throughout a single station’s

data record over time, may hinder retrieving long-term

climate trends (Elliott and Gaffen 1991; Moradi

et al. 2013).

Recognizing this shortcoming of the vast operational

dataset for the potential use in climate studies, the

Global Climate Observing System (GCOS) Reference

Upper-Air Network (GRUAN) has been implemented

(Seidel et al. 2009; Bodeker et al. 2016). Within

GRUAN, a small set of observational sites make an

effort to assure high-quality reference observations

from different sensors. In the Arctic region north of

658N, the three sites Ny-Ålesund; Sodankylä, Finland;

and Barrow, Alaska (now known as Utqia _gvik), con-

tribute with their radiosonde measurements. The result-

ing GRUAN radiosonde data are centrally processed

with manufacturer-independent corrections accounting

for, for example, the radiation dry bias and time lag in

humidity measurements, and quantified measurement

uncertainties are provided (Dirksen et al. 2014). Un-

fortunately, theGRUAN radiosonde data (Sommer et al.

2012) are only available for a short period (since 2011) at

all three Arctic stations. However, the Ny-Ålesund ra-

diosonde record prior to the GRUAN period has been

homogenized, accounting for various sensor-related

corrections in the earlier radiosonde types (Maturilli and

Kayser 2017a). We use this homogenized Ny-Ålesund

(NYA) radiosonde record from 1994 to 2016 (Maturilli

and Kayser 2016, 2017b), which we call in the following

homogenized NYA, as high-quality long-term station

observation for comparison with the reanalyses and the

other observations (IGRA, GPS).

Ground-based GPS zenith path delay measurements

are an established tool for IWV observation (Bevis et al.

1992; Wang et al. 2007; Ning et al. 2016a). These data

provide an independent IWV dataset because they are so

far not assimilated into the reanalyses. Although the

GPS-based wet delay is converted into water vapor using

the atmospheric weighted mean temperature that is cal-

culated using reanalysis data, the quality of the IWV

products does not change compared to using radiosonde

temperature measurements (Ning et al. 2016b). We

inspected a subset of GPS observations north of 658N

(Deng et al. 2016; Alshawaf et al. 2018), which covers 35

sites (Fig. S2). It becomes obvious that these GPS station

locations have almost no overlap with the radiosonde

stations. From the GRUAN stations, only Ny-Ålesund is

collocated with a GPS station from this subset. The GPS

stations are clearly focused on the Greenland coast and

only three stations are in Russia. Furthermore, the tem-

poral coverage is short; most observations start in the

mid-2000s. Therefore, a comparison with the complete

FIG. 2. Study region and the location of the 36 radiosonde stations in seven subregions

(Nordic and Barents Seas, northern Europe, north-central Siberia, east Siberia, northern

Canada, Alaska, and Greenland). The regions include the following sounding stations: Nordic

and Barents Seas: Jan Mayen (1), Ny Ålesund (2), Bodo (3), Bear Island (4), and Malye

Karmakuly (12); northern Europe: Luleå Kallax (5), Sodankylä (6), Murmansk (16), Kanda-

laksa (17), Shoina (18), NarianMar (19), and Pechora (21); northern central Siberia: 11 Ostrov

Dikson, 13 Khatanga, 20 Sale-Khard, 22 Turuhansk, 23 Olenek; east Siberia: Tiksi (14),

Cokurdah (15), Verkhoyansk (24), Gigansk (25), Cherskiy (26), Zyrianka (27), and Omolon

(28); northern Canada: NormanWells (31), Hall Beach (32), Alert (33), Eureka (34), Resolute

Bay (35), and Cambridge Bay (36); Alaska: Barrow (29) and Kotzebue (30); Greenland:

Egedesminde (7), Danmarkshavn (8), Scoresbysund (9), and Ammassalink (10). The supersite

Ny-Ålesund (78.98N, 11.98E) is marked in red.
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IGRA data is not feasible, but we limit it to the supersite

Ny-Ålesund (Fig. 2).

c. Analysis methods

Our study of the reanalyses trends is focused on

monthly IWV data for the 38-yr period 1979–2016. For

the intercomparison, the reanalyses have been re-

mapped onto the 0.758 3 0.758 latitude–longitude grid of

ERAI, using bilinear interpolation. The presented spa-

tial plots from reanalyses for the Arctic region show the

domain north of 608N (Fig. 2). We define the region

north of 708N as the central Arctic and present accord-

ingly area-weighted averaged values. Because there are

distinct variations within a season, we analyze the IWV

trends for each month.

Linear trends have been calculated by linear least

squares regression, with statistical significance assessed

by a bootstrapping approach (Kiktev et al. 2003). At

each grid point, a series of actual data points (N5 38) is

decomposed into a linear trend and a time series of trend

residuals or ‘‘noise.’’ The bootstrap technique randomly

selects N values from the residuals to form a time series

of residual variations of same lengthN. The residuals are

resampled 1000 times to generate sets of plausible noise

sequences. Afterward, each noise is added back onto the

best-fit line from the original trend analysis, and the

trend is reestimated. The finally produced distribution of

1000 trends is used to determine the significance: The

trend at each grid point is statistically significant at the

95% level if a zero trend falls within either the upper or

lower 2.5% tail of its bootstrapped distribution.

For the comparison between the reanalyses and the

observational data, the station-nearest land grid point

from the reanalyses has been selected. An examination

of the four surrounding grid points showed that the re-

sults are solid, that is, not sensitive to the choice of either

grid point. The monthly means of the reanalyses have

been calculated based on the same temporal data cov-

erage as given by the available station data. This was

done to ensure that the reanalyses were comparable to

in situ data and not to improve the trend estimate.

Therefore, these trends can differ from the reanalysis

trends based on full 6-hourly 3 38-yr coverage. We

group the IGRA station data to seven subregions

(Nordic and Barents Seas, northern Europe, northern

central Siberia, east Siberia, northern Canada, Alaska,

and Greenland; Fig. 2) and calculate the average of the

stations for each subregion. The regions have been ba-

sically selected based on the spatial patterns of specific

humidity conditions in the lower troposphere (Naakka

et al. 2018). We further present an all-station (Arctic)

average. Finally, according to the above described data

availability, we use the Ny-Ålesund observations from

the different sources (IGRA, NYA,GPS) for 1994–2016

to compare with reanalyses and check the data

consistency.

3. Long-term Arctic IWV trends in reanalyses

a. Spatiotemporal patterns of trend

Although the intercomparison of the monthly IWV

trends for 1979–2016 (Fig. 3) suggests an agreement of

the reanalyses that the Arctic has become wetter in al-

most all regions, we cannot confirm this because of the

statistical insignificance of most trends. Indeed, we find

consistently across all reanalyses significant IWV trends

only over specific regions for specific months.

1) AGREEMENT

Significant positive trends occur consistently in all

reanalyses (Fig. 3):

(i) A positive trend occurs over the Atlantic sector of

the Arctic, specifically over the Nordic and Barents

Seas from summer to winter (August–January),

over the Barents and Kara Seas in May and

November–February, and over Scandinavia in sum-

mer (July–September) and early winter (November–

December). The IWV increase over the Atlantic

sector of the Arctic has been discussed by many

studies (e.g., Serreze et al. 2011, 2012; Stroeve et al.

2012; Boisvert et al. 2015;Woods andCaballero 2016;

Dufour et al. 2016) being related to a set of factors,

including increasing temperature and moisture ad-

vection (Fig. S3), increasing sea surface temperature,

and reduced sea ice extent in recent decades.

Figure S4a shows exemplarily that the moistening

occurs throughout the tropospheric column, but

predominantly in low levels (below 850hPa). This

is consistent with a bottom-amplified warming and

moistening (e.g., Screen and Simmonds 2010;

Woods and Caballero 2016).

(ii) A positive trend occurs over the Canadian archi-

pelago and Baffin Bay in summer (June–August),

which is consistent with the negative trend in sea ice

concentration over Baffin Bay in June–July. In

addition, a mean sea level pressure (SLP) increase

over/north of Greenland in summer supports the

intrusion of moist, warm air from lower latitudes

toward northern Canada (Fig. S3).

(iii) A positive trend occurs over the Chukchi and East

Siberian Seas in autumn (September–October),

which is related to the strong sea ice retreat and

related heat fluxes, increased near-surface temper-

ature and water vapor holding capacity of air (e.g.,

Serreze et al. 2012). The according moistening is
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confined to low levels again (Fig. S4b). Moisture

advection contributes, particularly in October

(Fig. S3).

(iv) A positive trend occurs over other parts of the

Siberian Arctic sector, specifically over the north-

ern Laptev Sea in spring (particularly in April)

and over east Siberian land region in summer

(July–August), which fits with the circulation-

driven warm/moist air transport into those regions

(Fig. S3).

(v) A positive trend occurs over larger parts of the

central Arctic Ocean in autumn–winter (September–

January). This is consistent with an increasing mois-

ture transport over the North Atlantic sector into the

central Arctic (Fig. S3) related to cyclones/moist in-

trusion (e.g., Woods and Caballero 2016; Rinke

et al. 2017).

Remarkably, a few regions indicate a statistically sig-

nificant negative IWV trend, consistently in all rean-

alyses (Fig. 3):

(i) In winter, this trend is shown over eastern Siberia (in

February) and the Bering Strait region (in March).

This drying is related to atmospheric circulation

changes (SLP pattern) and the associated more

frequent northerly wind, and thus cooling and drying

in that region in winter (Fig. S3). Our result is

consistent with findings of Serreze et al. (2012) and

Liu et al. (2007). Although the negative moisture

trend occurs in the whole troposphere, Fig. S4c

shows a clear maximum drying near the 850-hPa

level well above the inversion layer common in

winter. This level represents the maximum of the

specific humidity profile and occurs where the net

FIG. 3. Agreement in the monthly IWV trends (1 for January, 2 for February, . . .) across the four reanalyses (CFSR, ERAI,

JRA-55, MERRA2) for 1979–2016. Color shading indicates those areas where all four reanalyses agree on the sign of the trend (red:

positive trend; blue: negative trend). White indicates locations where the reanalyses disagree on the sign of the trend (i.e., at least one is

different from the others). The dark red (blue) colors mark regions of positive (negative) trends, which are significant at the 95% level in

all four reanalyses.
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meridional moisture fluxes are strongest (Serreze

et al. 1995).

(ii) In summer (particularly in August), this trend is

shown over north-central Siberia, which corre-

sponds with a negative SLP trend over the region

of Taymyr Peninsula and the Kara and Laptev Seas

and the associated increased transport of cold, dry

air from the north into that region (Fig. S3). The

drying is prominent over the entire troposphere

(Fig. S4d), again reflecting the circulation changes.

In general, changes in meridional moisture transport

caused by changes in atmospheric circulation are the

reason for many of the regional trends in IWV. There-

fore, we highlight this exemplarily for ERAI (Fig. S3).

Figure 4 shows the monthly IWV trend estimate over

the Arctic region based on the median of the four re-

analyses. We calculate the strongest relative increase

(.8%decade21; with respect to the median) over the

Arctic North Atlantic in winter (November–February)

and over the Chukchi and East Siberian Seas in autumn

(October). With respect to the absolute magnitudes, the

largest moistening occurs in summer over north-central

Siberia (;1.0 6 0.5mm decade21 in June), over the

Arctic portion of the North Atlantic (e.g., ;0.9 6

0.4mmdecade21 in August), over the Canadian archi-

pelago and Baffin Bay (e.g.,;1.16 0.4mm decade21 in

August), and over the east Siberian land (e.g., ;1.1 6

0.5mm decade21 in August). The reanalyses agree on

the presented spatiotemporal patterns of the trend,

with an all-pair-averaged pattern correlation coeffi-

cients of 0.9.

2) DISAGREEMENT

The reanalyses substantially disagree on the regional

trend magnitudes (Fig. 5). CFSR is the reanalysis that

produces the maximum trend (out of all four reanalyses)

over the Arctic North Atlantic in all months and over the

centralArcticOcean in the cold season (October–March),

whereas ERAI yields the maximum over the Arctic

Ocean in the warm season (May–August). Over the

FIG. 4. Monthly IWV trends (mmdecade21; color shading) based on the median of the four reanalyses (CFSR, ERAI,

JRA-55, MERRA2) for 1979–2016. Stippling indicates significant trends (at the 95% level). Black isolines show the percentage trend

(%decade21) relative to the climatological monthly mean over all reanalyses.
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Arctic Ocean, CFSR and ERAI are the reanalyses that

show the extremes (i.e., maximum or minimum out of all

reanalyses). IWV trends and their assignment to the re-

gional minimum trend are the opposite of the maximum

trend (Fig. 5 and Fig. S5), respectively. Those reanalyses,

which show the maximum and minimum IWV trends, are

not completely the same when inspecting the 2-m air

temperature trends (not shown) for all regions and

months. This stresses that the IWV trend is controlled not

only by the temperature trend but also by trends in

moisture transport and evaporation [see section 3a(3)].

We quantify the differences in the trend magnitudes

across the four reanalyses by the range of the ‘‘maximum

minus minimum IWV trend’’ for each grid point (Fig. 6).

This figure clearly highlights the regions and months

of greatest uncertainty among the reanalyses, where

the absolute difference is largest, namely, larger than

0.5mmdecade21 (which is equivalent to more than 50%,

relative to the reanalyses-mean trend). That appears in

the summer season and over the following three regions:

(i) It appears over the central Arctic Ocean in summer

(June–August). This is the identified region/season

with prominent disagreement across the reanalyses

with respect to the IWV trend sign (Fig. 3). The

negative trend in CFSR is in contrast to the in-

significant or positive trends in the other three re-

analyses. Associated with this, CFSR shows a

strong negative trend anomaly with respect to the

reanalyses’ median, while the other reanalyses

show positive anomalies (largest in ERAI)

(Fig. S6). Actually, we do not expect large anom-

alies in near-surface specific humidity in summer

because of the melting snow or sea ice, which keeps

the surface air temperature near 08C and thus limits

the change in the surface saturation vapor pressure.

FIG. 5. Reanalysis, which has the maximum (positive or negative) trend out of the four reanalyses at a grid point (CFSR: yellow; ERA-

Interim: dark blue; JRA-55: green; MERRA2: light blue), based on the monthly IWV trend for 1979–2016. White indicates where the

reanalyses disagree on the sign of the trend (i.e., at least one is different from the others). Stippling indicates where the trend of the

reanalysis with the maximum trend is significantly different (at the 95% level) from the trend of the reanalysis with the second

largest trend.
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Therefore, Serreze et al. (2012) argued that an

IWV trend over the central Arctic Ocean in sum-

mer is not expected.However, a change inmoisture

transport (Fig. S3) may well generate an IWV

trend. Accordingly, differences in moist-air advec-

tion (Cullather and Bosilovich 2011; Dufour et al.

2016; Naakka et al. 2019), subsequent moist pro-

cesses in the models behind the reanalyses, as

well as differences in data assimilation are poten-

tial contributing factors for the presented cross-

reanalysis differences.

(ii) It appears over the Arctic portion of the North

Atlantic, namely, the Nordic and Barents Seas, in

summer (Figs. 3, 6). This cross-reanalysis differ-

ence in the IWV trend is due to large positive trend

anomalies in CFSR and MERRA2 compared to

the median trend (Fig. S6). Both reanalyses show

significant positive trends (e.g., 0.76 0.3mmdecade21

in July), while ERAI and JRA-55 indicate insignif-

icant trends. Apparent factors that potentially con-

tribute to those differences among the reanalyses

are evaporation trends, which differ for diverse

humidity profile, wind and stratification (Boisvert

et al. 2015), and differentmoisture advection changes

(Dufour et al. 2016). Sherwood et al. (2014) pointed

out that differences in lower-tropospheric vertical

mixing might also play a role, which can modify the

trend in the specific humidity profile (Fig. S7), for

example, by varying vertical thermal stability and

wind shear changes. It has been further argued that

different vertical mixing can affect moisture advec-

tion, such that weaker (stronger) mixing allows (pre-

vents) moist air advection to penetrate farther to the

north without strong cooling/drying (Naakka et al.

2018).

(iii) It appears over northern central Siberia in summer.

The large cross-reanalysis differences in the IWV

trend in this land region in early summer (June;

Fig. 6) are caused by MERRA2 being an outlier.

This reanalysis shows a large significant positive

IWV trend (1.1 6 0.5mmdecade21), which the

other three reanalyses do not agree with, and leads

FIG. 6. Range of themonthly IWV trends (mmdecade21) across the four reanalyses (CFSR, ERAI, JRA-55,MERRA2) for 1979–2016.

At each grid point, the difference of maximumminusminimum IWV trend is plotted. Themaximum andminimum trends are those out of

the four reanalyses.
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to a large positive trend anomaly in MERRA2

compared to the median trend (Fig. S6). Certainly,

this is associated with a stronger SLP reduction

over the region covering the Ural Mountains and

west Siberian plain compared to the other rean-

alyses, which can trigger a stronger inflow of warm,

moist air from the south to northern central Siberia.

It is known that cyclones from Siberia are effective

in transporting water vapor to theArctic in summer

(e.g., Komatsu et al. 2018), andMERRA2 has been

detected as an outlier in the trend of summer cy-

clone frequency, compared to the other reanalyses

(Zahn et al. 2018).

3) FURTHER DISCUSSION OF CROSS-REANALYSIS

DIFFERENCES

In general, it is difficult to identify the exact causes for

differences in the reanalyses’ trend patterns (Chung

et al. 2013; Lindsay et al. 2014; Boisvert et al. 2018) as

they may arise from various sources. However, we pro-

vide some possible reasons for these differences in the

following.

In the previous section, we quantified the largest

cross-reanalysis differences in the IWV trend that occur

in summer over three specific regions. We identified

those reanalyses that are the responsible outliers, and

then discussed the related physical mechanisms behind

them. Here, we provide further discussion of these fac-

tors. The identified regions (Fig. 6) appear neither in the

near-surface temperature (Fig. S8) nor in the evapora-

tion (Fig. S9) trend differences but emerge in the 850-

hPa relative and specific humidity trend difference

(Fig. S9). This is an indication of the importance of

moisture transport for IWV trend differences in those

regions in summer.

Differences in atmospheric circulation strongly affect

the transport of warm/moist air from the south into the

Arctic or transport of cold/dry air from the central

Arctic southward. The cross-reanalysis difference in

SLP trend is 1–2 hPadecade21 (Fig. S8) and of the same

magnitude as the SLP trend in an individual reanalysis.

Hence, the differences in SLP trend and their uneven

spatial distribution can cause notable differences in the

trends of the horizontal moisture transport, and they

control the distribution of moisture transport to differ-

ent regions. Trends in the moisture transport are on the

order of 10 kg (ms21)21decade21 (Fig. S3), which is

about 10% of the mean transport.

Differences in IWV trend are further related to

differences in air temperature and evaporation. The

cross-reanalysis differences in the near-surface air tem-

perature trend are relatively small (0.58–1.58C decade21;

Fig. S8). Larger differences occur during the cold

seasons along the coastline and sea ice edge because of

different model resolution and sea ice handling (see

section 2a). This is apparent in the cross-reanalysis dif-

ferences in the sea ice concentration trend, which is

more than 10%decade21 near the ice edge (Fig. S8).

These sea ice differences are reflected in the evapora-

tion trend differences (Fig. S9). Absolute differences of

0.2–0.4mmday21decade21, as occurred in the Barents

and Kara Seas in the cold season and in the Chukchi Sea

in late autumn (October–November), represent large

relative differences of up to 100%, relative to the re-

analyses’ median evaporation trend. This indicates that

evaporation differences among the reanalyses contrib-

ute to those in IWV there.

Another source of the discussed deviations between

the IWV trends in the reanalyses is the representation of

the physical processes, specifically of moist processes,

in the models. For instance, while all four reanalysis

systems use a parameterization for deep and shallow

convection, the implementations or even approaches

differ (Table 1; section 2a), which leads to differences in

the representation or distribution of moisture in the at-

mosphere. Further, with respect to the lower boundary

conditions, different land models are used in the four

reanalysis systems, influencing the exchange of heat,

moisture, and energy between the atmosphere and

Earth’s surface. Also, for the ocean, the representation

of SST and sea ice varies among the reanalyses (Table 1;

section 2a) with the potential to produce significant

deviations among the four datasets (see above).

Another contribution to the differences across the

reanalyses is the application of various data assimila-

tion approaches and implementations (Table 1; Fig. S1;

section 2a). Although all reanalyses assimilate more or

less the same available radiosonde sounding and sur-

face data (albeit employing different quality checks), a

source for variations of trends in IWV among the dif-

ferent reanalyses is the assimilation of satellite data.

Figure S10 shows the analysis increments in water va-

por for ERAI for the lowest 35 model levels averaged

over the central Arctic. It can clearly be seen that,

besides the model bias, trends and even jumps in the

analysis increments happen over time for the various

seasons, especially summer. These changes originate

from the changing observing system or, more specifi-

cally, from new satellite data assimilated into the

model state (e.g., Fujiwara et al. 2017). A similar be-

havior is known for other reanalyses and the charac-

teristics, and the extent of these artificial trends and

jumps highly depends on the specific implementation

of the data assimilation for each satellite as well as its

bias correction. In addition, not all reanalyses use the

same satellite observations or same periods for each of
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these observing systems (see section 2a; Table 1,

Fig. S1). Therefore, the treatment of satellite data in

the reanalysis production process is a major contribu-

tion to the variations of IWV trends among the dif-

ferent reanalyses. It is ultimately complicated to

distinguish the true effects of aforementioned differ-

ences in the data assimilation procedures and the

moisture transport, as the latter is calculated from the

gradients and winds that are also already (more or less)

affected by data assimilation.

Without the possibility of running identical-twin ex-

periments on the reanalysis systems, it is not possible to

distinguish between the various aforementioned effects

on the differences in the representation of IWV trends

over the Arctic. We therefore expect the disagreements

among the four datasets to be the combined result of

most or all of these effects.

b. Trends and variability in the central Arctic

Here we present results for the central Arctic IWV,

that is, area-weighted average over the polar cap

north of 708N. Despite the disagreement on the yearly

magnitude of IWV (JRA-55 being the driest, showing

values ;0.5mm smaller than the wettest reanalyses—

CFSR and MERRA2), the reanalyses agree on an

increase of the central Arctic IWV over 1979–2016

(Fig. 7). The figure indicates a relatively small in-

crease during the first two decades and a distinct in-

crease started sometime around year 2000. The Arctic

IWV further shows a pronounced interannual vari-

ability. The monthly IWV trends are provided in

Fig. 8. Consistently across all reanalyses, the trends

are significant (at the 95% level) and positive in all

months (except in February), with the highest abso-

lute trend in summer (.0.3mmdecade21) and lowest

one in winter (,0.2mm decade21). The lowest trend

(,0.1mm decade21) occurs specifically in February–

March, which is again a common feature in the rean-

alyses. According to the reanalyses’ median, the

smallest trend is 0.07 6 0.06mmdecade21 in March and

the largest is in August (0.33 6 0.18mm decade21). This

seasonal dependency of the IWV trend is in accordance

withmost recent estimates over the sameperiodbyOshima

andYamazaki (2017), who calculated 0.09mmdecade21 in

winter (January–March) and 0.3mm decade21 in summer

(July–September), based on ERAI. Considering the

percentage trends, relative to the climatological monthly

means, the reanalyses agree that the highest trend (4%–

6%decade21) occurs in the cold season (October–

January), while the summer trends account only for

1%–3%decade21.

In general, the cross-reanalysis differences in the

Arctic-averaged IWV trends are minor, except for

CFSR being an outlier in summer because of its negative

IWV trend over the ice-covered Arctic Ocean [see sec-

tion 3a(2)]. Figure 8 indicates differences in the trend

across the four reanalyses ranging from 0.02mmdecade21

in January to 0.17mm decade21 in July. However, it is

important to emphasize that the spatial averaging smears

the considerable cross-reanalysis difference over the cen-

tral Arctic in the extended summer (May–October), dis-

cussed in the previous sections.

FIG. 7. Annual IWV (mm) time series for the central Arctic

($708N) for the four reanalyses (CFSR, ERAI, JRA-

55, MERRA2) for 1979–2016.
FIG. 8. Monthly IWV trend for the central Arctic ($708N) for the

four reanalyses (CFSR, ERAI, JRA-55, MERRA2) for 1979–2016.

The x axis indicates the individual reanalysis and the y axis indicates

the 12 months. All trends are significant at the 95% level, except

during February. The color shows the absolute trend (mmdecade21),

while the numbers are the percentage trend (%decade21), relative to

the climatological monthly mean of each reanalysis.
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Figure 8 further shows that different reanalyses show

the maximum trend in different months. The maximum

trend is shifted in CFSR toward the end of the summer,

with the absolute maximum occurring in September. In

contrast, the other reanalyses show the maximum trend

in midsummer (July–August). This is consistent with the

monthly and regional differences in IWV trends dis-

cussed in section 3a(2), where we found that CFSR has

the minimum (maximum) trend out of all reanalyses

over the Arctic Ocean in summer (autumn).

The trend calculations for the nine 30-yr moving

windows (1979–2008, 1980–2009, etc.) confirm the ro-

bustness of the positive trend over the central Arctic

across the reanalyses throughout the period (Fig. 9).

Further, this figure indicates that the spread between the

reanalyses is smaller than the interannual variability.

The figure makes us speculate about an increasing trend

magnitude, that is, an acceleration of the moistening

during the latter part of the period 1979–2016 in autumn

(September–October) and in January. Remarkable is

the shift of the maximum trend from summer (August)

to autumn (September–October) in the most recent 30-

yr period (1987–2016), which all reanalyses agree on.

This shift is a new, recently emerged phenomenon, and

has not been detected in previous studies addressing

shorter periods (e.g., until 2010; Serreze et al. 2012). It

occurs because of a strong acceleration of the IWV trend

over the Barents and Kara Seas in September–October.

This becomes apparent if one inspects the associated

spatial patterns of the trends for the nine 30-yr moving

windows. In September, the IWV trend over the Barents

and Kara Seas was negative in the first three periods

(1979–2008, 1980–2009, 1981–2010), becomes positive

afterward and particularly strengthened in the recent

decades (1986–2015, 1987–2016), which we recognize in

the positive October trend, too. For example, the com-

parison of the first period (1979–2008) with the last pe-

riod (1987–2016) shows an IWV increase of more than

0.8mmdecade21 over that region in autumn, while the

changes in August are minor (exemplarily for ERAI

shown in Fig. S11). This is associated with changes in the

atmospheric circulation in autumn, characterized by a

strong SLP increase (up to 5 hPa) over north-central

Siberia (Fig. S11), which supports the inflow of warm,

humid air from the south into the Barents and Kara

Seas. The IWV increase is also related to the sea ice

retreat and associated warming observed in that region

in autumn, which has been shown to potentially impact

the atmospheric circulation pattern in autumn (e.g.,

Rinke et al. 2013, Cassano and Cassano 2017). The

warming signature in the Barents and Kara Seas region

shows up also in the ocean since the mid-2000s, asso-

ciated with the transition to a warm and well-mixed

Atlantic-dominated regime (‘‘atlantification’’) (Polyakov

et al. 2017; Lind et al. 2018). The greater influence of

Atlantic-derived waters, such as reduced late autumn–

winter sea ice formation, leads to large cold-season tem-

perature anomalies in the lower troposphere, presumably

allied with positive anomalies in IWV.

A complementary view of the central Arctic IWV

variability by month and year is given by the Hovmöller

plots in Fig. S12. Those support the close agreement

among the reanalyses and their consistent description of

interannual variability, with generally negative anoma-

lies until about the year 2000 and positive anomalies

afterward. The latter are highest in summer (June–

September). Again, we recognize the shift of the maxi-

mum positive anomaly from summer toward autumn

(September–October) in the most recent years.

We further examine the IWV trends over the central

Arctic with different time windows, exemplarily based

on ERAI. For this, we follow the method presented in

Dufour et al. (2016). Figure 10 clearly highlights on the

one hand the pronounced interannual variability of

IWV. Previous studies have shown that this is related to

surface air temperature changes (Oshima andYamazaki

2017), but also reflects atmospheric circulation changes

and related airmass transport (e.g., Groves and Francis

2002). Otherwise, the figure demonstrates the general

robustness of the recent positive IWV trend. The dom-

inant positive trends in summer, which have occurred

FIG. 9. Monthly IWV trends (mmdecade21) over moving 30-yr

periods for the central Arctic ($708N) for the four reanalyses

(CFSR, ERAI, JRA-55, MERRA2). Nine trends are displayed for

each reanalysis. The first 30-yr trend is calculated for the period

1979–2008, the next for 1980–2009, and so on. The x axis indicates

the nine periods for each individual reanalysis and the y axis in-

dicates the 12 months. Stippling indicates significant trends (at the

95% level).
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since the beginning of the 1990s, suggest that the

moistening trend in summer is more robust compared to

the other seasons.

4. Comparison of IWV trends from reanalyses with

observations

The IWV trends from the reanalyses are compared

with the circum-Arctic radiosonde data from IGRA for

seven Arctic subregions and the Arctic as a whole

(Fig. 2). Generally, the reanalyses exhibit a remarkable

agreement with the radiosondes (Fig. 11), which is as

expected because radiosonde data were assimilated into

the reanalyses. The magnitude of differences between

individual reanalyses and IGRA data are of the same

order as the magnitude of differences among the rean-

alyses, indicating the relative importance of the assimi-

lated radiosonde dataset for each individual reanalysis,

respectively. Importantly, the figure also clearly dem-

onstrates the large uncertainty in the calculated trend,

indicated by the 95% confidence interval.

Averaged over all Arctic sites (north of 658N), con-

sistent positive IWV trends appear in the extended

summer (May–October) and negative trends appear in

late winter (February–March). We find interesting

region-specific annual characteristics in the trends,

which are consistent across the datasets (Fig. 11) and

support the findings presented in section 3a.

Over the Nordic and Barents Seas, all data show a

consistent positive trend in autumn (September–

October) and in January. In all other months, most of

the trends are not statistically different from zero. We

recognize an annual characteristic with maximum

(positive trend) in late summer and minimum (small

trend of uncertain sign) in late winter. Furthermore, the

figure confirms that only CFSR and MERRA2 show

significant and large positive trends in summer [dis-

cussed in section 3a(2)]. This seems not to be supported

by the station data, although it is hard to conclude be-

cause of the lack of significance of the observed trend.

In northern Europe, all data agree on a positive

trend during most of the year, specifically in spring

FIG. 10. Monthly IWV trends (mm decade21) for the central Arctic ($708N) for ERAI for different time windows. The trend is

calculated for different starting years (x axis) and for different period lengths (years; y axis). Stippling indicates significant trends (at

the 95% level).
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(April–May), summer (July–September), and early

winter (November–December). Over Greenland, we

find positive IWV trends in summer (June–September)

and negative trends in winter (November–December,

February–March) consistently in all datasets.

Further, Fig. 11 confirms our finding (Fig. 4) that the

annual characteristic of the IWV trend in Siberia

shows a large spatial variation. This is consistent in all

datasets. The IWV in north-central Siberia shows a

positive trend in spring (April–May) and a negative

trend in summer (particularly in August), associated

with circulation changes [section 3a(1)]. By contrast, in

east Siberia, the IWV trend is positive duringmost of the

year, with the largest moistening in summer (July–

August). Previous studies, which analyzed only the sin-

gle Siberian station Tiksi (Serreze et al. 2012) could not

discuss such important regional differences across Si-

beria. Further, the figure confirms the exceeding positive

FIG. 11. Monthly IWV trends (mmdecade21) for seven Arctic subregions and for the whole Arctic for 1979–2016. The IGRA station

data are shown as red bars and the four reanalyses data are shown as other colored bars (CFSR: pink; ERAI: brown; JRA-55: green;

MERRA2: blue). The sampling is the same for all data. The vertical lines indicate the uncertainty with a 95% confidence interval.
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trend inMERRA2 over northern central Siberia in June

[discussed in section 3a(2)]. Such a strong moistening is

not seen in the station data, but the trend in the obser-

vations is anyway insignificant.

In northern Canada, the datasets agree on a positive

IWV trend almost throughout the year. Our results

based on six stations support the finding of Serreze et al.

(2012) who analyzed the three stations Alert, Eureka,

and Resolute Bay representing the northern Canadian

archipelago, and reported on the strongest observed

positive trends in summer and small insignificant trends

in winter.

Alaska appears as the region with IWV trends of

high uncertainty in all months; the trend does not

show a clear seasonal pattern. Our results based on two

stations (Barrow and Kotzebue, Alaska) are in con-

tradiction with the findings of Serreze et al. (2012)

regarding Barrow during a shorter period (1979–2010).

They reported on significant positive IWV trends for

this station in summer. The nonconforming results

indicate that the calculated trend highly depends on

the sampling, because this region is characterized by a

strong regional climate variability (Cassano et al. 2011;

Bieniek et al. 2014), and the applied period matters

too.

Finally, we use the multiple datasets available at Ny-

Ålesund to compare them and check the data consis-

tency. Specifically, we look at the monthly IWV changes

from station observations of IGRA, homogenized

NYA, GPS, and ERAI data for the overlapping period

1994–2016 (Fig. 12, Fig. S13). Importantly, the figures

emphasize the large uncertainty of the calculated IWV

changes per decade (indicated by the 95% confidence

interval) due to the pronounced interannual variability

and the relatively short period of 23 years. Nonetheless,

the consistency of the results from all data is striking.

The IWV changes in the data from IGRA, NYA, and

ERAI are shown being consistent with the independent

GPS observations.

5. Summary and conclusions

We looked into the question whether a consistent

moistening trend all over the Arctic is supported by at-

mospheric reanalyses and station data. For this, we an-

alyzed the integrated water vapor (IWV) from four

reanalyses (CFSR, ERAI, JRA-55, and MERRA2) and

radiosonde data from 36 Arctic stations over the period

1979–2016.

In view of polar cap averaging ($708N), we con-

firmed a robust moistening trend in all months based on

the reanalyses. The absolute trend is largest in summer

and lowest in winter, but has a reverse behavior in the

relative magnitudes. We reported on the pronounced

interannual variability of the central Arctic IWV trend

and showed that the cross-reanalysis spread of the trend

is smaller than its variability. Furthermore, we found a

recently emerged phenomenon, namely, a shift of the

maximum trend from summer to autumn in recent de-

cades, which we related to an accelerated IWV trend

over the Barents and Kara Seas in autumn.

The monthly spatial patterns of the IWV trends also

suggested that the Arctic has become wetter in almost all

regions, but we could not conclude this because most

trends were not statistically different from zero. We

found significant trends only over specific regions and in

specific months. Consistently in all reanalyses, we re-

ported on positive IWV trends over the Atlantic sector of

theArctic inmostmonths, over theCanadian archipelago

and Baffin Bay in summer, over parts of the Siberian

Arctic sector (Chukchi andEast Siberian Seas in autumn,

northern Laptev Sea in spring, and east Siberia in sum-

mer), and over the central Arctic Ocean in autumn and

winter. Negative IWV trends consistently occur over

FIG. 12. Monthly IWV (mm) time series at the Ny-Ålesund station for 1994–2016 for the center month of each of the four seasons

(January, April, July, October) from ERAI and from IGRA, GPS, and GRUAN-homogenized NYA station observations. The sampling

is the same for all data. The gray shading indicates the 95% confidence band for the slope estimator. In each panel, the IWV change is

given as linear regression plus and minus two standard deviations. The plots for the remaining months are shown in Fig. S13.
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eastern Siberia and the Bering Strait region in winter and

over north-central Siberia in summer. We provided an

estimate of the ‘‘typical’’ (median of the four reanalyses)

regional IWV trend patterns for each month.

Although the reanalyses agree on the spatiotemporal

IWV trend patterns, they substantially disagree on the

regional trend magnitudes. We identified the summer

and theArctic portion of theNorthAtlantic (Nordic and

Barents Seas), the central Arctic Ocean and north-

central Siberia as the season and the regions of great-

est absolute differences among the reanalyses. For that,

we nominated CFSR and MERRA2 as the outliers,

compared to the reanalyses median. Therefore, out of

the examined four reanalyses, we recommend to rather

use JRA-55 (which is closest to the median trend) or

ERAI for IWV trend studies. Furthermore, the ECMWF

successor reanalysis, ERA5, should be inspected, as

ERA5 provides more information on which individual

observations have passed quality control and were

assimilated.

It is difficult to identify the detailed causes for the

presented differences in reanalyses IWV trends. Basi-

cally, these are changes in atmospheric circulation

(linked to moisture transport), air temperature (linked

to the vapor carrying capacity of the air), and SST and

sea ice cover (both linked to vertical moisture and heat

fluxes into the atmosphere), which all cause IWV

changes. We discussed that the cross-reanalysis differ-

ences in the SLP trend can lead to regional differences in

moisture transport. Associated with this, we showed

(exemplarily for ERAI) that the patterns of the trends in

IWV and net moisture transport match well, which in-

dicates that differences in moisture transport play a key

role for the IWV trend differences. Furthermore, we

presented mostly sea ice–driven cross-reanalysis differ-

ences in the evaporation trend, particularly in the cold

season when large air–ocean temperature differences

occur, which contribute to the reported IWV trend

differences.

Furthermore, differences in the selection and weighting

of data for assimilation into the reanalyses can contribute

to cross-reanalysis differences in IWV trends. As all

reanalyses assimilate the radiosonde data available, the

differences should arise mainly from model physics or

satellite data assimilation, for example, the choice of

satellite instruments, calibration technique, and forward

operators. Further, particularly in the data-sparse central

Arctic Ocean (.808N) where hardly any satellite data

are assimilated over sea ice, the models behind the re-

analyses (and their different physics and dynamics) play

an important role. Specifically, the different description

of moist processes can lead to differences in IWV among

the reanalyses. For instance, the models use different

parameterizations for deep and shallow convection, and

convective and nonconvective clouds, which affects the

atmospheric water budget.

The comparison with station observations supported

the presented reanalysis-based results. We showed that

the long-term IWV trends from the reanalyses exhibit a

remarkable agreement with the radiosonde data from 36

Arctic stations in terms of spatiotemporal patterns. The

analysis for seven subregions confirmed the region-

specific annual characteristics in the trends consistently

across the datasets. Unfortunately, the station data

could not ultimately confirm the outliers identified for

the largest cross-reanalysis differences in the Nordic and

Barents Seas and north-central Siberia in summer be-

cause of the lack of significance of the observed trends.

In addition, the scarce and nonuniform distribution of

stations can provide misleading conclusions. For exam-

ple, the all-station-averaged (Arctic) negative trend de-

rived for February/March disappears in the reanalyses,

which show a moistening when the full central Arctic

($708N) is considered. This emphasizes the strong need

for long-term observations in the remote Arctic regions

to be able to finally reason about the derived IWV trends

there. For this, upcoming satellite missions could help.

Finally, we compared the reanalysis (exemplarily

ERAI) and the multiple datasets (IGRA and GRUAN

radiosonde data, GPS data) that are available at Ny-

Ålesund for the overlapping period 1994–2016. We

demonstrated the overall data consistency, which qual-

ifies them all for interpreting IWV changes.
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