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ABSTRACT Due to the explosive growth of image data, image annotation has been one of the most popular

research directions in computer vision. It has been widely used in image retrieval, image analysis and

understanding. Because traditional manual image annotation is time consuming, more advanced automatic

annotation methods are needed. A major challenge in developing an efficient image annotation method

is how to effectively use all available information contained in the data. To this end, this paper proposes

a novel image annotation framework that uses multiple information from data. It employs nonnegative

matrix tri-factorization (NMTF) to simultaneously factorize image-to-label, image-to-feature, and feature-to-

label relation matrices using their intertype relationships and incorporates the intratype information through

manifold regularizations. This method can be referred to as the trigraph regularized collective matrix tri-

factorization framework (TG-CMTF). TG-CMTF captures the correlations among different labels, different

images and different features. By taking advantage of these relations from images, features and labels,

TG-CMTF can achieve better annotation performance than most state-of-the-art methods. The promising

experimental results on three standard benchmarks have shown the effectiveness of this information.

Furthermore, we show the annotation process as a precise optimization problem and solve it by an iterative

algorithm, which proves the correctness of the proposed method from the mathematical theory.

INDEX TERMS Image annotation, nonnegative matrix tri-factorization, manifold regularization, multilabel.

I. INTRODUCTION

The rapid growth of the Internet and modern technologies has

exponentially increased accessible digital images. Among

these images, most of them are unlabeled. Accessing and

retrieving this considerable number of unlabeled images is

rather difficult. Therefore, annotating unlabeled images is

beneficial for vision-based tasks, such as image retrieval

and image classification. However, traditional manual image

annotation methods are time consuming and tedious. Some

researchers have devoted efforts to associating images with

The associate editor coordinating the review of this manuscript and

approving it for publication was Eduardo Rosa-Molinar .

several labels through their similarities, which is called auto-

matic image annotation, which formulates the annotation

task as a text retrieval problem and has both high accuracy

and efficient computation. Due to these advantages, auto-

matic image annotation has become a very popular subject

of research [1]–[3]. However, there are several challenges in

this topic. Thus, effective image annotation is needed.

Existing content-based image annotation methods [4]–[6]

usually extract visual features from images and then pre-

dict the related labels. These methods rely heavily on low-

level visual content. Different visual features capture different

aspects or views of the image, thereby providing different

information. However, if each feature represents the same
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image, they all capture the same underlying latent structure.

There are some inherent relations in these features. Never-

theless, most of the visual-based annotation methods disre-

gard the consistencies among different views. Some of them

combine several types of features [7], [8] into one feature

vector, and then compare it with other images. This causes

the dimensionality problem. Moreover, there is another well-

known problem, semantic gap [9] between low-level features

and high-level semantics. This occurs because the low-level

visual features cannot abstract the visual content of the image

very well. Thus, multiview features have been considered

by many researchers to improve the annotation performance.

Recently, deep convolutional neural networks [10]–[12] have

shown significant improvements in vision tasks. Considering

each view describes one aspect of images, we not only extract

low-level visual features but also introduce convolutional

neural networks (CNN) features as one view of the visual

features in our method.

To effectively annotate images, some researchers have

been devoted to exploring available label information, such

as label-label correlation (Coherent Language Model [13]

and WordNet-based method [14]) and image-label relation.

Theseworks prove that adding image semantics or visual con-

tent can also improve image annotation performance. Thus,

semantic and visual contents are both used in the proposed

method to boost the annotation performance. However, how

to use such information is vital for the task. Most of the pre-

vious annotation approaches [15], [16] only rely on intratype

relationships, i.e., image-image and label-label, and rarely

use intertype relationships, such as image-to-label. However,

we utilize intertype relationships also. The aim is to explore

both intertype relationships and intratype information to min-

imize the semantic gap, which also maximizes annotation

performance. The rich structures of multitype relational data

provide a potential opportunity to improve the annotation

performance. To go one step further, we annotate images

using visual features, label semantics, and relations between

images and labels. To achieve this, this method utilizes these

relations in the joint relational model by a collective matrix

factorization framework, which is a novel framework for

image annotation.

Nonnegative matrix factorization (NMF) [17] is used to

discover the latent structures embedded in the data, in which

the negative data matrix is approximated by two lower dimen-

sion nonnegative matrices. Although these NMF-based meth-

ods have achieved considerable success in different fields

such as image processing [18], image classification [19] and

image retrieval [20], the performances of these approaches

are not desirable since they do not consider the geometrical

structure of samples. Fortunately, Laplacian graphs [21] can

encode the geometrical information. In the graph, images

are considered nodes and weights are their edges. In [22],

the Laplacian regularization term was first introduced in

NMF, which encodes the intrinsic geometric information

contained in the data. To exploit multiple relations described

above in the terms of Laplacian graphs, we use a trigraph

regularization NMF framework to solve the image annotation

problem. First, we extract themultiple visual features for each

image by a variety of methods, including handcraft features

and deep CNN features. Then, we construct the relationships

of intraimages, intrafeatures and intralabels. To fully exploit

all available information, we build the intertype relations

among features, images and labels, respectively. We utilize

these relations to discover the hidden global structures of

data and underlying data distribution. Then, the labels for

testing images can be predicted from these relations. Gener-

ally, we use a collective nonnegative matrix tri-factorization

(NMTF) [23] to decompose these relations by graph regu-

larizations. This method explores the intertype and intrarela-

tionships simultaneously. Moreover, the view heterogeneity,

label heterogeneity, and the images’ feature heterogeneity

are utilized. These relations of data enhance the information

from the data and affect the matrix factorization. Further-

more, the similarity constraint between labels captures the

correlations among different labels, the similarity constraint

between images captures the correlations among different

images, and the features similarity captures the correlations

among different views of features. This generates a semantic

space in which visual patterns and text terms are represented

together. The main idea is described in Figure 1.

As Figure 1 describes, the image-to-feature relation,

image-to-label relation and feature-to-label relation are fac-

torized into three low-rank matrices. Then, they are com-

bined with a collective nonnegative matrix factorization

(CNMF). To utilize the intertype relationships of images,

features and labels, we construct the image graph, feature

graph and label graph. These three graphs are used as

three regularization terms in the CNMF, which is referred

to as trigraph regularized collective matrix tri-factorization

(TG-CMTF).

One of the main contributions of the proposed method is

finding the meaningful latent factors from each view fea-

ture and each relation in such a way that one image has

a ‘‘close representation’’ in each space, and similar images

have similar relations in image-to-feature, image-to-label and

feature-to-label. These relations impact each other and impact

the final prediction of the image annotation, which aims to

narrow the semantic gap by joining the visual and test features

of images. Furthermore, it maps different aspects of the image

to a common latent semantic space.

It is worthwhile to highlight the main contributions of the

proposed method. We summarize them as follows,

• The proposed method utilizes a collective matrix factor-

ization to factorize the multiple relations.

• This method maps different aspects of the image to a

common latent semantic space, which can exploit mul-

timodal interactions among images, text annotations and

multiview visual features.

• The proposed method introduces an iterative optimiza-

tion scheme to solve the multigraph regularized col-

lective matrix factorization problem and calculates the

time complexity. The experiments are conducted, and
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FIGURE 1. The overview of the proposed method.

experimental results on three benchmarks are discussed.

Tuning all the parameters is discussed.
The rest of this paper is organized as follows: Section II

introduces the related work about automatic image annota-

tion methods and the multiview feature learning methods.

We describe the theoretical formula and the optimization

scheme of the proposed method in Section III. In Section

IV, we conduct extensive experiments and discuss the perfor-

mance. Furthermore, we analyze the parameters used in this

paper. Finally, we conclude this paper in Section V.

II. RELATED WORK

In this subsection, we briefly review the related works on

automatic image annotation and multiview feature learning

methods.

A. AUTOMATIC IMAGE ANNOTATION

With the growth of multimedia content, autoannotation

methods have attracted increasing attention, such as image

retrieval [1], [24] and image classification [19], [25]. Given

an unlabeled image, automatic image annotation methods

assign this image with several textual labels to describe this

image. As a very important research topic in recent years,

many approaches [2], [11], [15], [16] have been proposed

to solve the image annotation problem. Existing literature

usually utilizes machine learning strategies to bridge the

semantic gap between visual features and semantic concepts,

which combinemultiple sources of information such as visual

features with semantic concepts. The semantic gap is one of

the challenges for image annotation. According to different

solutions, existing image annotation methods can be roughly

categorized into model-based and retrieval-based methods.

Model-based methods contain generative models and dis-

criminative models. These types of methods usually utilize

machine learning methods or knowledge models to find a

mapping function. They narrow the semantic gap by explor-

ing the relationships between high-level semantic concepts

and low-level visual content features. Retrieval-based meth-

ods directly provide candidate labels from labeled images

by some retrieval strategies, such as nearest neighbor-based

methods.

Generative models assume images are sampled from

a statistical distribution and then assign labels to images

by computing a joint distribution over image features or

labels [26]–[28]. This leads to a conditional probability

over labels. It contains mixture models [28] and topic
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models [27], [29]. In [30], an image was divided into several

real-valued feature vectors, then a joint probability between

image features and labels was calculated, and the probability

of each label was predicted. Topic models [29] assume sam-

ples consist of a mixture of topics. In addition, constrained

nonnegative matrix factorization [31] and probabilistic latent

semantic analysis (pLSA) [32] was proposed to address

a multivariate binary response variable in the annotation

data.

Discriminative models [33]–[35] usually learn a separate

classifier for each class and predict the labels for each image.

A support vector machine (SVM)-based multilabel annota-

tion method was proposed in [34], which modifies the SVM

hinge loss function. Another study [35] used discriminative

feature mapping and feature selection to address the image

annotation issue. More recently, the label-specific features

(LIFT) [36] algorithm was developed to promote discrim-

ination of different class labels by utilizing visual feature

information. However, these approaches fail to explore the

correlation among different labels. In addition, the relation-

ships between labels and the visual features have not yet been

considered.

Nearest neighbor-based methods assume that similar

images share common labels [37]. To this end, many of these

methods implement a label transfer from training labels to

the test image by retrieving a set of visually similar images.

Various kinds of features are usually combined to compute

similarities among images. Despite their simplicity and effec-

tiveness, nearest neighbor-based approaches [16], [38] have

attracted more attention and achieved promising results in

image annotation. More recently, weighted nearest neigh-

bor annotation models [39]–[41] have been proposed to

weight rare and common labels, which can capture the

semantic correlation between labels. In TagProp [39], a

weighted nearest neighbor technique combined with met-

ric learning addressed the image annotation problem well.

In 2PKNN [40], a two-step variant of the k-nearest neigh-

bor(KNN) based method was proposed to learn weights for

multiple features. In the first step, it uses image-to-tag rela-

tions, and in the second step, it exploits image-to-image

similarities. Finally, it predicts labels for the testing images.

However, these methods computed image similarity only

according to visual features. Their performance depends

heavily on the number of training examples. Moreover,

exact neighbor search is very time consuming in large

datasets. Thus, an efficient image annotation method is

urgent.

To overcome these issues, some methods [4], [11]

improve annotation performance by using more elegant

visual features. Some [36] consider the correlation of dif-

ferent labels as additional information. Some of them [42]

consider the relationships between the labels and features.

Some [15] introduce the image-to-label relation to the annota-

tion issue. For better annotation, the proposedmethod consid-

ers rich information together. Multiple information will help

to improve image annotation performance.

B. MULTIVIEW FEATURE LEARNING

Many multiview feature learning algorithms have been pro-

posed to solve the vision tasks, such as image retrieval [43],

clustering [44] and annotation [45], [46]. Generally, mul-

tiview learning approaches can be roughly grouped into

two types [47]: feature-level fusion-based [48], [49] and

classifier-level fusion [50]. Among these methods, canonical

correlation analysis (CCA) explores a three-view embedding

space. Some experimental studies have shown that classifier-

level fusion is better than simple feature fusion. However,

the existing works [50], [51] also proved that sophisticated

feature-level fusion usually performs better than classifier-

level fusion. As is known, multiview features improve the

accuracy, but the increasing features decrease efficiency due

to the feature dimension. Moreover, most multiview learning

methods are unsupervised, which cannot make use of the

label information. To deal with the dimensionality problem,

we utilize the NMTF to reduce the dimensions. To explore

the label information, we the employ collective matrix tri-

factorization framework to decompose the image-to-label

matrix and feature-to-label matrix. There is an assumption in

this paper: the relation between each view and label is consis-

tent with the relation between each image and label. Different

views should have the same annotation result. We use this

assumption to constrict the NMTF to capture some latent

features during the matrix factorization. Then, we impose

the similarity constraints between related labels to capture

the correlations among different labels, and the similarity

constraints between related features to capture the relation-

ships among different views. Since all the views capture the

same latent structure, the constraints can enforce the method

to discover a consistent latent structure for all views [44].

In NMF-KNN [45], a weighted extension of the multiview

NMF method was proposed to address the dataset imbalance

and feature-fusion problems. In this method, tag was treated

as another feature view of the image. Then, it learns a set

of bases across all the views which respond to the same

underlying features.

More recently, some visual-based image annotation

methods improve the performance by using deep learning

features, which have shown significant improvement in com-

puter vision tasks [11], [12]. To benefit from the efficiency

of CNN methods, we use the CNN features as another view

of image features. This means the CNN feature is just one of

the multiview features in this paper. We not only extract the

low-level feature but also learn the CNN features, which is

helpful for studying the consistencies among all the views.

III. THE PROPOSED METHOD

In the following, we investigate the annotation problem

with a trigraph regularized collective matrix tri-factorization

framework.

A. PROBLEM FORMULATION

To clearly describe the proposed method, we describe the

image-feature-label tritype graph model for a set of given
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FIGURE 2. Overview of the proposed method for image annotation.

images, based on which the image annotation framework is

developed. Let Q = 〈V ,E,R, S〉, where V denotes the set

of vertices that consists of images set P = {p1, p2, . . . , pm},

the features set F = {f1, f2, . . . , fv} and the label set W =

{w1,w2, . . . ,wn}, i.e., V = P ∪ F ∪ W . m is the number

of images, v is the number of features, and n is the total

number of labels. E is the set of edges that connect the

vertices in V. R is a set of intertype relationship matrices that

consists of image-to-feature relation RPF ∈ R
m×v, image-

to-label relation RPW ∈ R
m×n and feature-to-label relation

RFW ∈ R
m×n. S is a set of intratype relationship matrices

that consists of SPP ∈ R
m×m, SFF ∈ R

m×m and SWW ∈ R
n×n.

We use Figure 2 to illustrate the trigraph of the method.

Figure 2 shows the overview of the proposed method based

on the relationships. This framework captures informative

semantic relations between the (a) image feature, (b) image-

label, (c) feature-label, (d) image-image, (e) feature-feature,

and (f) label-label. With the help of these relationships, this

framework can deal with the complex semantics of image

annotation tasks well.

B. INCORPORATING THE INTRATYPE RELATIONSHIPS

In this paper, we explore the following three types of

intrarelationships: intraimage, intrafeature, and intralabel.

To utilize such information, we construct three graphs. Then,

we incorporate the three graphs through Laplacian regular-

izations, which are in the form of pairwise affinity matrices.

1) MODELING THE INTRAIMAGE RELATIONSHIPS

There is no doubt that if two images are visually similar to

each other, they have similar labels. To discover the intrinsic

discriminative structure of images, we model the manifold

structure among images by using Laplacian [21]. We con-

struct an image-image graph GP = (vP, εP), where vertex

set vP denotes the images set {p1, p2, . . . , pm}. Each node in

the graph represents an image in the dataset, and an edge

represents the affinity angle between two images. There is

an assumption that the labels of one image are usually inter-

dependent on their similar images or neighbors in the image

graph. To weight the edge, we use the heat kernel [22] as

follows

WP
ij = e−

‖pi−pj‖
2

σ

where σ ∈ R weights the distance between image pi and

image pj. According to this equation, we can construct the

image similarity matrix for pairwise images.

If two images are similar, then their new representations in

the new space are also similar, which we can formulate as the

following equation

O1 =
1

2

m
∑

i,j

∥

∥(QP)i − (QP)j
∥

∥

2
WP
ij = Tr((QP)

TLP(QP))

where Tr(.) represents the trace of the matrix. LP = DP−WP

is the Laplacian matrix of the image graph. WP = [WP
ij ] is a

symmetric nonnegative similarity matrix. DP ∈ R
m×n is a

diagonal matrix and DPii =
∑m

j−1W
P
ij .

2) MODELING THE INTRAFEATURE RELATIONSHIPS

Low-level visual features play a very important role in many

vision tasks, as image retrieval, image annotation and image

classification. Since the semantic gap between low-level

features and high-level semantic concepts, using only one

type of feature cannot achieve a promising result. Multiview
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of features capture multiple aspects of the image and can

improve the performance [45]. As is known, designing and

choosing a suitable set of features is rather challenging. Thus,

we used 15 publicly available handcrafted features, which

have been proven useful in image annotation [39]. The visual

features can be categorized into local features and global

features. Global features contain gist features [52] and color

histograms of red/green/blue(RGB), LAB and hue saturation

value (HSV). These features are computed over three equal

horizontal divisions except for gist features. The local fea-

tures consist of scale-invariant feature transform (SIFT) [53]

and hue descriptor. These features are extracted from Harris-

Laplacian interest points and multiscale grids, respectively.

The 15 distinct features form 15 visual data matrices for each

image.

Additionally, due to the significant performance in com-

puter vision [10]–[12], [54], we use the CNN feature as a

view of the visual features. However, designing and tuning

a new network is rather challenging. Thus, we use a publicly

available network named VGG-net, first introduced in [54].

This is a 16-layer network. We use it to extract a 4096-

dimensional visual feature vector for each image. According

to the original paper and to compatible with the VGG-net

architecture, we resize all the images to 224∗224 as the

network input. The visual features are the activations of the

last fully connected layer. This has proven to be good in image

recognition and image classification [12], [55].

Since it is theoretically clear and its efficient result in prior

work, we use cosine similarity as the evaluation measure of

feature similarity, which can be defined as follows:

simVS (f
A
i , f Aj ) =

〈f Ai , f Aj 〉
∥

∥f Ai

∥

∥

∥

∥

∥
f Aj

∥

∥

∥

where 〈.〉 represents the inner product of the two image-

feature vectors. f Ai denotes the large view feature of the ith

image.

We construct a weighted graph according to this similarity.

In this graph, the weight of the edges signifies the level

of similarity between the features. An edge weight of zero

denotes that the two features are not associated. The weight

of this graph can be defined as follows:

WF
ij =

{

simVS (f
A
i , f Aj ) if two vectors are associated.

0 otherwise.

Weminimize the fitting errors of all the features to capture

the interfeature relationships as

O2 =
1

2

m
∑

i,j

∥

∥(QF )i − (QF )j
∥

∥

2
WF
ij = Tr((QF )

TLF (QF ))

where DFii =
∑

jW
F
ij is a diagonal matrix, and

LF = DF −WF is the Laplacian matrix of the feature graph.

Moreover, the graph Laplacian preserves the local geometric

information.

3) MODELING THE INTRALABEL RELATIONSHIPS

If two labels are colabeled by the same image, they are more

likely to be colabeled by other images. Thus, we calculate

the cooccurrence percentage of the two labels by counting

the label pairs tagged by the same images in the whole

dataset. To compute the cooccurrence percentage of the two

labels, we construct a weighted graph GW = (vW , εW ),

where each node represents one label, and each edge shows

the affinity angle between two labels. In this paper, we use

{w1,w2, . . . ,wn} to denote the label set. We can define the

affinity matrix Ww
ij on the label graph as follows:

Ww
ij =

{

corr (wi,wj), if wi,wj ∈ L(pi)orwi,wj ∈ L(pj)

0, otherwise.

where wi,wj ∈ L(pi) indicates that image pi is labeled by

labels wi and wj together. corr(wi,wj) denotes the correla-

tion between the two labels. To calculate the cooccurrence

relations among labels, we need to build a binary image-to-

label matrix T for the labeled images in the dataset. We use

the rows in the matrix to indicate the different images, and

the columns denote the relations with each label. If image

xi is labeled by label lj, then tij = 1 and otherwise 0.

We can compute the label cooccurrence between two labels

as follows:

corr(wi,wj) =
〈t:i, t:j〉

‖t:i‖
∥

∥t:j
∥

∥

where 〈t:i, t:j〉 counts the number of images annotated by

labels wi and wj together. According to this, we can construct

the graph regularization of the label graph as follows:

O3 =
1

2

c
∑

i,j

∥

∥(Qw)i − (Qw)j
∥

∥Ww
ij = Tr((QW )TLW (QW ))

where Ww
ij encodes the label information and

LW = Dw − Ww is the Laplacian matrix of the weighted

matrix W, Dwii =
∑n

j=1W
w
ij .

C. INCORPORATING THE INTERTYPE RELATIONSHIPS

In this section, we incorporate the intertype relationships

as image-to-label, feature-to-label and image-to-feature rela-

tions. Intertype relationships are deemed very important in

image annotations that have not been used.

1) MODELING THE IMAGE-FEATURE RELATIONSHIPS

Assume we have m images and n labels. We extract v views

visual features by using the v type of feature extraction

algorithms. Let dj denote the dimension of the jth visual

features. We use xsj to indicate the sth image in the jth view.

Since there are m images in the dataset, we can construct an

m×dj nonnegative matrix Xj = [x1j , x
2
j , . . . , x

m
j ]

T , where the

rows are images, and the columns are the different views of

features. To interpret it easily, we can rewrite the matrix as

161810 VOLUME 7, 2019
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follows:

X =







x11 . . . x1v
...

. . .
...

xm1 · · · xmv






=







x11 . . . x1j
...

. . .
...

xm1 · · · xmj







2) MODELING THE IMAGE-LABEL AND

FEATURE-LABEL MATRICES

To utilize the relationship between images and labels, we first

build the image-label matrix G ∈ R
m×n
+ for the labeled

images whose labels are known in the dataset. In this

matrix, rows are images, and columns are labels. Specifically,

if image pi is annotated with the jth label, we set gij = 1;

otherwise, gij = 0. Similarly, we can construct the feature-

label matrix H ∈ R
m×n. For the jth label and ith view feature

for the sth image, we define hij(s) = fvs to indicate that the

sth image of the ith view feature is related to the jth label.

We compute fvs ≥ 0 by combining all the features of one

image into a single large ‘‘view’’. Then, we use it to denote the

relationships between features and labels. The construction

of the two matrices can leverage the label information from

all labels and features. This helps to annotate the remaining

unlabeled images with each label and can provide the com-

plement information for the unlabeled images. Furthermore,

it ensures the consistencies among different views of features

and the correlations across related labels. For each dataset,

we need to build the image-label matrix and feature-label

matrix.

D. OBJECTIVE FUNCTION OF TG-CMTF

In this paper, we aim to propagate the label information

from labeled images to unlabeled images, by using multiview

features, image-to-label, image-to-image, image-to-feature,

feature-to-feature and label-to-label relationships. We

formulate the image annotation problem as an optimiza-

tion problem, which utilizes a trigraph regularized col-

lective matrix tri-factorization framework. This framework

solves the optimization problem by sharing some low-rank

matrices, such as QP,QF and QW . The shared matrices

help the factorizations to find more interpretable low-rank

representations, which explores the multiple relationships

among images, labels and features. The mathematical pat-

tern of this optimization problem can be described as

follows

min L(QP,VPF,QF ,VPW ,QW ,VFW )

=
1

2

∥

∥

∥
X − QPVPFQ

T
F

∥

∥

∥

2
+

λG

2

∥

∥

∥
G− QPVPWQ

T
W

∥

∥

∥

2

+
λH

2

∥

∥

∥
H − QFVFWQ

T
W

∥

∥

∥

2
+

α

2
Tr(QTPLPQP)

+
β

2
Tr(QTFLFQF )+

γ

2
Tr(QTWLWQW ),

s.t. QP ≥ 0, QF ≥ 0, QW ≥ 0, VPF ≥ 0,

VPW ≥ 0, VFW ≥ 0 (1)

where ‖.‖ denotes the Frobenius norm, λG, λH , α, β, γ

are the parameters that balance the reconstruction error of

TG-CMTF in the first three terms and the remaining

terms. The first term is designed for factorizing the image-

feature matrix of all views, which effectively induces a

low-dimensional representation of the latent space. This

term helps to find the low-rank image specific latent

matrix and feature specific latent matrix. The second

term is for factorizing the image-to-label relation matrix,

and the third term is for the feature-to-label relation

matrix. The last three terms are the graph regulariza-

tions to utilize the intratype relations. Cofactorizing each

relation helps to find the more interpretable new latent

representations.

In this equation, α is used to tune the smoothness of the

images. β controls the consistency of all the views and γ

retains the label smoothness. The three graph Laplacian terms

preserve the local geometric information of images, features

and labels. To minimize this objective function in Eq. (1),

we can rewrite it as follows

min L =
1

2
(XXT − 2XQPV

T
PFQ

T
P + QPVPFQ

T
FQFV

T
PFQ

T
P )

+
λG

2
(GGT−2GQWV

T
PWQ

T
P+QPVPWQ

T
WQWV

T
PWQ

T
P )

+
λH

2
(HHT−2HQWV

T
FWQ

T
F+QFVFWQ

T
WQWV

T
FWQ

T
F )

+
α

2
Tr(QTPLPQP)+

β

2
Tr(QTFLFQF )+

γ

2
Tr(QTWLWQW),

s.t. QP ≥ 0, QF ≥ 0, QW ≥ 0, VPF ≥ 0,

VPW ≥ 0, VFW ≥ 0 (2)

There is not a straightforward method for solving

the above equation by a closed solution, because it is

not a convex function with respect to the six variables

together. However, it is a convex function about each vari-

able separately. We optimize this function by an alter-

nating scheme and solve it with respect to one variable

while fixing the other variables. Repeat this process until

convergence.

IV. IMAGE ANNOTATION VIA TG-CMTF

In this section, we study how to optimize Eq. (1) using

an alternating scheme. As is known, the objective function

in Eq. (1) is a nonconvex function with respect to all the

variables together, but it is convex separately. Therefore, we

optimize one variable by fixing the others and repeating this

procedure until convergence.

A. THE MULTIPLICATIVE UPDATING RULES

To obtain the multiplicative updating rules, we iteratively

solve these variables one by one. In general, the proposed

method is a 3-factor NMF. It is worth noting that the factors

QP,QF and QW in the 3-factor NMF can be dealt with in the

same way as in 2-factor NMF [23]. The key difference is the

factors in the middle, such as VPF ,VPW and VFW . These rules

are obtained in the following.
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1) COMPUTATION OF QP

Solve Eq. (1) forQP is equivalent to optimizing the following

equation

L(QP)

=
1

2

∥

∥

∥
X − QPVPFQ

T
F

∥

∥

∥

2
+

λG

2

∥

∥

∥
G− QPVPWQ

T
W

∥

∥

∥

2

+
α

2
Tr(QTPLPQP)

=
1

2
(XXT − 2XQFV

T
PFQ

T
P + QPVPFQ

T
FQFV

T
PFQ

T
P )

+
λG

2
(GGT − 2GQWV

T
PWQ

T
P + QPVPWQ

T
WQWV

T
PWQ

T
P )

+
α

2
Tr(QTPLPQP)

By using the Karush-Kuhn-Tucker complementary condi-

tion (KKTCC)[56] for the nonnegativity of QP and setting
∂L(QP)
∂QP

= 0, we obtain the following updating formula

[−XQFV
T
PF + QPVPFQ

T
FQFV

T
PF − λGGQWV

T
PW

+ λGQPVPWQ
T
WQWV

T
PW + α(LPQP)]ij(QP)ij = 0

Similar to the previous work [57] which introduced LU =

L+U +L
−
UM
+
ij = (

∣

∣Mij

∣

∣+Mij)
/

2, andM−ij = (
∣

∣Mij

∣

∣−Mij)
/

2,

we obtain the following multiplicative updating rule (3), as

shown at the bottom of this page.

2) COMPUTATION OF QF

Solving the objective function in Eq. (1) with respect to QF
is equivalent to optimizing the following problem:

L(QF ) =
1

2

∥

∥

∥
X − QPVPFQ

T
F

∥

∥

∥

2
+

λH

2

∥

∥

∥
H − QFVFWQ

T
W

∥

∥

∥

2

+
β

2
Tr(QTFLFQF ).

Calculate the partial derivative of Eq. (3) and use the

KKTCC condition to obtain

[−XTQPVPF + QFV
T
PFQ

T
PQPVPF − λHHQWV

T
FW

+ λHQFVFWQ
T
WQWV

T
FW + βLFQF ]ij(QF )ij = 0

Since LF may take any signs, the following equation will

hold

[−XTQPVPF + QFV
T
PFQ

T
PQPVPF − λHHQWV

T
FW

+ λHQFVFWQ
T
WQWV

T
FW+βL+F QF−βL−F QF ]ij(QF )ij=0

Solving it for QF , we obtain the updating rule with respect

to QF as (4), shown at the bottom of this page.

3) COMPUTATION OF QW

Similarly, we fix the other variables and obtain the following

equation

L(QW )=
λG

2

∥

∥

∥
G− QPVPWQ

T
W

∥

∥

∥

2
+

λH

2

∥

∥

∥
H−QFVFWQ

T
W

∥

∥

∥

2

+
γ

2
Tr(QTWLWQW ).

Calculating the partial derivative of L(QW ) and setting it to

zero, the following equation holds

[−λGG
TQPVPW + λGQWV

T
PWQ

T
PQPVPW − λHH

TQFVFW

+ λHQWV
T
FWQ

T
FQFVFW+γL+WQW−γL−WQW ]ij(QW )ij

= 0

Then, we solve forQW and obtain the updating rule forQW
(5), as shown at the bottom of this page.

4) COMPUTATION OF VP , VF and VW

Similar to the previous steps, the solution of middle factors

VP,VF and VW are analogous. We define the following func-

tions

L(VPF ) =
1

2

∥

∥

∥
X − QPVPFQ

T
F

∥

∥

∥

2

=
1

2
(XXT−2XQPV

T
PFQ

T
P + QPVPFQ

T
FQFV

T
PFQ

T
P )

L(VPW ) =
λG

2

∥

∥

∥
G− QPVPWQ

T
W

∥

∥

∥

2

=
λG

2
(GGT − 2GQWV

T
PWQ

T
P

+QPVPWQ
T
WQWV

T
PWQ

T
P )

L(VFW ) =
λH

2

∥

∥

∥
H − QFVFWQ

T
W

∥

∥

∥

2

=
λH

2
(HHT − 2HQWV

T
FWQ

T
F

+QFVFWQ
T
WQWV

T
FWQ

T
F )

Then, we calculate the first derivatives of these equations.

To preserve the negativity of VPF , VPW and VFW , we use the

KKTCC and set the partial derivatives of the three equations

(QP)ij← (QP)ij

√

[XQFV
T
PF + λGGQWV

T
PW + αL−P QP]ij

[QPVPFQ
T
FQFV

T
PF + λGQPVPWQ

T
WQWV

T
PW + αL+P QP]ij

(3)

(QF )ij← (QF )ij

√

[XTQPVPF + λHHQWV
T
FW + βL−F QF ]ij

[QFV
T
PFQ

T
PQPVPF + λHQFVFWQ

T
WQWV

T
FW + βL+F QF ]ij

(4)

(QW )ij← (QW )ij

√

[λGGTQPVPW + λHHTQFVFW + γL−WQW ]ij

[λGQWV
T
PWQ

T
PQPVPW + λHQWV

T
FWQ

T
FQFVFW + γL+WQW ]ij

(5)
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to zero. By solving these equations with respect to the three

variables, we obtain

(VPF )ij ← (VPF )ij

√

[QTPXQP]ij

[QTPQPVPFQ
T
FQF ]ij

(6)

(VPW )ij ← (VPW )ij

√

[QTPGQW ]ij

[QTPQPVPWQ
T
WQW ]ij

(7)

(VFW )ij ← (VFW )ij

√

[QTFHQW ]ij

[QTFQFVFWQ
T
WQW ]ij

(8)

The successive updates lead the object function in Eq. (1)

to converge to a local minimum.

B. THE CONVERGENCE OF TG-CMTF

There are 6 factor variables in the objective function. With

these six variables together, the objective function in Eq. (1)

is not a strictly convex function; however, it is convex with

these variables separately. Therefore, the minimization of

Eq. (1) can be achieved by the alternative multiplicative

updating rules. In the following, we prove the convergence

of Eq. (1). In the proof, the auxiliary function technique [58]

is employed. We begin with the definition and lemma.

Definition 1: If K (U ,U t ) is an auxiliary function of S(U ),

the following three conditions should be satisfied:

S(U t ) ≥ K (U t ,U t )

K (U t ,U t ) ≥ K (U t+1,U t )

K (U t+1,U t ) ≥ S(U t+1)

Lemma 1: If K (U ,U t ) is an auxiliary function of S(U ),

then S(U ) converges under the following update: U t+1 =

arg minK (U ,U t ), where U t is the t th iteration of U .

According to the above definition and lemma, we derive

the following theorem.

Theorem 1: The updating rule in Eq. (3) leads the objective

function in Eq. (1) to converge to a local minimum with

respect to QP.

To prove Theorem 1, the following lemma used in previous

works is required.

Lemma 2 [59]: For any symmetric matrices A ∈ ℜn×n+ ,

B ∈ ℜk×k+ , and any matrices M ∈ ℜn×k+ and M ′ ∈ ℜn×k+ ,

the following inequality holds:

∑

ij

(AM ′B)ijM
2
ij

M ′ij
≥ Tr(MTAMB)

Proof: The objective function in Eq. (1.2) with respect

to QP is equal to

S(QP) = −Tr(XQFV
T
PFQ

T
P )+ Tr(

1

2
QPVPFQ

T
FQFV

T
PFQ

T
P )

−Tr(λGGQWV
T
PWQ

T
P )

+Tr(
λG

2
QPVPWQ

T
WQWV

T
PWQ

T
P )

+
α

2
Tr(QTPL

+
P QP)−

α

2
Tr(QTPL

−
P QP)

We find an auxiliary function for S(QP) as follows

K (QP,Q
′
P)

= −
∑

ij
((XQPV

T
PF )ij(QP)

′
ij(1+ log

(QP)ij

(QP)
′
ij

)

+
1

2

∑

ij

(Q′PVPFQ
T
FQFV

T
PF )ij(QP)

2
ij

(QP)
′
ij

− λG

∑

ij
(GQWV

T
PW )ij(QP)

′
ij(1+ log

(QP)ij

(QP)
′
ij

)

+
λG

2

∑

ij

(Q′PVPWQ
T
WQWV

T
PW )ij(QP)

2
ij

(QP)
′
ij

+
α

2

∑

ij

(L+P (QP)
′)ij(QP)

2
ij

(QP)
′
ij

−
α

2

∑

ijk
(L−P )jk (QP)

′
ji(QP)

′
ki(1+ log

(QP)ji(QP)ki

(QP)
′
ji(QP)

′
ki

)

To proveK (QP,Q
′
P) is an auxiliary function of S(QP), we can

prove it satisfies three conditions in Definition 1. First,

the equality K (QP,Q
′
P) = S(QP) holds when Q′P − QP.

Second, the inequality holds K (QP,Q
′
P) ≥ S(QP). This

is because (a) due to z ≤ 1 + log z, ∀z > 0, let z =

(QP)ik/(QP)
′
ik , then we obtain the following inequalities

Tr(XQFV
T
PFQ

T
P )

≥
∑

ij
((XQPV

T
PF )ij(QP)

′
ij(1+ log

(QP)ij

(QP)
′
ij

)

Tr(GQWV
T
PWQ

T
P )

≥
∑

ij
(GQWV

T
PW )ij(QP)

′
ij(1+ log

(QP)ij

(QP)
′
ij

)

Tr(QTPL
−
P QP)

≥
∑

ijk
(L+P )jk (QP)

′
ji(QP)

′
ki(1+ log

(QP)ji(QP)ki

(QP)
′
ji(QP)

′
ki

)

(b) by applying Lemma 2, we obtain the following inequali-

ties

Tr(QPVPFQ
T
FQFV

T
PFQ

T
P )≤

∑

ij

(Q′PVPFQ
T
FQFV

T
PF )ij(QP)

2
ij

(QP)
′
ij

Tr(QTPL
+
P QP)≤

∑

ij

(L+P (QP)
′)ij(QP)

2
ij

(QP)
′
ij

Summing the above bounds, we obtain K (QP,Q
′
P) ≥

S(QP). Thus, the conditions in Definition 1 are all satisfied.

We then obtain the minimum value of K (QP,Q
′
P) accord-

ing to Lemma 1. The partial derivation of K (QP,Q
′
P) with

respect to QP is:

∂K (QP,Q
′
P)

∂QP

= −(XQPV
T
PF )ij

(QP)
′
ij

(QP)ij
+

(Q′PVPFQ
T
FQFV

T
PF )ij(QP)ij

(QP)
′
ij

− λG(GQWV
T
PW )ij

(QP)
′
ij

(QP)ij
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+ λG
(Q′PVPWQ

T
WQWV

T
PW )ij(QP)ij

(QP)
′
ij

+α
(L+P (QP)

′)ij(QP)ij

(QP)
′
ij

− α(L−P )ij(QP)
′
ij

(QP)
′
ij

(QP)ij

By setting
∂K (QP,Q′P)

∂QP
= 0 and solving for (QP)ij, the mini-

mum is (QP)ij, as shown at the bottom of this page.

According to Lemma 1, let (QP)
t+1
ij = (QP)ij and

(QP)
′
ij = (QP)t , we have Eq. (3). Thus, Eq. (1) decreases

monotonically and converges to a local minimum, and we

have proven Theorem 1.

Similar to Theorem 1, we can derive the following

theorems:

Theorem 2: The updating rule in Eq. (4) leads the objective

function in Eq. (1) to converge to a local minimum with

respect to QF .

Theorem 3: The updating rule in Eq. (5) leads the objective

function in Eq. (1) to converge to a local minimum with

respect to QW .

Noting the symmetry of QP,QF and QW in Eq. (1),

the proofs of Theorem 2 and 3 are analogous to Theorem 1.

These theorems guarantee the objective function in Eq. (1)

under each updating rule always decreases until convergence.

C. IMAGE ANNOTATION VIA TG-CMTF

As is known, NMTF [23] was proposed to cluster the rows

and columns of the input relationship matrix simultaneously.

It achieves this by factorizing the input data matrix into

three nonnegative matrices. This work applies the NMTF

to solve the image annotation problem. First, it factorizes

the image-feature matrix into three low-rank matrices. The

rows of the image-to-feature matrix indicate the images in

the dataset, and the columns can be interpreted as the mul-

tiview features of each image. Simultaneously, it factorizes

the image-to-label matrix and feature-to-label matrix into two

low-dimension matrices. The three relational matrices impact

each other. Additionally, using the label relatedmatrices helps

in discovering each visual latent factor better. Thereby, it can

derive a more interpretable feature factor matrix from the

factorization of the image-to-feature matrix, and obtain an

approximation of the image-to-label matrix from the second

factorization. Moreover, this approximation can be used to

refine the results of the first factorization.

The above factorization step aims to discover the multila-

tent spaces, such as the latent image factor matrix and latent

feature matrix. The image annotation task can be achieved

by label prediction for the testing images. We use XnTr+itest to

denote the feature representation of the ith image. Let P =

{p1, p2, . . . , pm} be the image set, andW = {w1,w2, . . . ,wn}

be the labels set. In the training set, each image is related to

several labels. We use T = {(p1,L1), . . . , (pm,Lm)} to denote

the image-labels pair. We model the image annotation by the

conditional probabilities of image A.

P(wi/A) =
P(A/wi)P(wi)

P(A)

where P(wi) denotes the prior probability of the label wi, and

P(A/wi) is the conditional probability of image A given a

label wi, which models the feature distribution of image A.

Given the test image B, we obtain the best label set by the

following function

w∗ = argmax
i
P(wi/B) (9)

After learning all the parameters in Eq. (1), we finish the

image annotation by Algorithm 1.

Algorithm 1 Image Annotation via TG-CMTF

Input: image-label matrix G with labeled images, image-

to-image similarity matrix WP and feature-to-feature simi-

larity matrix WF , label-to-label cooccurrence matrix X , and

image-to-label matrix G, image-to-feature matrix X , feature-

to-label matrixH , loss error ε ≥ 0, regularization parameters

λG, λH , α, β, γ , number of images m, number of total labels

n, and number of latent features k;

Output: Predict the label set matrix T pre for the test image

set Ptest .

Initialize: QP ≥ 0,QF ≥ 0,VPF ≥ 0,QW ≥ 0,

VPW ≥ 0,VFW ≥ 0

1: Extract multiview visual features for each image in the

dataset;

2: Construct image-to-feature relation matrix X ;

3: Construct image-to-label matrix G;

4: Construct feature-to-label relation matrix H ;

5: Construct label cooccurrence matrix W L ;

6: Construct image-to-image similarity matrix WP;

8: Construct feature-to-feature similarity matrix WF ;

9: Initialize QP ≥ 0,QF ≥ 0,VPF ≥ 0 and QW ≥ 0,

VPW ≥ 0,VFW ≥ 0, randomly;

10: while the loss error of Eq. (1) > ε do

11: t := t + 1;

12: update Qt+1P according to Eq. (3);

13: update Qt+1F according to Eq. (4);

14: update Qt+1W according to Eq. (5);

15: update V t+1
PF according to Eq. (6);

16: update V t+1
PW according to Eq. (7);

17: update V t+1
FW according to Eq. (8);

18: end while

19: Input the new learned low-rank representations to predict

the labels by Eq. (9);

20: Return a tag list of top 5 tags with the largest 5 values for

each test image.

(QP)ij← (QP)
′
ij

√

[XQFV
T
PF + λGGQWV

T
PW + αL−P QP]ij

[QPVPFQ
T
FQFV

T
PF + λGQPVPWQ

T
WQWV

T
PW + αL+P QP]ij

.
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Algorithm 1 summarizes the process of the proposed image

annotation method TG-CMTF, which uses interrelationships

and intrarelationships among the three types of images, fea-

tures and labels for annotation. First, it extracts multiview

features by various types of methods. After that, image-to-

feature, feature-to-label and feature-to-feature relationships

are constructed. Then, it builds the image-to-label, image-to-

image and label-to-label relationships. After that, the labels of

the test image are predicted by Eq. (9). In this algorithm, steps

10–18 are the multiplicative updating process. Repeating

these steps, the objective function will converge.

D. TIME COMPLEXITY OF TG-CMTF

In this subsection, we study the computational complexity of

the proposed algorithm. The complexity is denoted as big O.

There are twomajor costs in the proposed algorithm. The first

part constructs the multiple relationmatrices. The second part

updates the iterative multiplicative rules. There are six rela-

tion matrices that need to be built. Before that, the multiview

visual features should be extracted, including CNN features.

Since extracting the CNN features is a truly time-consuming

issue, we do that using a predefined neural network offline.

Other low-level features can also be extracted offline. There-

fore, we do not consider the cost time of feature extraction.

To reduce the running time, we also built the six matrices

offline. We mainly consider the multiplicative updating time.

Because the sizes of the image-label matrix and the label-

to-label matrix are much smaller than the image-to-feature

matrix, the key cost of the optimization is the factorization

of the image-to-feature matrix. We assume the multiplica-

tive updates stop after t ′ iterations. Thus, the time cost of

the multiplicative updates is O(t ′(mkv + 2mkn)), where m

is the number of images, n is the number of labels, and v

is the number of features. The construction of the image-

to-image similarity matrix costs m2. Building the multiple

feature graph costs m2, and the label-to-label cooccurrence

graph spends n2. Therefore, the overall time complexity of

Algorithm 1 is approximate to O(t ′(mkv + 2mkn) + 2m2 +

n2). Because k, v, n are all much smaller than m, and the

complexity can be rewritten as O(t ′m+ 2m2).

V. EXPERIMENTS AND EVALUATIONS

In this section, we investigate the effectiveness of the

proposed method by comparing it with other multilabel

approaches. Furthermore, we analyze the results and show the

influence of related parameters used in this paper.

A. DATASETS

To evaluate the effectiveness of the proposedmethod, we con-

duct a set of experiments on three standard publicly available

image annotation datasets: Corel5K [60], ESP game [61] and

IAPRTC12 [62]. We summarize the characteristics of these

datasets in Table 1.

Corel5K: It has been the most important benchmark for the

image annotation field. There are 5,000 manually annotated

images as the training set, and a fixed set of 499 images as

TABLE 1. Statistics of datasets.

TABLE 2. Statistics of features.

the test set. The images are annotated with 1 to 5 keywords.

The average tag per image (TPI) is 3.4.

ESP Game: This dataset is generated from an online game,

which is also widely used in multilabel annotation tasks. This

dataset consists of more images, including logos and personal

photos. There are 18,689 training images and 2,081 testing

images in this dataset, and the TPI is 4.7.

IAPR TC12: This dataset was first used for cross-language

information retrieval. It contains 19,627 images, including

sports, people, cities and other contemporary scenes. We use

1,962 images as the testing set and the rest as the training set.

Its TPI is 5.7.

In the experiments, we use 15 publicly available [39] fea-

tures to construct related matrices. The multiview features are

shown in Table 2.

B. EVALUATION MEASURES

We evaluate the proposed method with standard performance

measures, which have been used widely in many annotation

works [39], [45]. In the image annotation domain, precision

and recall for fixed annotation length are the most popular

measures. Thus, each image is annotated with the n most rel-

evant labels. In the experiments, we annotate each image with

the 5 most relevant keywords. Then, we calculate the mean

precision(P) and recall(R) over keywords. As the harmonic

mean of recall and precision, the F1 score is computed, which

is more reliable. N plus measures the nonzero recall value.

VOLUME 7, 2019 161815



J. Zhang et al.: TG-CMTF on Multiview Features for Multilabel Image Annotation

This indicates the number of labels that are correctly assigned

to one image, which is particularly useful in the case of class-

imbalance. We define the precision, recall and F1 score as

follows:

precision(wi) =
Ncorrect

Nlabeled
, recall(li) =

Ncorrect

Nall

F1 − score(wi) = 2
Pr ecision(wi)× Re call(wi)

Pr ecision(wi)+ Re call(wi)
(10)

where wi is the ith label. Ncorrect denotes the correctly

annotated images, Nlabeled represents the correctly annotated

images relevant to the ground-truth annotations, and Nall is

the total number of images to be labeled. We choose cross-

validation on 10 sets of random samples to validate the exper-

iments.

C. COMPARISON WITH OTHER APPROACHES

To evaluate the efficiency of the proposed method, we choose

10 typical algorithms as the benchmark baselines, then com-

pare them with the proposed method. The compared methods

are summarized as follows

. JEC [37] uses a greedy algorithm to transfer labels from

their visually similar neighbors. It extracts multiple features

of images and treats each feature equally.

. FastTag [63] explores two simple linear mappings that

are coregularized in a joint convex loss function and then

extends the classic metric learning algorithm for multilabel

prediction.

. GENMF [64] presents a semisupervised framework

based on graph embedding andmultiview nonnegative matrix

factorization for multilabel image annotation. This method

first constructs a graph embedding term in the multiview

NMF for labels. Then, it fused the multiview features and

reduced the dimensions based on the multiview NMF algo-

rithm. After that, labels are predicted by using the new fea-

tures through a KNN-based algorithm.

. NMF-KNN [45] presents a weighted extension of mul-

tiview nonnegative matrix factorization, which imposes con-

sensus constraints on the coefficient matrices across different

features. The introduction of the weighted matrices alleviates

the issue of dataset imbalance.

. TagProp [39] learns a weighted nearest neighbor model

and annotates the labels using label relevance prediction.

It maximizes the likelihood of a probabilistic model and

learns rank-based weight.

. 2PKNN [40] uses a two-level multilabel metric learning

method to learn the weights of each feature and the weight

of each element of a single feature vector. It is a variant

of the k-nearest neighbor algorithm with two-step. The first

step utilizes the image-to-label relation to address the label-

imbalance problem, while the second step solves the weak-

labeling issue by using an image-to-image relation.

. MvNMF-DK [46] uses multiple features, which are in

a large variety of dimensions. The goal of this method is

to find the best k for each feature experimentally by testing

different values for the number of basis vectors and then

TABLE 3. Parameters used for experiments.

improves the image annotation performance. However, high-

dimensional data usually have a more complex latent space,

which increases the computational cost.

. MLDL [65] exploits the label information by dictio-

nary learning both in the input space and the output space.

It simultaneously explores a label consistency regularization

and partial-identical label embedding in multilabel dictionary

learning.

. CCA-KNN [66] explores a k-nearest-neighbor-based

canonical correlation analysis (CCA) method, which not only

utilizes the convolutional neural network visual features but

also explicitly incorporates the word embedding semantic

information.

. KCCA-LP [42] proposed a label propagation framework

based on kernel canonical correlation analysis (KCCA). This

method fully utilizes the correlation of visual and textual

features by a semantic embedding.

To validate the proposed method, we deployed several

experiments on threemultilabel datasets. The settings of these

methods are determined by their papers or their codes. Before

evaluating the effectiveness with other methods, we first tune

the parameters. To achieve the best results, we use the best

combination of parameters. Table 3 lists the parameters used

in the experiments. All the experiments are conducted on a

computer with an Intel Core i7, 3.6 GHz CPU and 16 GB of

memory.

D. EXPERIMENTAL RESULTS AND DISCUSSION

In this subsection, we show the quantitative evaluation of

the proposed method compared with other methods for the

three datasets. The qualitative results are shown in Table 4.

According to the definition of Eq. (10), the F1 score is the

harmonic mean of recall and precision. Thus, the analysis

of F1 is more reliable than recall or precision. Therefore,

we mainly analyze the F1 score for these methods.

First, we evaluate the performance of the proposed method

with JEC, FastTag, GENMF, NMF-KNN, TagProp and

2PKNN on the Corel5k dataset. Among these methods,

except for FastTag, the remainingmethods are all KNN-based

methods. According to the results in Table 4, we observe

that the proposed method achieves the best F1 score for the

Core5K dataset. NMF-KNN attains the second-best result t,

and JEC performs worst among these methods in this dataset.
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TABLE 4. Experimental results for the three datasets.

As shown in Table 4, the proposed method has a 2% gain

compared with NMF-KNN and a 17.9% improvement com-

pared with JEC. The NMF-KNN method extracts the multi-

view features of images and formulates the tag feature as a

single view of the image feature, then factorizes the multiple

matrices to find the basis and the coefficient matrices for

these images. Finally, it predicts the images by the learned

matrices and the neighbors of the test images, then predicts

the labels for the query images. This method discards the

differences of these different views of features. Additionally,

the features it extracts are all handcrafted features. This needs

more prior knowledge. Nevertheless, the proposed method

considers more relations among features, labels and semantic

concepts. It also uses the CNN features as a view of the

features. It helps to describe the images more understandably

from the visual content viewpoint. 2PKNN+ML uses metric

learning to learn the different weights for each feature, which

improves the performance. However, it is slightly worse

than NMF-KNN. GENMF performs worse than the 2PKNN

method. GENMF combines the multiview NMF and KNN-

based annotationmethods. It only considers the semantic sim-

ilarity between images. 2PKNNmakes use of both the image-

to-label and image-to-image similarities. FastTag performs

better than JEC but worse than GENMF. Aiming to reduce

the computational cost by the KNN-based methods, FastTag

explores two simple linear mappings in a joint convex loss

function. It can effectively deal with sparse tagged training

data and rare tags. However, compared to GENMF, its goal is

to learn a model that can infer the complete tags from image

visual features. It does not consider the multiple information

from images and labels.

Then, the proposed method is compared with MvNMF-

DK, MLDL, CCA-KNN and KCCA-LP on the Corel5k

dataset. According to the obtained results in Table 4, we can

see that our method achieves the best results among these

methods. MLDL achieves the second position, and CCA-

KNN is slightly worse than MLDL. However, CCA-KNN

obtains the best N plus score. Among these methods, MLDL

is a dictionary-based multilabel method. It also achieves the

second-best result among all the methods in the Corel5k

dataset under the F1 measure because it utilizes not only label

consistency and label embedding in the method, but it proves

the importance of the label information in the image annota-

tion. Our method also considers the label information. CCA-

KNN is the third-best among all the methods in this dataset

because of the combination of CNN visual features and

the canonical correlation analysis. It maximizes the advan-

tages of CNN features and word embedding, which not only

uses the visual features but also the textual features. How-

ever, our method explores more useful information for the

annotation.

Moreover, to evaluate the effectiveness of the proposed

method, we conduct a set of experiments on the other public

datasets IAPR TC12 and ESP. As shown in Table 4, we can

see that MLDL attains the first position under the recall

and F1 score measures for the IAPR TC12 dataset. It per-

forms slightly better than the proposed method. MLDL also

achieves the best precision and N plus. JEC performs worst

among all the methods. This method extracts visual features

andweights each feature equally. It cannot deal with the label-

imbalance problem. FastTag presents a better performance in

the F1 score than JEC. TagProp and KCCA-LP are both better

than FastTag since FastTag only utilizes the visual features.

TagProp uses multiple features and the metric learning to

address the image annotation problem, which deals with the

label-imbalance problem. KCCA-LP uses the CNN features

and CCA to transfer the label. It considers more information

from images and labels. 2PKNN, MvNMF-DK and CCA-

KNN perform better than TagProp in this dataset. This is

similar in the Corel5k dataset. It is worth noting that in the

ESP dataset, CCA-KNN achieves the best N plus and the

second-best F1 score, which is slightlyworse than ours. It also

has the best recall among all the methods. It is interesting that

NMF-KNNperformsworse than TagProp and FastTag, which

means that NMF-KNNperforms better in small datasets, such

as Corel5k. It does not scale well in the larger datasets. Due

to the smaller TPI than IAPR TC12, these methods achieve

smaller recall than the recall in the IAPR TC12 dataset.

Corel5k has fewer labels per image, and thus the recall can

be improved in this dataset. For the proposed method, there is
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an interesting result in that the Corel5k has the best F1 score.

The reasons are due to the following two aspects: first, the use

of multiple information from images, features and labels help

to reduce the semantic gap, and thus it has rather good recall

and precision in this dataset; second, to solve the image anno-

tation problem, TG-CMTF takes advantage of the collective

matrix factorization to use the intertype and intratype rela-

tionships to find more interpretable low-rank representations,

which is beneficial to the annotation performance.

E. PARAMETER TUNING

The proposed method has 6 parameters: λG, λH , α, β, λ, and

latent feature dimension k, where λG and λH control the con-

tributions of the latent feature of the image-to-label relation

and the latent feature of the feature-to-label relation, respec-

tively. α, β and λweight the contributions of image-to-image,

feature-to-feature and label-to-label relations, respectively.

We study the impact of these parameters one by one. When

analyzing one parameter, we fix the others.

1) SENSITIVITY ANALYSIS OF λG

Parameter λGis used to control the contribution of image-to-

label to the loss function. We vary the value of λG by fixing

the other parameters as λH = 1, α = 100, β = 100, k = 40

and γ = 100. We search the parameter λG within the set

{0, 0.01, 0.1, 1, 10, 30, 50, 70, 90, 100, 200, 300, 500, 800,

1000}. In this way, we ensure that both the image-to-label and

feature-to-label relation can impact the objective function;

additionally, we weight the other intertype relation equally.

We conduct these experiments on the Corel5k dataset. The

results are shown in Figure 3(a).

As shown in Figure 3(a), we can see that when the

other parameters are fixed, the performance of the proposed

method increases with the increase in λG. When λG increases

to a certain extent, F1 cannot be improved but decreases

sharply. In this figure, when 0 ≤ λG ≤ 0.1, F1 increases

continuously, and when 1 ≤ λG, F1 decreases slowly because

λG adjusts the contribution of image-to-label factorization.

When λG = 0, we do not use the image-to-label relation,

the performance cannot reach a satisfactory level because the

image-to-label relation provides the semantic mapping from

images to labels, which can help to bridge the semantic gap.

When the ratio increases to 1, the image-to-label relation

provides more useful information. When λG is considerably

larger, the image-to-label relation leads to noisy information

for the annotation. As a result, the F1 score decreases sharply.

To obtain an optimal result, we set λG = 0.1.

2) SENSITIVITY ANALYSIS OF λH

Similar to λG, we study the impact of λH by fixing the other

parameters and search it within the set {0, 0.01, 0.1, 1, 10,

30, 50, 70, 90, 100, 200, 300, 500, 800, 1000}. The other

parameters are set to λG = 0.1, α = 100, β = 100, and

γ = 100, and the number of latent factors is set to k = 40.

The results are shown in Figure 3(b). As shown in this figure,

when the value of parameter λH = 0, the performance is

not satisfactory because we do not use the feature-to-label

relation at all. When λH increases, F1 also increases. How-

ever, when it increases to 10, the performance is stable. It is

worth noting that when λH ≥ 10, F1 is better than that of

λH ≤ 10. This indicates that a larger λH can result in a

better F1. However, to some extent, λH can obtain a stable

result. This may be due to the following reasons: (1) λH is

used to regularize the sensitivity of feature-to-label relation

factorization. When this parameter is small, the less informa-

tion can be provided, while it increases, the importance of

feature-to-label relation also increases, which helps the first

factorization in the objective function to findmore useful low-

dimension representations and helps to connect the feature

to the label also narrow the semantic gap. (2) The first term

in the objective function provides some feature information.

This parameter helps to provide more feature information

from the viewpoint of the semantic concept. Thus, to some

extent, it is enough to find the latent feature factors for the

factorizations. In this paper, to obtain the best result, we set

λH = 10.

3) SENSITIVITY ANALYSIS OF α

Regularization parameter α weights the importance of the

image-to-image relation to the objective function in Eq. (1).

In this paper, the image-to-image relation provides visual

similarity information for the factorizations. To study this

parameter, we vary the value of α by fixing other parameters

to λG = 0.1, λH = 10, β = 100, , λ = 100 and k = 40.

In this study, we set the latent feature factor dimension to

k = 40. The results are shown in Figure 3(c).

As shown in Figure 3(c), the F1 curve first increases and

later becomes stable as α increases. As we know, α controls

the weights on the image-to-image similarity information.

If α = 0, we do not use this type of information at all. When

α increases, the performance also increases. This helps the

factorizations to findmore visual-based similar images. How-

ever, if this parameter continues to increase, visual similarity

information is enough, and the performance becomes stable.

Additionally, when the parameter is too large, the information

that can be provided is limited. The performance cannot be

improved significantly, but the computational cost and noisy

information increase. This is shown in Figure 3(c). We can

observe that when α = 70 ∼ 90, F1 achieves the best result

and becomes stable. When α ≥ 90, F1 decreases slowly.

To obtain an optimal result, we set α = 90.

4) SENSITIVITY ANALYSIS OF β

We use β to control the importance of intra-feature relation-

ships. As a regularization parameter, this parameter can help

the factorizations to find the most feature similarity latent

factors.We searchwithin the following set {0, 0.01, 0.1, 1, 10,

30, 50, 70, 90, 100, 200, 300, 500, 800, 1000} and set other

parameters to λG = 0.1, λH = 10, α = 90, γ = 100 and

k = 40. The results are shown in Figure 3(d). We can observe

from this figure that when β > 0, the F1 score improves more

significantly than that of β = 0. This proves the importance
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FIGURE 3. Sensitivity of parameters.

of feature similarity in the matrix factorizations, which can

help the factorizations to find more interpretable information,

especially for the image-to-feature factorization. This simi-

larity can help the first term in the objective function to find

more useful feature specific latent factors. When β continues

to increase, the F1 score increases. The performance becomes

stable when β increases to the range of 70 ∼ 90and then

F1 increases very slowly and even decreases. Thus, we set

β = 70 for a tradeoff.

5) SENSITIVITY ANALYSIS OF γ

γ controls the impact of the label-label cooccurrence infor-

mation on the objective function. To determine the most

appreciable γ , we fix λG = 0.1, λH = 10, α = 90, β = 70

and K = 40 according to the previous study. Then, we search

the parameter γ within the set {0, 0.01, 0.1, 1, 10, 30, 50,

70, 90, 100, 200, 300, 500, 800, 1000} and show the results

in Figure 3(e).

As shown in Figure 3(e), we observe that when γ = 0,

the performance is poor, which means the label-to-label

semantic information is not used at all. When γ increases,

F1 improves obviously. We determine that the reason is that,

with γ increasing, increasing semantic information can be

provided by the label graph. This can help the factoriza-

tions to build a connect among image, label and feature,

which provides the method the high-level features of images.

The larger γ is, the more semantic information can be pro-

vided. Nevertheless, to some extent, the semantic information

becomes saturated; thus, F1 is hard to improve. Therefore,

too much information may result in a decrease in perfor-

mance. In Figure 6, when γ ≥ 200, F1 starts to decrease.

To achieve better performance, we set λ = 200in the

experiments.

6) IMPACT OF THE NUMBER OF LATENT FEATURES k

In the proposed method, the input matrix is decomposed into

three low-rank matrices. As is known, the higher the dimen-

sionality of the low-dimensional representation, the better the

approximation is. However, if the dimension is too large,

it may cause more computational cost. Additionally, the

dimensionality increases to some extent, the information that

can be extracted, and the performance is hard to improve.

To determine an appreciable dimensionality, we conduct a set

of experiments fixing the parameters to λG = 0.1, λH = 10,

α = 90, β = 70 and γ = 200. We vary the value of

k within {10, 20, 30, 40, 50, 60, 70, 80, 90, 100}. The results

are shown in Figure 3(f).

It is worth noting that with the dimensionality of the latent

features increasing, F1 also increases. This result agrees

with the above assumption since the larger the latent fea-

tures, the more information that can be represented by the

latent features. The approximation will be much closer to the

original matrix. However, when the dimensionality becomes

large enough, no significant improvement is achieved. This

is because existing latent features represent the useful infor-

mation very well. Too much information may cause noise

to interrupt the performance. In our empirical study, when

K ≥ 50, the performance improves slowly. Considering the

efficiency of the computational cost, we set k = 50 in our

experiments.

7) IMPACT OF COMBINATION OF IMAGE-TO-LABEL AND

FEATURE-TO-LABEL RELATIONS

The parameter λG denotes the importance of the image-to-

label relation, while λH weights the feature-to-label relation.

To use both of the relations, the two parameters should

be set with proper values. To determine the best combi-

VOLUME 7, 2019 161819



J. Zhang et al.: TG-CMTF on Multiview Features for Multilabel Image Annotation

FIGURE 4. Impact of λG and λH on the three datasets.

nation of these two types of information, we iteratively

adjust one of the parameters to a fixed value within the set

{0.01, 1, 10, 30, 50, 70, 90, 100, 200, 300, 500, 800, 1000}.

Additionally, we set the other parameters as α = 90, β = 70,

γ = 200 and k = 50. The results are shown in Figure 4 (a),

(b) and (c).

As shown in the figure, we observe that the optimal value

can be achieved when the region is approximately at λG =

0.1 ∼ 1 and λH = 1 ∼ 10 for these datasets. This result

indicates that the feature-to-label relation is more important

than the image-to-label relation, which proves the importance

of the feature-to-label connection because the feature-to-label

is the only mapping from image features to labels.

From these figures, we also find that when λG = 1 and

λH = 10, the performance achieves the best performance

and then improves slowly. As is known, too large parameters

result in more computational cost. Thus, for a tradeoff, we set

λG = 1, λH = 10.

VI. CONCLUSION

In this paper, we investigate image annotation with a new

framework, TG-CMTF. This framework utilizes multiple

relationships from images, labels and features by a graph

regularized collective matrix tri-factorization. It not only

explores interrelations such as multiview features of images,

image-to-feature and image-to-label but also the intrarela-

tions as intraimages, intrafeatures and intralabels by three

graph regularized terms. To narrow the semantic gap between

low-level features and high-level semantic concepts, multi-

view low-level features and convolutional neural networks

features are both extracted. Then, the image-to-feature rela-

tions are factorized to propagate the labels from labeled

images to unlabeled images. This process explores the latent

features between images and multiview features, which can

be used to propagate the labels. Simultaneously, image-

to-label and feature-to-label matrices are also factorized,

which can help to find more meaningful latent features

among images-features-labels. Moreover, the correlations

among labels and the similarities among images are also

introduced. These relations help to maintain the consisten-

cies among different views and labels. Furthermore, such

information improves the performance of image annotation.

The promising results have proven the benefits of this frame-

work for image annotation.

In the future, some improvements can be achieved by the

following techniques. First, the multiplicative updating rules

can be accelerated by a Newton updating solution. Second,

deep learning-based multiview features and a word embed-

ding model will be combined to improve the annotation per-

formance.
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