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The spin of a confined electron, when oriented originally in some
direction, will lose memory of that orientation after some time.
Physical mechanisms leading to this relaxation of spin memory
typically involve either coupling of the electron spin to its orbital
motion or to nuclear spins1–7. Relaxation of confined electron spin
has been previously measured only for Zeeman or exchange split
spin states, where spin-orbit effects dominate relaxation8–10; spin
flips due to nuclei have been observed in optical spectroscopy
studies11. Using an isolated GaAs double quantum dot defined by
electrostatic gates and direct time domain measurements, we
investigate in detail spin relaxation for arbitrary splitting of
spin states. Here we show that electron spin flips are dominated
by nuclear interactions and are slowed by several orders of
magnitude when a magnetic field of a few millitesla is applied.
These results have significant implications for spin-based
information processing12.

The coupling of nuclear spins to electrons in low-dimensional
semiconductors is known from optical and transport studies in
quantum Hall systems to yield rich physical effects and provide

new probes of the relatively isolated quantum system of nuclear spins
in solids13–16. Confined electrons interacting with relatively few nuclei
are particularly sensitive to hyperfine coupling. This can lead to
dramatic effects such as tunnelling currents that slowly oscillate in
time and electrical control and readout of nuclear polarization17,18.
Here we show that the interaction between single electrons confined
in quantum dots with ensembles of lattice nuclei can dominate
electron spin relaxation.

We use high-frequency pulsed gates to measure spin relaxation in a
GaAs double quantum dot (Fig. 1a). Measurements are performed
near the (1,1) to (0,2) charge transition, where (n,m) denotes the
absolute number of electrons on the left and right dots. In the (0,2)
configuration, the two electrons form a spin singlet to avoid the large
Pauli exclusion energy cost (0.4 meV .. kT < 10 meV) of occupying
an excited orbital state19,20. In the separated (1,1) configuration, the
two electrons may occupy any spin state. That is, apart from any
Zeeman energy (,2.5 meV at 100 mT), the singlet, (1,1)S, and three
triplets, (1,1)T2, (1,1)T0, and (1,1)Tþ (m s ¼ 21,0,1 respectively),
are effectively degenerate, given the weak interdot coupling to which
the system is tuned.

Spin relaxation is measured by preparing an unpolarized mixture
of (1,1) states and monitoring the probability of transition to (0,2)S
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Figure 1 | Spin-selective tunnelling in a double quantum dot. a, Micrograph
of a device similar to the one measured. Metal gates deplete a two-
dimensional electron gas 100 nm below the surface, with density
2 £ 1011 cm22. A double dot is defined between gates L and R. Electrons
tunnel between the dots and to conducting leads. Conductances g ls and g rs
of the left and right QPCs reflect average occupation of each dot. b, In (1,1),
spatially separated electrons feel different effective fields from hyperfine
interaction with the local Ga and As nuclei, plus a uniform external field.
c, Voltage pulses on gates L and R cycle through three configurations: empty
(E), reset (R) andmeasure (M). d, Right sensor conductance g rs as a function
of direct-current voltages on the same two gates around the (1,1) to (0,2)
transition, with pulse displacements shown by points E, R, and M. Dashed
lines outline the (0,1), (1,1), (0,2), and (1,2) charge state plateaus during step
M. Inside the solid-outlined ‘pulse triangle’, the ground state is (0,2), but
higher sensor conductance indicates partially blocked tunnelling. A plane is
subtracted from the raw data to remove direct gate–QPC coupling. e,
Energetics of the pulse sequence. In (0,2), only the singlet is accessible,
whereas in (1,1), singlet and triplet are degenerate. (0,1) and (1,2) are
spin-1/2 doublets. Step E empties the second electron, then R loads a new
electron into the left dot, occupying all four (1,1) states equally. At M, (0,2)S
is the ground state, but only (1,1)S and them s ¼ 0 triplet (1,1)T0 can tunnel.
Mixing of (1,1)Tþand (1,1)T2with the singlet is weak away from zero field,
so their tunnelling is blocked. f, At M 0 , (0,1) has lower energy than (1,1) and
provides an alternate, spin-independent path to (0,2). At M 00 , (1,2) provides
this alternate path.
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after the latter is made lower in energy by changing the electrostatic
gate configuration. The different local environments acting on the
two spins cause the two-electron spin state to evolve in time, and only
if this spin state passes near (1,1)S is a transition to (0,2)S allowed.
The average occupancy of the left dot, which reflects the probability
of this transition, is monitored using local quantum point contact
(QPC) charge sensors19. Conductances g ls and g rs of the left and right
sensors change by several per cent when an electron enters the dot
nearest the sensor21–24.

The energy levels of each dot were controlled by voltage pulses
on gates L and R, as shown in Fig. 1c (ref. 19, and see also
Supplementary Information). The double dot was cycled through
three configurations, depicted in Fig. 1e, while measuring the average
QPC conductances. In the ‘empty’ (E) step, the second electron is
removed, leaving a (0,1) state. In the ‘reset’ (R) step, a new second
electron is added, initializing the (1,1) state to an unbiased mixture of
the singlet, (1,1)S, and the three triplets (1,1)T2, (1,1)T0, and
(1,1)Tþ. In the ‘measurement’ (M) step, (0,2) is lowered relative to
(1,1) until (0,2)S becomes the ground state, while the (0,2) triplets
remain inaccessible, above the (1,1) states. Because tunnelling pre-
serves spin, only (1,1)S can relax to (0,2)S, while the (1,1) triplets are
spin-blockaded from making this transition25,26.

The measurement step accounted for 80% of the pulse period (E
and R were each 10%) so the time-averaged charge-sensor signal
mainly reflects the charge state during the measurement time, tM.
Figure 1d shows g rs as a function of the constant offsets to gate
voltages VL and VR with pulses applied. The dashed lines indicate
locations of ground-state transitions during the M step, as seen in
unperturbed double dots22. Gate pulses alter this signal only within
the ‘pulse triangle’ (outlined by solid white lines). Here g rs is
intermediate between the (0,2) and (1,1) plateaus, indicating that
although (0,2) is the ground state, the system is often stuck in the

excited (1,1) state. In the regions labelled M 0 and M 00 , alternate, spin-
independent relaxation pathways, shown in Fig. 1f, circumvent the
spin blockade.

The magnetic field, B, and tM dependence of the charge sensor
signal is shown in Fig. 2. With tM ¼ 8ms, a large signal is seen in the
pulse triangle, indicating that some of the (1,1) to (0,2) transitions
are spin blocked. As tM is increased this signal decreases (Fig. 2b),
indicating that tM is approaching the (1,1) singlet–triplet relaxation
time. This is accompanied by a reduction in the pulse triangle size
due to thermally activated processes as in Fig. 1f. Similar data, but
at B ¼ 0, are plotted in Figs 2c and d. The signal in the pulse
triangle is noticeably weaker for the same tM, particularly near
the (1,1)-to-(0,2) charge transition, indicating enhanced spin
relaxation.

Detailed measurements of residual (1,1) occupation as a function
of detuning (the energy difference between the (1,1) and (0,2) states)
are shown in Fig. 3. Conductances g ls and g rs were measured along
the diagonal white line in the upper panel of Fig. 3, for various values
of B and tM, and converted to occupation kNl by scaling to the
average (1,1) and (0,2) levels outside the pulse triangle. Data are
shown in detail for the points labelled A through D. As in Fig. 2,
strong field dependence was found at low detuning (point A), where

    

  

 

  

Figure 2 | Dependence of the occupancy of the (1,1) state on measurement
time, tM, and external field, B. a, Charge sensor conductance, g rs, as a
function of VL and VR with short pulses (tM ¼ 8ms) at B ¼ 100mT. Large
average occupation of (1,1) is seen throughout the pulse triangle. Near the
triangle edges, thermally activated tunnelling to the leads allows fast
relaxation to (0,2), (see Fig. 1f). b, For longer pulses (tM ¼ 80 ms), thermally
relaxed triangle edges expand towards the centre of the triangle. c, At B ¼ 0,
the (1,1) occupation is extinguished at low detuning (near the (1,1)-(0,2)
charge transition) as tunnelling to (0,2) becomes possible from the (1,1)Tþ

and (1,1)T2 states. d, Combine these two effects at zero field with long
pulses, and no residual (1,1) occupation is seen, indicating complete
relaxation to (0,2).

  

  

Figure 3 | Detailed measurements of blockaded (1,1) occupation. Average
occupation kNl of the (1,1) charge state, based on calibrated charge sensor
conductances, at four detuning points (labelled A, B, C, D in the uppermost
panel). Left panels show kNl as a function of tM at B ¼ 0 and B ¼ 150mT.
Middle panels show kNl as a function ofB for different tM times. Diagrams at
right show schematically the relative position of energy levels and the
extracted ratios of inelastic (G in) to thermal (GT) decay rates.
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inelastic interdot tunnelling dominates. This field dependence
vanishes at higher detuning where thermally activated tunnelling
to the leads dominates.

As in previous work4,11, we model spin evolution in (1,1) by
treating the ensemble of nuclear spins within each dot as a static
effective field Bnuc with slow internal dynamics, that adds to any
applied Zeeman field (see Fig. 1b). Bnuc is randomly oriented with
root mean square strength Bnuc ¼ b0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I0ðI0 þ 1Þ=Nnuc

p
; where

b0 ¼ 3.5 T is the hyperfine constant in GaAs, I0 ¼ 3/2 is the nuclear
spin and Nnuc is the effective number of nuclei with which the
electron interacts2,3,27,28. In our dots, Nnuc is estimated at 106–107,
giving Bnuc < 2–6 mT. The spins precess in a characteristic time
tnuc ¼ "/g*mBBnuc < 3–10 ns, which can be regarded as an inhomo-
geneous dephasing time T2*. At B ¼ 0, all four (1,1) spin states mix
in this time, and tunnelling will appear insensitive to spin. With
B . Bnuc, however, only (1,1)T0 and (1,1)S are degenerate. These
will continue to mix with the same rate, but (1,1)Tþ and T2 will be
frozen out.

To model this mixing, we assume static nuclear fields during each
pulse, a spin-preserving inelastic interdot tunnelling rate G in from
(1,1)S to (0,2)S, and a spin-independent rate GT due to thermally
activated tunnelling via the (0,1) and (1,2) charge states (see
Supplementary Information for details). Zeeman eigenstates for
two spins in fields BẑþBnuc;l and BẑþBnuc;r; denoted j(1,1)s,s 0 l
(s,s

0
¼ ^1/2), decay to (0,2)S on the basis of their overlap with (1,1)S,

with rates G s,s
0 ¼ G injk(1,1)Sj(1,1)s,s 0 lj2 as long as G in ,, g*mBBnuc.

Averaging over nuclear field configuration and short-time dynamics
gives decay rates for the T^-like states:

G^1=2;^1=2 ¼
Gin

4ð1þ ðB=BnucÞ
2Þ

ð1Þ

and G^1=2;71=2 ¼ Gin=22G^1=2;^1=2 for the S-like and T0-like
states. At B ¼ 0, total transition rates for all (1,1) states into (0,2)S
are the same, t21

0 ¼ Gin=4þGT: For B . Bnuc, transition rates t21
B ¼

G^1=2;^1=2 þGT from (1,1)T^ to (0,2)S are suppressed by field, while
transitions from (1,1)S and (1,1)T0 to (0,2)S are accelerated by up to
a factor of two because they no longer mix with (1,1)T .̂ During the
gate-pulse transition from R to M, the relatively fast transition from
(1,1)S to (0,2)S allows a fraction q of the (1,1)S state to transfer

adiabatically to (0,2)S, reducing the initial occupation of (1,1)S. The
resulting average occupancy N of (1,1) after a time tM is:

NðtMÞ ¼
1

tM

ðtM

0

dt
1

2
e2t=tB þ

22 q

4
e2t 2t21

0 2t21
Bð Þ

� �
: ð2Þ

Experimentally measured values for N as functions of tM and B for
various detunings are shown in Fig. 3, along with fits to the above
theory. An additional field-independent parameter,N1, accounts for
non-zero N(tM) at long times owing to thermal occupation of (1,1).
N1 is zero at large detuning but increases, as expected, near zero
detuning. Non-zero q values are found only at very low and very high
detuning (where the R point is near zero detuning), where the slew
rate of the pulse is low as it crosses to (0,2). With these parameters
and t0 set for a given detuning by fitting the zero-field data (red), the
high-field data (blue) are fitted with just the longer decay times tB for
the (1,1)T^ states. The field-dependence curves (black) are then fully
determined by Bnuc, which is most accurately determined from data
in Fig. 4, as discussed below. Drift in sensor conductance over long
field sweeps is compensated by allowing a vertical shift in the field-
dependence curves. The depth and width of the dips in these curves
are not adjustable.

Figure 4 shows the extracted decay times t0 and tB versus detuning
for various fields. As the magnetic field increases, more points at high
detuning fall along a line in this semi-log plot, denoting exponential
energy dependence as expected for a thermally activated process. This
persists over three orders of magnitude at the highest field, and with
calibration from transport measurements yields a temperature of
160 ^ 20 mK. At zero field, thermal decay dominates only at the
highest detunings, and the low-detuning times are well fitted by a
power-law function of detuning with exponent 1.2 ^ 0.2 and offset
700 ns, typical of inelastic tunnelling in double quantum dots29.
Adding these two processes gives the red curve in Fig. 4, in good
agreement with the zero-field data. The 10-mT curve is fitted using
these zero-field parameters, but with times for the inelastic com-
ponent increased by the factor (1 þ (B/Bnuc)

2) from equation (1).
The fit gives Bnuc ¼ 2.8 ^ 0.2 mT, or Nnuc < 6 £ 106, within expec-
tations. This value uniquely determines the remaining theory curves.
For tB longer than about 1 ms the decay is faster than theory predicts
(though still 103 times slower than at B ¼ 0), indicating that another
mechanism such as spin-orbit coupling may operate on millisecond
timescales8–10. Spin-orbit coupling is expected to dominate spin
relaxation at external fields of several tesla9. This regime is better
suited to parallel fields, which couple almost exclusively to spin, than
to the perpendicular orientation used here, which affects orbital
wavefunctions at high fields.

Given Bnuc above, the model predicts an inhomogeneous de-
phasing time T2* < 9 ns for this device, which is independent of
external field despite the enhanced relaxation times measured at
higher fields. Up to 1 ms, the excellent agreement between experi-
ment and theory indicates that hyperfine interaction is the only
relevant source of spin relaxation in this system. Several strategies are
available to circumvent this short dephasing time. Materials with
zero nuclear spin, such as carbon nanotubes, avoid hyperfine effects
entirely. ControllingBnuc via nuclear polarization11,17 is tempting, but
high polarization is required for T2* to increase substantially30. An
alternative is to use spin echo techniques such as pulsed electron spin
resonance to extend coherence to the nuclear spin correlation time,
expected to be of the order of 100 ms in these devices4.
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