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Abstract

Hardware manufacturers are increasingly outsourcing their

IC fabrication work overseas due to their much lower cost

structure. This poses a significant security risk for ICs used

for critical military and business applications. Attackers

can exploit this loss of control to substitute Trojan ICs for

genuine ones or insert a Trojan circuit into the design or

mask used for fabrication. We show that a technique bor-

rowed from side-channel cryptanalysis can be used to mit-

igate this problem. Our approach uses noise modeling to

construct a set of fingerprints for an IC family utilizing side-

channel information such as power, temperature, and elec-

tromagnetic (EM) profiles. The set of fingerprints can be

developed using a few ICs from a batch and only these ICs

would have to be invasively tested to ensure that they were

all authentic. The remaining ICs are verified using statisti-

cal tests against the fingerprints. We describe the theoreti-

cal framework and present preliminary experimental results

to show that this approach is viable by presenting results ob-

tained by using power simulations performed on represen-

tative circuits with several different Trojan circuitry. These

results show that Trojans that are 3–4 orders of magnitude

smaller than the main circuit can be detected by signal pro-

cessing techniques. While scaling our technique to detect

even smaller Trojans in complex ICs with tens or hundreds

of millions of transistors would require certain modifica-

tions to the IC design process, our results provide a starting

point to address this important problem.
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1. Introduction

1.1. Problem Statement

Economic and market forces have driven most hard-

ware manufacturers to outsource their IC fabrication to ever

cheaper fabrication facilities abroad. As a result, the ma-

jority of the ICs available today are being manufactured at

fabrication facilities in low-cost countries around the globe.

While outsourcing of IC fabrication reduces the cost sig-

nificantly, it also makes it much easier for an attacker to

compromise the IC supply chain for sensitive commercial

and defense applications. For example, the attacker could

substitute Trojan ICs for genuine ICs during transit or sub-

vert the fabrication process itself by implanting additional

Trojan circuitry into the IC mask.

Such Trojans could be designed to be hard (or nearly

impossible) to detect by purely functional testing, yet be

capable of inflicting catastrophic damage. For example, a

Trojan circuit could be designed so that it monitors for a

specific but rare trigger condition, e.g., a specific bit pat-

tern in received data packet or on a bus, or until a timer

reaches a particular value. Once triggered the Trojan could

take actions such as disabling the circuit, leaking secrets or

creating glitches to compromise the integrity and security

of the larger system to which the IC belongs. For example,

a simple yet destructive Trojan in an RSA [24] circuit could

wait for a trigger condition and then insert a fault in the CRT

inversion step of an RSA signature computation leading to

the compromise of the RSA key [6].

While this threat to the integrity of the IC supply is al-

ready a cause for alarm within defense circles in some coun-

tries [19, 9, 1], we believe that it should also be a cause for

concern for vendors and consumers of commercial grade

cryptographic and security critical hardware. Compound-

ing this problem is the fact that currently there are no good,

long-term solutions to this problem. While individual ICs
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could be destructively reverse-engineered to check for fi-

delity to the original design, this does not guarantee that

ICs not subjected to such testing are free of Trojans. For

this reason, some governments have been subsidizing the

operations of a few local, high-cost and economically unvi-

able “trusted” fabrication plants for manufacturing military

ICs. However most developing countries and commercial

vendors cannot afford this expensive option. Another op-

tion suggested in [9] is camouflaging or obfuscation, where

some critical IC designs are requested to be manufactured

along with several non-critical ICs, or the true function of

an IC is buried in confusing logic. However, this will not

deter a motivated attacker who is willing to spend some

effort in determining whether or not a critical IC is being

manufactured, and subsequently in subverting the design.

Apart from a few special cases, general circuit obfuscation

has been shown to be impossible to achieve [4, 29, 14].

Secondly, an attacker may be able to implant a destructive

Trojan without having to understand the details of its op-

eration. For example, in the RSA Fault injection Trojan

example given above, almost any disruption to one of the

CRT exponentiations will do. We note here that once IC

manufacturing is secured, subsequent risk of IC substitu-

tion in the supply-chain could be mitigated using existing

techniques. For example, security critical chips could be

designed so that an on-chip key gets created e.g, by using a

silicon physically random, uncloneable functions [12], gets

certified upon manufacture and subsequently protected us-

ing anti-tamper countermeasures.

1.2. Trojan Detection: A New Technique

While completely eliminating the threat posed by a com-

promised IC supply chain appears to be a daunting “grand

challenge”, in this paper, we propose a novel side-channel

based approach that can be used for detecting the presence

of Trojan circuitry in ICs that are practically impossible to

detect using purely functional testing since they would be

activated by a trigger condition such as a match between the

signal on a bus or register and a certain bit pattern which

would occur with very low probability during functional

testing. Our technique requires just a few ICs to be destruc-

tively tested while permitting the rest of the ICs to be non-

destructive validated using side-channel analysis for the ab-

sence of any significantly-sized (3–4 orders of magnitude

smaller) Trojans. We believe that our technique would be

part of any comprehensive approach that would be devel-

oped to deal with this threat.

Several side channels [16, 17, 22, 11, 3] and side-channel

analysis techniques have emerged over the past decade and

have proved to be highly effective in extracting informa-

tion about the internal operations of embedded devices from

their timing, power consumption and electromagnetic (EM)

emanation profiles. Typically, an attacker tries to deduce

critical information such as the encryption key using the

leakage from these side-channels. An important aspect of

side channel attack techniques is that these techniques are

effective even though the information present within the

side-channels could be masked by various types of noise,

including measurement noise, ambient noise, and other ran-

dom signal variations that manifest themselves during the

circuit operation. While the initial attack techniques such

as Differential Power/EM Analysis dealt with the problem

of noise by averaging it out over multiple samples, later

work on template attacks and its variants [7, 23] actually

build statistical models for the noise and used them to clas-

sify individual noisy signals. In particular, these attacks use

noise models built from one IC to attack another IC from

the same mask. The success reported with these techniques

provided the initial motivation to pursue side-channel anal-

ysis to detect Trojans ICs—the problem of Trojan detection

essentially reduces to detecting a Trojan signal hiding in the

IC process noise, i.e., the small, random, physical and side-

channel differences among different ICs produced from the

same process.

In this paper, we propose the following side-channel

based fingerprinting methodology for detecting Trojan ICs.

This initial approach does not require any changes to cur-

rent processes and practices regarding the design and fabri-

cation of ICs, and in particular, it does not require trusted

fabs. However, it does require an additional IC fingerprint

generation and validation step to be carried out by a trust-

worthy IC testing facility to gain assurance that the chances

of Trojans being present in the validated ICs have been sig-

nificantly lowered. The same testing strategy could even be

used to increase the assurance of ICs manufactured from a

trusted fab. The fingerprinting methodology consists of the

following steps:

1. Select a few ICs at random from a family of ICs (i.e.,

ICs with the same mask and manufactured in the same

fab).

2. Run sufficient I/O tests multiple times on the selected

ICs so as to exercise all of their expected circuitry and

collect one or more side-channel signals (power, EM,

thermal emissions etc.) from the ICs during these tests.

3. Use these side-channel signals to build a “side-channel

fingerprint” for the IC family.

4. Destructively test the selected ICs to validate that they

are compliant to the original specifications.

5. All other ICs from the same family are non-

destructively validated by subjecting them to the same

I/O tests and validating that their side-channel signals

are consistent with the “side-channel fingerprint” of

the family.

2007 IEEE Symposium on Security and Privacy(SP'07)
0-7695-2848-1/07 $20.00  © 2007



In the second step, the challenge is to isolate a small and

non-redundant set of tests that provide sufficient coverage

of the IC’s functionality. It is critical that the overall behav-

ior of the IC in both the data and control paths is captured

during these tests. In the third step, building the fingerprint

requires characterizing the signal(s) and noise on different

side-channels for the IC family for different inputs. The

challenge here is to develop a characterization which is as

comprehensive as possible without being impractical, and

which is capable of distinguishing most Trojans from gen-

uine ICs. We will provide details on this fingerprint gener-

ation in Section 3. The fourth step could utilize techniques

such as demasking, delayering and layer-by-layer compar-

ison of X-ray scans with the original mask. This step is

likely to be expensive, but since it is only done for a few

selected ICs from an entire family, the cost when amortized

over all the ICs that are tested from that family may still be

acceptable. Also, the fifth step should only be carried out

if the destructive tests in the fourth step do not identify any

problems with the ICs used to build the fingerprint.

We note that there has been some related work on using

side-channels for testing and trapdoor detection. For exam-

ple, power supply current profile monitoring is a common

technique in testing ICs and identifying (non-adversarial)

defects [15, 5, 13]. Lee, Jung and Lim [18] propose to

use timing and power analysis techniques to detect hidden

trapdoors in smartcards. Specifically, they consider power

analysis to identify undisclosed instructions built into the

system by the manufacturer for reprogramming (and recy-

cling) wrongly issued smartcards. These works however do

not address the problem of Trojan detection.

In this work, we will use power signals as the side

channel and analyze the effectiveness of our fingerprinting

methodology for detecting Trojans by using power simula-

tions from sample cryptographic circuits implementing the

Advanced Encryption Standard (AES) [2] and RSA algo-

rithm [24] and different types and sizes of Trojans, includ-

ing Trojans triggered by timing/clock counting and Trojans

triggered by a synchronous/asynchronous comparator, with

sizes ranging from 10% to 0.01% of the total IC size and

for different levels of noise introduced by process variations

(+/- 2%, 5%, 7.5%).

We would like to note that while it may be theoretically

possible for an adversary to hide a Trojan from our tests by

ensuring that its signal is so similar to process noise that

it cannot be distinguished from it, this is likely to be ex-

tremely difficult and costly to accomplish. Firstly the ad-

versary does not know what tests, side channels and local-

ization techniques will be used for testing and cannot easily

predict the process dependent noise that will be introduced

in these channels. Channels such as EM are very hard to

model and the adversary would have to resort to trial and

error involving manufacturing actual ICs and testing them

using a variety of tests and side-channels to make sure that

these do not reveal the Trojans’s presence. This should be

contrasted with the ease with which one can put in a Trojan

circuit that is hidden from functional testing.

The rest of the paper is structured as follows. In Sec-

tion 2, we discuss the impact that Trojans have on the power

side-channel and some simple tests that can be used to de-

tect a large class of Trojans. In Section 3, we present the

theoretical framework for detecting Trojans, describe ad-

vanced techniques that can be used in the presence of over-

whelming process noise, and present our results in this set-

ting. Section 4 describes the architecture for the circuits

and Trojans used in our experiments and the setup used to

perform our simulations. In Section 5 we present our exper-

imental results. Finally, in Section 6 we present our conclu-

sions and future work.

2. Trojans and their Side-channel Leakage

There are several types of Trojan circuits that could in-

fest ICs, however most Trojan circuits share some behav-

ioral characteristics that make them useful for the attacker.

All Trojan circuits need to be stealthy, i.e., hard to detect

either from the physical appearance of the IC or during its

testing and normal use. This means that the Trojan IC has

to have the same physical form-factor, pin-out and very sim-

ilar input/output behavior, i.e., for most inputs, the output

of an IC with a Trojan circuit should be indistinguishable

from the output of a genuine IC. In particular, if the out-

put is a deterministic function of the input, then the Trojan

IC has to output the same function for most inputs1. For

a deterministic circuit, this essentially means that the Tro-

jan circuit needs to monitor inputs, intermediate results, or

some clock/time circuitry and wait for a trigger condition

before altering the output behavior either by producing in-

correct results or by causing other failures. The trigger con-

dition has to occur with very low probability during testing

or normal usage, but could be invoked more frequently by

the attacker. The trigger condition may also be chosen to oc-

cur after a certain time has elapsed. For non-deterministic

circuits, e.g., those involving the use of IC generated ran-

domness, the Trojan circuit could more easily encode in-

formation in the output without detection but still needs to

be very selective (possibly trigger based) in producing de-

tectably incorrect results or causing failure.

From the perspective of an attacker, it is fairly easy to

manufacture elaborate complex Trojan ICs that look like

the genuine ICs and have similar input/output behavior dur-

ing testing and normal use. Modern IC manufacturing tech-

niques leave a lot of room for inserting large, complex Tro-

jan circuitry within the main circuit without impacting die

1This study did not consider analog Trojan ICs which get activated,

operated, or communicated to from the outside by means of analog signals.
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size or pin-outs and appropriate trigger conditions are easy

to identify and implement. In Section 3, we will show that

by using side-channel fingerprints, it is not too difficult to

identify the presence of a Trojan. But first we will mention

much simpler methods for detecting Trojans.

2.1. Trojan Detection via Simple Side-
channel Analysis

Even simple side-channel analysis can detect many types

of Trojan circuits. For example, a Trojan IC whose timing

is different for test inputs will get detected by timing anal-

ysis, or a Trojan IC which demonstrates a significantly dif-

ferent behavior compared to a genuine IC at any time dur-

ing the entire computation on the test data will get detected

using a Simple Power Analysis (SPA)/Simple Electromag-

netic Analysis (SEMA) [22, 11, 3] like technique on a single

power/EM trace.
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Figure 1. Genuine (green/grey) and Tro-

jan (blue/black) AES signals at 100MHz (left)

and 500Khz (right).

Another example of Trojan ICs that can be detected by

simple side-channel analysis are the ICs that have a rela-

tively large Trojan circuitry even if the circuitry remains

mostly inactive on the test data. This is because of the

fact that the total power consumption in a digital circuit

comprises the dynamic power consumption and the leak-

age power consumption whose individual contributions are

given by the following equation [8]:

P = (
1

2
· C · V 2

DD + Qse · VDD) · f · N
︸ ︷︷ ︸

dynamic power

+ Ileak · VDD
︸ ︷︷ ︸

leakage power

where C, Qse and VDD are technology dependent parame-

ters, N represents the switching activity and f is the clock

frequency. Note here that the leakage current, Ileak, de-

pends only on the number of gates in the circuit and the

fabrication technology. Since the dynamic power is linearly

dependent on the clock frequency and the switching activ-

ity, and the leakage power depends only on the circuit area,

one can discover a large Trojan circuit simply by running

the ICs at a very low clock frequency. For example, Fig-

ure 1 shows the details of the power signals from a non-

Trojan AES [2] circuit (green or grey) with an equivalent

area of 4302 2-input NAND gates and a Trojan AES circuit

(blue or black) with a 10-bit counter as the Trojan which

has an equivalent area of 247 2-input NAND gates. On the

left the circuit is clocked at 100 MHz and sampled at 1 ns

intervals and on the right the circuit is clocked at 500 KHz

and sampled at 200 ns intervals. The Trojan in this case is

roughly 5.6% of the total circuit size. At 100 MHz it is dif-

ficult to distinguish between the baseline power consump-

tion of the Trojan and non-Trojan ICs, however, the differ-

ence between their baseline power consumption is obvious

at 500 KHz. We would like to note that the functionality of

a dynamic circuit depends on a minimum clock frequency

which is required to refresh the storage nodes. This may be

a limitation for testing a circuit at extremely low clock fre-

quencies (below the minimum available clock frequency)

unless one utilizes special design techniques for refreshing

the storage nodes.

In fact the only types of Trojan ICs that can survive the

simple side-channel tests described above are those which

contain a small Trojan circuit and perform computations es-

sentially very similar to that done by the genuine IC to pro-

duce the expected results and to maintain the side channel

signal shape on test inputs. The additional computation on

the test data performed by such Trojan ICs may be relatively

simple such as testing for a trigger condition, monitoring or

otherwise storing information in preparation for changing

I/O behavior if activated.

Since the additional computation performed by a Trojan

IC on the test data has to be simple to avoid simple side-

channel tests, one may expect that distinguishing power/EM

signatures for such Trojan ICs could be hidden within the

signal measurement noise. However, signal measurement

noise can be easily eliminated by averaging over many sig-

nals obtained with the same input. Using averages over

many power/EM traces, even small power/EM contribu-

tions from the Trojan circuit relative to the main circuit can

be picked up. Figure 2 shows a simulation of how an av-

erage power signal would look like for the Trojan and gen-

uine AES circuits running at 100MHz. The signal from the

genuine AES circuit is shown in green (or grey) and the ad-

ditional signal introduced by the Trojan circuit is shown in

black. This additional signal riding on top of the expected
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non-Trojan signal is so large that it will easily stand out,

once signal measurement noise is reduced.
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Figure 2. Genuine AES signal in green/grey

overlayed with Trojan contribution in black.

The effectiveness of the averaging based detection tech-

nique above is only limited by the effect of process noise

on side-channel signals: No two ICs are exactly identical,

and process variations between different ICs manufactured

from the same specification manifest as slight differences

in the average side-channel signals for the same computa-

tion. The process noise is likely to be much smaller than the

measurement noise and the Trojan ICs that have a minimal

Power/EM footprint on the test data may escape detection

using signal averaging tests. However, as we will show in

the next section, just having a Trojan IC with a power/EM

profile during testing that is comparable to or less than the

process noise will not suffice to protect a Trojan IC against

more sophisticated testing and side channel analysis.

3. Trojan Detection Theory

Consider an IC I , that executes a calculation C. Also,

consider a power measurement M done on I when it is ex-

ecuting the computation C. The power trace obtained in

this measurement, r(t; I;C;M), can be modeled as con-

sisting of four components: (a) the mean power consump-

tion p(t;C) (the mean is computed over several measure-

ments done on several ICs from the same family during

multiple executions of the calculation C), (b) process noise

np(t; I;C), (c) measurement noise nm(t;M), and (d) pos-

sibly an extra power leakage τ(t; I;C) due to a Trojan

circuit in I . Note that in our model, the process noise

np(t; I;C) and the extra signal injected by the Trojan cir-

cuit τ(t; I;C) may depend on the particular IC I , and the

executed calculation C. Thus in our model the power trace

of a genuine IC is given by

rG(t; I;C;M) = p(t;C) + np(t; I;C) + nm(t;M) ,

and the Trojan IC adds an additional component to give

rT (t; I;C;M) = p(t;C) + np(t; I;C) + nm(t;M)

+ τ(t; I;C) .

Typically, the measurement noise nm(t;M) is a random

noise that varies on each measurement. Since none of the

other components of the power signal depends on the mea-

surement M , the random noise nm(t;M) can be eliminated

by averaging over a large number of measurements taken

from the same IC. Therefore, in the rest of this paper, we

will ignore the measurement noise, and work with the fol-

lowing models of the power traces for genuine and Trojan

ICs, respectively:

rG(t; I;C) = p(t;C) + np(t; I;C),

rT (t; I;C) = p(t;C) + np(t; I;C) + τ(t; I;C) .

If we assume that we have access to multiple genuine ICs,

then we can compute the mean of rG(t; I;C) over several

genuine ICs to eliminate the process noise np(t; I;C) and

calculate the mean power consumption p(t;C) that occurs

during the calculation C. Since the mean power consump-

tion p(t;C) is common among the power traces obtained

from both the genuine and the Trojan ICs, it can also be

subtracted out from all the power traces, and hence for our

analysis, we can assume that,

rG(t; I;C) = np(t; I;C),

rT (t; I;C) = np(t; I;C) + τ(t; I;C) .

We model the Trojan detection problem as follows.

Definition 1 Trojan Detection Problem. Given K gen-

uine ICs I1, I2, . . . , IK and the process noise signals

np(t; I1;C), np(t; I2;C), . . . , np(t; IK ;C) generated by

the ICs I1, I2, . . . , IK , respectively, during the execution

of the calculation C, and given an IC IK+1 with a mean

power trace r(t; IK+1;C) (mean taken over multiple

executions of calculation C with the average p(t;C)
subtracted), how can we determine if the IC IK+1 contains

a Trojan circuit?

In other words, we have the following two hypothesis

for genuine and Trojan ICs, respectively, and our goal is to

detect the correct hypothesis.

1. HG : r(t; IK+1;C) = np(t; IK+1;C)

2. HT : r(t; IK+1;C) = np(t; IK+1;C)+τ(t; IK+1;C)

The Trojan detection problem above can be viewed as

a signal characterization problem. We need to character-

ize the process noise np(t; I;C) and check if the signal un-

der hypothesis testing differs from the process noise. One
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powerful technique to find such characteristics is subspace

projection, where the signal r(t; IK+1;C) and the process

noise signals np(t; I1;C), np(t; I2;C), . . . , np(t; IK ;C)
from known genuine ICs are projected in a signal subspace

where signals from Trojan and genuine ICs are likely to

have different characteristics. The main obstacle in this

analysis is that we do not know the Trojan circuit or what

precisely it may be trying to accomplish. The Trojan IC may

be monitoring the clock, contents of a register, or transitions

on a bus. The power consumed by the Trojan may be cor-

related with the clock, input or output data, result of some

intermediate calculation, etc. In absence of this knowledge

apriori, it may seem that nothing short of a full characteri-

zation of the process noise would work.

However, in our initial experiments with simulated Tro-

jan ICs, we could easily find signal subspaces where charac-

teristics of the genuine and Trojan ICs differed considerably

without having to perform a full characterization of the pro-

cess noise. For example, consider an otherwise small Trojan

whose power consumption does not fall when the genuine

IC’s power consumption falls. This may be the case be-

cause the process noise within a signal trace is correlated

to the signal amplitude and thus drops off when the IC is

not consuming much power. An analysis performed on the

power traces at such points in time will easily pick up the

Trojan.

As an illustration, Figure 3 shows an RSA computation

(in green or gray) with the process noise (in red or dark

grey) and the Trojan signal (in black) simulated via a ±5%
random variation in cell libraries across processes. The

RSA signal shows periods of high power consumption cor-

responding to each modular multiplication operation, sep-

arated by a short time-interval of low power consumption

in between these multiplications. The Trojan power signa-

ture in this case is much smaller than the process noise in

general. However, in contrast, note that the process noise is

much smaller than the Trojan power signature and is largely

zero in between the modular multiplications, while the Tro-

jan signal displays a regular structure both during and in

between the modular multiplications since it is counting

clocks. Figure 4 shows the Trojan power signature and pro-

cess noise in one such region of low activity in between

two modular multiplications— in such regions, with its rel-

atively much larger magnitude the Trojan contribution to

the signal (black) stands out compared to the process noise

(green or grey).

Even when the IC’s power consumption, and therefore

the correlated process noise, does not fall relative to the Tro-

jan at any point in the computation, the Trojan ICs can be

detected by using advanced signal processing techniques.

In the rest of this paper, we will demonstrate the use of

Karhunen-Loève (KL) expansion [28, 10, 21] to detect Tro-

jan ICs. Using this technique we were able to determine
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all Trojans introduced into our RSA circuit under many dif-

ferent process-noise assumptions. Before we go into the

results obtained by using the KL expansion, we will briefly

describe its mathematical foundation.

Theorem 1 Suppose that {Yt, t ∈ [0, T ]} is a zero-mean

second-order random process with autocovariance function

CY (t, u) that is continuous on [0, T ]2, then CY can be ex-

panded in the uniformly and absolutely convergent series

CY (t, u) =

∞∑

k=1

λkψk(t)ψk(u), (t, u) ∈ [0, T ]2, (1)

where λk and ψk, for k = 1, . . . ,∞ are eigenvalues and

corresponding orthonormal eigenfunctions of CY . Further-

more, {Yt, t ∈ [0, T ]} can be represented by the following

mean-square convergent series:

Yt =

∞∑

k=1

Zkψk(t), 0 ≥ t ≥ T. (2)

where {Zk}
∞

k=1
is referred to as the KL coefficients of the

sample Yt.

While a discussion of the mathematical technicalities in

the above theorem is clearly outside the scope of this paper;

we note that the conditions under which the above theorem

holds are very mild and easy to satisfy [21].

The KL expansion essentially provides a separation of

the randomness and the time-variation of a random process:

the sequence {Zk}
∞

k=1
, loosely referred to as the eigen-

value spectrum of a sample, varies from sample to sample,

and has no time dependency, while ψk(t), eigenvectors of

the random process, are fixed from sample to sample, but

vary with time. Since we are interested in a characteriza-

tion of the randomness of the signals, we can just focus on

{Zk}
∞

k=1
.

The variance of the random variable Zk is given by

λk. Thus, if for a random process Yt, eigenvectors ψk

are arranged such that their corresponding eigenvalues λk

are monotonically decreasing in k, then for a sufficiently

large positive integer K, the sequence, Z1, . . . , ZK , cap-

tures most of the randomness contained in the process. Fur-

thermore, for k > K, Zk is close to zero (and has close to

zero variance) for any sample from the random process Yt.

In other words, the random signal Yt “lives” in a signal sub-

space spanned by ψ1(t), . . . , ψK(t), and it is absent from

the signal subspaces spanned by ψK+1(t), ψK+2(t), . . . .

We can exploit this fact to find Trojan ICs. By using the

KL expansion, we can find a signal subspace from which

the process noise is absent. Unless the Trojan signals com-

pletely live in the same subspace as the process noise, the

projection from the samples of Trojan signals in this sub-

space (say given by ZK+1, ZK+2, . . . ) would be non-zero

and show large variability in contrast to similar projection

from the samples of process noise which will be close to

zero and show close to zero variance (see Sections 5.1, 5.2,

and 5.3).

If the Trojan signal was very small, there is a possibil-

ity that the Trojan signal may completely live in the same

subspace as the the process noise. However, it is unlikely

that its spectrum characteristics would be exactly the same

as the process noise, e.g. in terms of mean and variance of

the eigenvalue spectrum. Such differences can be captured

by a statistical analysis of the spectrum (see Section 5.4).

Here we note a strong analogy of our technique to the emis-

sions spectroscopy technique used to detect trace amounts

of metals in a material. Each metal has a unique emis-

sion spectrum, and by comparing these spectrums emissions

spectroscopy can be used to detect minutes amounts of trace

metals (as small as 10 ppb) in a material.

We will now describe our experimental setup in Sec-

tion 4, followed by a discussion of results for different Tro-

jan circuits and process noises in Section 5.

4. Experimental Setup

4.1. ICs Used in Our Analysis

We used synthesized RSA circuits [24] for the analysis

presented in the rest of this paper. RSA circuits are used in

many systems and they are of high value to the attackers.

The Trojan added to these circuits was a simple counter or

comparator. In a counter based Trojan, the Trojan circuit

counts clock cycles and disables the IC after a threshold

is reached. In the case of a comparator based Trojan, the

Trojan circuit compares the data in a bus or a register against

a fixed value and alters the computation if there is a match.

4.1.1 RSA Circuits

Our RSA design employs the left-to-right binary square and

multiply exponentiation algorithm. We employ a scalable,

pipelined and high radix Montgomery Multiplier (MM) ar-

chitecture to realize square or multiply operations. The

operand length, word size, and pipeline depth in the MM

circuit are parameterized. All simulation results in this pa-

per were obtained for a pipeline depth of 8 and word size

of 8 bits. We chose these values of pipeline depth and word

size to have reasonable circuit area and speed that are in ap-

propriate ranges for real life applications. The memories to

hold operands, exponent and modulus, and the FIFO mem-

ory necessary for the pipeline structure are omitted from the

synthesized RSA circuit. Our RSA circuit design is shown

in the Appendix.

In order to generate a power trace, the circuit was re-

synthesized, flattened, power optimized, mapped, and then
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finally analyzed for power. Moreover, each step requires

simulation for back-annotation. The execution time of the

square and multiply algorithm is O(n), and the execution

time of MM algorithm is O(n2). This leads to an overall

execution time of O(n3). Therefore, the simulation time

as well as the size of the intermediate files used to capture

the switching activity grows very quickly. For instance, for

512-bit operands and a 16-bit short exponent, the generation

of a single power trace takes about 4 hours on a high-end

workstation. Due to these constraints, in our simulations

we used RSA circuits for only 256-bit or 512-bit operands

rather than the typical sizes of 1024-bit or more. The 256-

bit RSA circuit we used has an equivalent area of 27909
2-input NAND gates and average power consumption of

2.239 mW, whereas the 512-bit RSA circuit has an equiv-

alent area of 27914 2-input NAND gates and average power

consumption of 3.001 mW. Both the 256-bit and 512-bit

RSA circuits had a maximum clock frequency of 617 MHz.

4.1.2 Trojan Circuits

In our experiments, we used three different Trojan cir-

cuits. The first Trojan circuit was a 16-bit counter with an

equivalent area of 406 2-input NAND gates which occupies

roughly 1.4% of the total circuit area of the RSA circuits

described earlier. The second Trojan circuit was a simple

8-bit sequential comparator with an equivalent area of 33
2-input NAND gates. As a final attempt, in order to test

the limits of our technique, we used an even simpler 3-bit

combinational comparator with an equivalent area of only 3
2-input NAND gates. Figures 5 and 6 show the VHDL code

for the simple 8-bit sequential and 3-bit combinational Tro-

jan comparator circuits. Note that the area of Trojan circuits

used in our experiments goes from 406 gates to 33 gates to 3

gates, roughly an order of magnitude decrease at each step.

4.2. Testbed Used for Circuit Simulation
and Power Trace Generation

We used Synopsys Core Synthesis Tools [25] with the

0.13 µm, 1.0 V technology library tcb0131vhptc of Taiwan

Semiconductor Manufacturing Company (TSMC) for the

synthesis of the RSA circuits with and without the Trojan.

We also used ModelSim SE/PE 5.7g [20] for simulation and

switching activity analysis and Synopsys PrimePower Stan-

dAlone [26] for power analysis. Then we conducted sim-

ulations and obtained power traces for different scenarios.

We ran our simulations at 50 MHz clock frequency.

4.3. Modeling Ambient Noise and Process
Variations

Since no two ICs are identical even if they use the same

masks and go through the same fabrication process, their

side-channel signals differ even for the same input. We call

this variation process noise. In our experiments, we mod-

eled the process noise by randomly altering the parameters

of the TSMC technology library in the range of ±2%, ±5%
or ±7.5%. Each different variation of parameter values rep-

resents a different physical circuit manufactured through the

same process.

5. Experimental Results

5.1. Experiment 1: 512-Bit RSA Circuit
with a 16-Bit Counter Based Trojan
and with ±2% Parameter Variations

For this experiment, we used the 512-bit RSA circuit

with the 16-bit counter based Trojan. Recall that the 16-bit

counter based Trojan has an equivalent area of 407 2-input

NAND gates, and it occupies roughly 1.4% of the total cir-

cuit area.

To emulate the process noise, we introduced ±2% ran-

dom variations in the library parameters to obtain 15 new

libraries and compiled them using the Synopsys Library

Compiler [27]. We then used each compiled library (typical

library as well as 15 new libraries) to synthesize 16 genuine

ICs and 16 ICs with Trojan. We then conducted power sim-

ulations and obtained 16 traces for RSA and 16 traces for

the Trojaned RSA.

Figure 7 shows the eigenvalue spectrum of the signals

(40 contiguous sample points) taken in the middle of a mod-

ular multiplication operation where the process noise is the

highest in amplitude. The spectrum for ICs with Trojans are

plotted in blue (or black) and the spectrum for the genuine

ICs are plotted in green (or grey). As we can see in Fig-

ure 7, even though we analyzed a very short trace segment,

the eigenvalue spectrums of the genuine ICs and ICs with

Trojans stand apart on the eigenvectors 12 and 14, yielding

a simple test to detect Trojan ICs.

Note that the power-traces used to derive the results

given above were obtained by using a single key value. We

have verified that the value of the used key does not change

our results.

5.2. Experiment 2: 256-Bit RSA Circuit
with the 16-Bit Counter Based Trojan
and with ±5% Parameter Variations

The main goal of this experiment is to emulate larger

process variations. To expedite power-trace simulations, we

used the 256-bit RSA circuit instead of using the 512-bit

RSA circuit in this experiment. This circuit has approxi-

mately the same area as the 512-bit circuit, thus preserving

the ratio of Trojan area to total circuit area.
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% Create garbage data.
constant wdata_z : std_logic_vector(WORD_SIZE-1 downto 0) := (others =>’Z’);
process (clk, reset)
begin

if reset = ’0’ then
Trojan <= ’0’; % On Reset set Trojan register bit to 0

elsif (clk’event and clk = ’1’) then
% On clock do 8-bit comparison of bus with fixed value and set Trojan bit if there is a match

Trojan <= (((d_from_fifo(0) nand ’1’)) and (d_from_fifo(1) nand ’1’) and ((d_from_fifo(2)
nand ’1’)) and (d_from_fifo(3) and ’1’) and ((d_from_fifo(4) and ’1’)) and (d_from_fifo(5)
nand ’1’) and ((d_from_fifo(6) and ’1’)) and (d_from_fifo(7) and ’1’)) ;

end if;
end process;
% If Trojan register bit is set then output garbage results instead of actual results
with Trojan select wdata <= wdata_z when ’1’,

wdata_actual when others;

Figure 5. VHDL code for the 8-bit sequential Trojan comparator circuit.

% Trojan: output of combinatorial circuit comparing 3 data/exponent bits with fixed value

Trojan <= ((d_from_fifo(0) nand ’1’) and (e_data(1) and ’1’) and (e_data(0) and ’1’)) ;

% Trojan output ORed into last bit of data used in calculation

wdata <= wdata_actual(7 downto 1) & (wdata_actual(0) or Trojan);

Figure 6. VHDL code for the 3-bit combinational Trojan comparator circuit.
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Figure 7. Projections of power traces from

genuine and Trojan ICs on process noise

eigenvectors, Experiment 1.

To emulate larger process noise, we increased the range

of random library-parameter variations to ±5%, and com-

piled them using the Synopsys Library Compiler [27]. We

then used each compiled library (typical library as well as

15 new libraries) to synthesize 16 genuine ICs and 16 ICs

with Trojan just as was done for the first experiment. For

each synthesized circuit, we conducted power-trace simula-

tions.

However, this time, for both the genuine and Trojan RSA

circuits, 4 out of 32 power traces, corresponding to two spe-

cific technology library variations, resulted in abnormal be-

havior at exactly the same region of the power traces. We

believe this behavior is caused by the increased amount of

random variation in the technology library that may break

the piecewise linear model for some VLSI cells. In turn, that

may lead to anomalous signals being produced during sim-

ulations. In our analysis, we ignored the anomalous power

traces, and proceeded with only 28 power traces.

Figure 8 shows the eigenvalue spectrum of the power-

trace signals (40 contiguous sample points) taken in the

middle of a modular multiplication operation where the

process noise is the highest in amplitude. With the larger

parameter variations, in this case, the process noise has

roughly the same magnitude as the extra power leakage

caused by the Trojan. However, even in this case, the traces

from genuine and Trojan circuits clearly differ in the 12-

th and 13-th eigenvectors. Thus once again, the eigenvalue

spectrum yields a simple test to distinguish Trojan ICs from

the genuine ones.
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genuine and Trojan ICs on process noise

eigenvectors, Experiment 2.

5.3. Experiment 3: 256-bit RSA Circuit
with the 8-bit Sequential Comparator
Based Trojan and with ±5% Parame-
ter Variations

The goal of this experiment is to push the limits of our

technique even harder by decreasing the size of the Trojan

circuit by an order of magnitude. The 8-bit sequential com-

parator based Trojan used in this experiment has an equiva-

lent area of 33 2-input NAND gates constituting only 0.12%
of the total circuit area. We kept the parameter variations

in the same range of ±5% as used in the second experi-

ment. It turns out that with the smaller Trojan circuit, the

power-trace contribution of the Trojan is now much smaller

in magnitude than the process noise (see Figure 9).

In the resulting power traces, we found that either the

Trojan signals are completely enveloped inside the larger

process-noise signals (Figure 10) or the Trojan signals

step out of the process-noise envelop at certain sample

points (Figure 10). We found that in either case, it is pos-

sible to detect the Trojan signals by using the KL analy-

sis. It was interesting to note that Trojan detection is eas-

ier when the Trojan signals step out of the process-noise

envelope. Figure 11 shows the eigenvalue spectrums of

the genuine ICs and the ICs with Trojan obtained by tak-

ing 30 contiguous sample points in time. Note that in the

first case, when Trojan signals are completely within the

process-noise envelope, the traces from the genuine and

Trojan circuits clearly separate in the 14-th and 15-th eigen-

vectors. In contrast, in the second case, when Trojan signals

step out of the process-noise envelope, the traces start sep-

arating earlier in the 8-th eigenvector and separate more of-

ten, e.g. at the 11-th, 13-th, 15-th, 17-th ,18-th and 20-th

eigenvectors.
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Figure 10. Trojan signals (blue or black) in-

side (top figure) and outside (bottom figure)

the process noise envelopes (green or grey),

Experiment 3.

5.4. Experiment 4: 256-bit RSA Circuit
with the 3-bit Combinational Com-
parator Based Trojan and with ±7.5%
Parameter Variations

Finally, in order to explore the limit of the proposed tech-

nique, we shrunk the Trojan size by another order of mag-

nitude and increased the range of parameter variations to

±7.5%. We used the simple 3-bit combinational compara-

tor based Trojan which has an equivalent area of only 3 2-

input NAND gates constituting only 0.01% of the total cir-

cuit area. As shown in Figure 12, in this case, the process

noise completely overwhelms the Trojan signal.
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Figure 9. Genuine RSA (top:green or grey), process noise (offset, middle: red or dark grey) and

Trojan (offset, bottom: black), zoomed in on the right.
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on process noise eigenvectors when Trojan signal is hidden inside (left figure) and stepping out of
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Figure 12. Genuine RSA (top: green or grey) with process noise (offset, middle: red or grey) and

Trojan (offset, bottom: black) on the left and a zoomed in version on the right.
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Figure 13. Eigenvalue spectrums of signals

from genuine (green or grey) and Trojan (red

or dark grey) ICs, Experiment 4.

Figure 13 shows the eigenvalue spectrums of the power-

traces obtained from genuine ICs and ICs with Trojan, ob-

tained by taking 50 contiguous sample points. Note that

in this case the eigenvalue spectrum from the genuine and

Trojan ICs do not separate and are not distinguishable. So

Trojan detection finally seems to be a challenge. We tried

the following two ad-hoc approaches to remedy the situa-

tion.

5.4.1 Approach 1. Statistical Analysis of the Eigen-

value Spectrums

In this approach, we first partition all signals into disjoint,

contiguous time windows. Then we perform the KL anal-

ysis for each window by finding the eigenvectors of the

process-noise using only the non-Trojan signals. Then we

project the non-Trojan signals on to these eigenvectors and

determine the mean µ and the standard deviation σ of the

spectrum for each eigenvector. To check whether any given

signal belongs to a genuine IC or an IC with Trojan, we

find its eigenvalue spectrum by projecting it on the process-

noise eigenvectors. If the eigenvalue spectrum is outside the

µ ± 4σ envelope for any eigenvector and for any time win-

dow, then we make the assertion that the signal is coming

from an IC with Trojan. Likewise, if the whole spectrum

stays inside the µ± 4σ envelope for all time windows, then

we make the assertion that the signal is coming from a gen-

uine IC (see Figure 14).

Using this statistical approach, we tested 49 ICs with

Trojan using 70 time windows and achieved 100% success

rate in detecting them as Trojan. We also tested 49 genuine

ICs using the same 70 time windows and only one of them

was falsely detected as Trojan resulting in a 2% false Tro-

jan assertion rate. This single false Trojan case can be seen

on the right of Figure 14. Figure 15 provides an alternative

perspective on the efficacy of this approach. Clearly, our

statistical method for detecting very small Trojans requires

improvements and we need to develop the theory in this area

more.
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Figure 15. Percentage rates of true (blue or

black) and false (green or grey) Trojan de-

tection over adjacent time-windows, Experi-

ment 4: Approach 1.

Figure 16. Experiment 4, Approach 2: Filter-

ing and using only the data in low process

noise regions.

5.4.2 Approach 2. Filtering the Signals and Focusing

on Low Noise Regions

Another idea for Trojan detection for such high process-

noise is to go back to the original KL analysis and focus on
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Figure 14. Eigenvalue spectrums of genuine (green or grey) and Trojan (red or dark grey) ICs with µ+
i × σ envelopes in black (left figure). False Trojan detection (right figure). Experiment 4: Approach 1.

the regions that have lower process-noise (see Figures 16

and 17). Note that unlike the earlier case described in

Section 2.1, where in low noise regions the Trojan over-

whelmed the process noise, in this case, it is the other way

around—process noise is overwhelming. However, in the

KL analysis, we are able to obtain a clear separation be-

tween the eigenvalue spectrums of the signals from the gen-

uine and Trojan ICs at multiple eigenvectors. In particu-

lar, Figure 18 shows that for our experiments the eigenvalue

spectrums of the genuine ICs and ICs with Trojans stand

apart on the eigenvectors 43, 46 and 48.
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Figure 17. Process noise (green or grey) and

Trojan signal (blue or black) observed in low

noise regions, Experiment 4: Approach 2.
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Experiment 4: Approach 2.
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6. Conclusions

In this paper, we demonstrated the feasibility of building

effective fingerprints for an IC family to detect Trojan ICs.

We designed and synthesized an RSA circuit and three dif-

ferent Trojan circuits. We used the power traces obtained

from the simulations of these circuits to built the IC finger-

prints. We modeled three sets of process variations by creat-

ing random variations (up to ±2%, ±5% and ±7.5%) in the

cell libraries that were used to synthesize the designs. In all

cases, fairly simple analysis of the power signals could dis-

tinguish genuine ICs from those containing Trojan circuits

down to 0.01% of the size of the main circuit.

We showed that in general it is difficult to hide signal

distortions introduced by a Trojan circuit as a Trojan cir-

cuit leaks signal in signal subspaces that are not present in

genuine ICs. For many Trojans, these subspaces are easy

to find, for example, the signal from a Trojan circuit may

leak when the rest of the circuit is not active. We showed

that even when Trojan signal is well-hidden within the vari-

ations of the signals generated by the process-noise, it can

be detected by signal processing techniques.

As discussed in the introduction, we believe that even

an adversary with general knowledge of this fingerprinting

technique will incur great difficulty and cost in manufactur-

ing a Trojan that can survive these tests since, apriori, the

adversary doesn’t know the side-channels or the parame-

ters of the testing process (e.g. clock frequency) being con-

sidered. Furthermore, side-channels such as EM, consist

of multiple sub-channels due to spatial and non-linear ef-

fects [22, 11, 3], and the full characterization of the Trojan

signal and the process noise can only become clear when

the ICs get manufactured. Thus the adversary has a difficult

task of designing a Trojan circuit that would not leak in any

of the side channels for any of the test parameters.

For our future work, we would like to make two improve-

ments to the methodology presented in this paper. First, in-

stead of working with simulated ICs, we would like to work

with real fabricated ICs. Second, we would like to work

with much larger ICs to cover general purpose micropro-

cessor architectures. Both of these improvements require

a significant investment of capital. A goal of this research

work was to convince ourselves (and our sponsors) that the

approach of using signal processing techniques has a po-

tential to detect minute Trojan circuits without resorting to

destructive testing.

We also plan to widen the scope of our study to include

more side-channels, specifically EM emissions, to pick up

the localized spatial distortions introduced by a Trojan cir-

cuit and also explore other signal processing techniques to

evaluate their relative efficacy in detecting Trojan ICs.
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A. RSA circuit block diagram
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Figure 19. Block diagram of the RSA circuit.
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