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ABSTRACT

Northern Hemisphere tropical cyclone (TC) activity is investigated in multiyear global climate simulations

with the ECMWF Integrated Forecast System (IFS) at 10-km resolution forced by the observed records of sea

surface temperature and sea ice. The results are compared to analogous simulationswith the 16-, 39-, and 125-km

versions of the model as well as observations.

In the North Atlantic, mean TC frequency in the 10-km model is comparable to the observed frequency,

whereas it is too low in the other versions. While spatial distributions of the genesis and track densities improve

systematically with increasing resolution, the 10-km model displays qualitatively more realistic simulation of the

track density in the western subtropical North Atlantic. In the North Pacific, the TC count tends to be too high in

thewest and too low in the east for all resolutions. Thesemodel errors appear to be associatedwith the errors in the

large-scale environmental conditions that are fairly similar in this region for all model versions.

The largest benefits of the 10-km simulation are the dramatically more accurate representation of the TC

intensity distribution and the structure of the most intense storms. The model can generate a supertyphoon

with a maximum surface wind speed of 68.4 m s21. The life cycle of an intense TC comprises intensity fluc-

tuations that occur in apparent connection with the variations of the eyewall/rainband structure. These

findings suggest that a hydrostatic model with cumulus parameterization and of high enough resolution could

be efficiently used to simulate the TC intensity response (and the associated structural changes) to future

climate change.

1. Introduction

Tropical cyclones (TCs)—intense warm-core atmo-

spheric vortices that form over the tropical waters and

are accompanied by heavy rainfall and strong surface

winds—belong to the category of extremeweather events.

Landfall of these systems can cause large human and

material losses in many parts of the world. There has been

a growing demand for climate models to accurately rep-

resent the statistical properties of TCs, as evidence suggests

that these events may increase in intensity in connection

with climate change (Solomon et al. 2007).

For decades, the ability of global atmospheric models

to simulate TCs has been limited by, among other fac-

tors, inadequate horizontal resolution, which in turn has

been limited by available computing resources. Although

it has been known for some time that low-resolution

models are capable of simulating hurricane-type vortices

(see review by Walsh 2008), these systems differ sub-

stantially from observed TCs. Here ‘‘low resolution’’
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refers to horizontal grids on the order of 100 km and

larger, although the authors acknowledge that the exact

definition is subject to debate and may change over time.

Specifically, the intensity and the size of TCs depend

crucially on the horizontal grid size with higher wind

speeds and smaller scales at higher resolutions (e.g.,

Bengtsson et al. 2007b). The full three-dimensional

structure of the storms also becomes more realistic as

the resolution is increased.

An accurate representation of the TC intensity and

structure requires grids that are fine enough to resolve

sharp gradients in the inner core (eye and eyewall) of an

intense stormwhere a typical eye diameter is on the order

of 10–50 km (see Fierro et al. 2009 and the references

therein). Numerical experiments with cutting-edge TC

prediction models recommend grid spacing of less than

5 km (1–2 km preferred) (Chen et al. 2007; Fierro et al.

2009; Gentry and Lackmann 2010). Computing capabil-

ities to run models at such high resolutions for a global

domain over climate time scales of months to decades are

currently virtually nonexistent. Other approaches, such

as limited-area regional climate models (e.g., Knutson

et al. 2007) and/or downscaling (e.g., Walsh 2008; Bender

et al. 2010), have been employed in the meantime. While

these approaches remain viable alternatives, global

climate models are in principle a better tool to simulate

TCs. This is because regional models are sensitive to

several issues such as the choice of domain size, positioning

of the boundaries, using only boundary conditions, or also

enforcing the large-scale in the interior, to name a few,

which could be the source of additional errors. These are

not issues with global models. Most importantly, the two-

way interaction between the TCs and the large-scale en-

vironment is preserved in the globalmodeling framework

(see, e.g., Trenberth and Fasullo 2007).

In recent years, the finest-resolution global climate

simulations have utilized grids in the range of 20 to 50 km

(e.g., Oouchi et al. 2006; Zhao et al. 2009; Caron et al.

2010; Murakami and Sugi 2010) and have been per-

formed with atmospheric general circulation models

(AGCM) of relatively uniform resolution forced by sea

surface temperature (SST) at the lower boundary. While

some features of cyclogenesis and track density have

been shown to improve in this resolution range (Caron

et al. 2010), the common aspect of these simulations is

that the most intense storms are not generated. In part,

this could still be a consequence of insufficient resolution.

In this study, we use multiyear global AGCM simu-

lations at multiple horizontal resolutions ranging from

125 to 10 km (see section 2) to investigate the benefits of

fine resolution for simulating the characteristics of the

NorthernHemisphere (NH) TC activity. Themodel used

is the European Centre for Medium-Range Weather

Forecasts (ECMWF) Integrated Forecast System (IFS)

operational weather forecast model, which is one of the

most advanced models in terms of predictive skill and

high spatial resolution (Bechtold et al. 2008). These

very high-resolution global climate simulations have

been performed as part of Project Athena (Kinter et al.

2011, manuscript submitted to Bull. Amer. Meteor. Soc.;

Jung et al. 2012) in response to the call for a revolution in

seamless weather and climate modeling made at the

World Modeling Summit, held in May 2008 in Reading,

United Kingdom (Shukla et al. 2009). This project

brought together an international team of over 30 scien-

tists to determine the feasibility of using dedicated high-

end computing resources to rapidly accelerate progress in

simulating climate variability and global climate change.

The goal of this study is 1) to perform a systematic

comparison of the TC statistics using a single AGCM

integrated at widely varying and very high horizontal

resolutions, extending thereby the resolution sensitivity

studies of Bengtsson et al. (2007b), Caron et al. (2010),

and Murakami and Sugi (2010) that investigated resolu-

tions of up to T319, 0.3 degrees and T959, respectively;

and 2) to determine whether there are any distinct im-

provements in the simulation of the TC intensity, struc-

ture, geographic distribution of cyclogenesis locations

and tracks at the highest resolutions (10–16 km) in a

model that still uses the hydrostatic approximation and

parameterized cumulus convection (see section 2).

Because of the computational constraints, ensemble

simulations for the experiments analyzed have not been

performed, which considerably limits the ability to study

interannual TC variability (e.g., Vitart et al. 1997). For

this reason, the focus of the present study is primarily on

gross features of the TC climatology rather than vari-

ability, although some aspects of the TC variability are

presented below.

This paper is organized as follows. Section 2 contains

the description of themodel and numerical experiments,

including the model and observational data. Section 3

details methodologies of identifying and tracking TCs.

In section 4, the climatology of TC formation and tracks

for all available model resolutions is presented and dis-

cussed. The intensity distribution and the structure of

tropical cyclones are described in sections 5 and 6, re-

spectively. A short discussion of the interannual vari-

ability of the simulated TC statistics is included in section

7, and a summary and conclusions are given in section 8.

2. Model, numerical experiments, and data

The ECMWF IFS model consists of a dynamical

component and a comprehensive physics package

for processes requiring parameterization (European
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Centre for Medium-Range Weather Forecasts 2009).

The dynamical component applies the spectral trans-

formmethod to represent horizontal gradients with high

accuracy while using a semi-implicit, semi-Lagrangian

numerical scheme to step the equations forward in time

(Temperton et al. 2001). In the vertical, a finite-element

discretization using cubic B-splines as basis functions is

employed (Untch and Hortal 2004). The physics package

includes a cumulus convection parameterization that is

a bulk mass flux scheme (Tiedtke 1989), which considers

deep, shallow, and midlevel convection. Cloud and large-

scale precipitation processes are described by prognostic

equations for cloud water/ice and cloud fraction and

diagnostic relations for precipitation (Tiedtke 1993;

Sundqvist 1978). Vertical turbulent transport is modeled

using an eddy-diffusivity mass-flux approach (Köhler

2005). Land surface processes are represented by the

revised land surface Hydrology Tiled ECMWF Scheme

for Surface Exchanges over Land (HTESSEL) (European

Centre for Medium-Range Weather Forecasts 2009).

Recent revisions to the physical parameterizations

implemented in the IFS cycle Cy32r3, which is used in

Project Athena, are described in Jung et al. (2010). They

include the introduction of a convective entrainment

rate proportional to the environmental relative humid-

ity and the removal of the imposed strong coupling be-

tween the large-scale and the convection, and the variable

convective adjustment time scale set proportional to the

convective turnover time scale. These changes have led to

higher levels of model activity with tropical variability

becoming more realistic (see Bechtold et al. 2008).

For Project Athena, the IFS was integrated at four

horizontal resolutions: spectral truncations of T159

(125 km), T511 (39 km), T1279 (16 km; currently used

operationally to produce medium-range weather fore-

casts), and T2047 (10 km), each with 91 levels in the

vertical.1 For the lowest three resolutions, 13-month

hindcasts were carried out for 1960–2007, initialized on

1 November of each year. For the T2047 simulation, 13-

month hindcasts were performed for 1989–2007. No

tuning or other changes to parameterizations weremade

between these model resolutions, except that in the

model code, the convective adjustment time-scale has

a resolution-dependent term. The SST and sea ice bound-

ary conditions are the same 1.1258 data that were used for

the 40-yr ECMWF Reanalysis (ERA-40) (Uppala et al.

2005). These data are monthly before 1990 and weekly

starting in 1990 and are interpolated to daily values and in

space to the IFS grid at each resolution. Beginning in 2002,

daily SST and sea ice from the ECMWF operational sys-

tem are used. More details about the experimental design

and overall climate simulation results are provided in Jung

et al. (2012).

To keep data processing and storage at manageable

levels, TC analysis is performed for the Northern Hemi-

sphere (NH) and the part of the year from May to No-

vember (MJJASON season), which encompasses most

of the TC season in the NH (e.g., Emanuel 2003). The

analysis focuses on 19 years (1990–2008), which is the

common period of all four experiments. For the lowest

three resolutions, the analysis has also been extended

to 30 years (1979–2008), and the results are presented

where applicable.

To compare model results with global observations

of TCs, we use data from the International Best Track

Archive for Climate Stewardship (IBTrACS version

v02r01, referred to hereinafter as IBTrACS; Knapp et al.

2010; available online at http:// www.ncdc.noaa.gov/oa/

ibtracs/). IBTrACS uses 10-min-average wind speed at

10-m elevation for the maximum sustained wind (MSW)

estimate. This closely corresponds to themodel definition

ofMSW (see section 3). We also use the same conversion

coefficient between 1- and 10-min winds equal to 0.88

(see Knapp et al. 2010) to adjust TC thresholds. Thus, the

‘‘tropical storm’’ threshold of 17.5 m s21 (34 kt) defined

for the 1-min MSW becomes 15.4 m s21 (30 kt) for the

10-minMSW.We also follow the definitions of the ocean

basins used in the IBTrACS.

3. Identification and tracking of tropical cyclones

The initial TC identification and tracking is similar to

that used in Bengtsson et al. (2007a) and is based on the

tracking algorithm of Hodges (1995, 1999). It detects

vortices in the NH as maxima in the 850-hPa relative

vorticity field (available every 6 h) with values greater

than 5 3 1026 s21 (at a spectral resolution of T42). A

post-tracking lifetime filter of 2 days is applied. The

displacement distance of the selected vortices should

satisfy a minimum of 108 (;1000 km) over the lifetime

of the vortex. This second filter primarily acts to remove

monsoon depressions in the north Indian Ocean and

extreme northwest Pacific. The IFS tends to produce an

excessive number of these systems at all resolutions (not

shown), which tend to be overly strong (see discussion in

section 4a) and therefore are identified as TCs without

the displacement distance filtering. However, some slow-

moving TCs in the Caribbean Sea and theGulf ofMexico

are also filtered out (not shown), the consequence of

which is discussed later in section 4b.

To separate TCs from other synoptic systems, a num-

ber of criteria need to be satisfied. These generally

1 Values given in parenthesis are the approximate spacings of the

corresponding reduced Gaussian grids.

1 JUNE 2012 MANGANELLO ET AL . 3869

Unauthenticated | Downloaded 08/21/22 01:02 PM UTC



include 1) a structural requirement for a storm to have

a warm core to exclude midlatitude cyclones and other

tropical systems that are not TCs and 2) an intensity

threshold imposed on surface or low-level wind speed,

or low-level vorticity, along with the formation region

and duration requirements. Although there is no unique

way to define TCs in amodel simulation, in many studies

the magnitudes of the chosen criteria are not well jus-

tified or explained (Walsh et al. 2007). We believe that

there are essentially two ways to approach this issue: ei-

ther the model TC identification criteria need to closely

match the observational ones, and therefore the focus

should be on the surface characteristics of TCs; or cali-

bration of TC counts against observations (or reanalyses)

needs to be performed to obtain the magnitude of pre-

ferred detection thresholds. We have chosen to focus on

the first approach, as our goal is to directly assess model

results against observations. In this case, our TC identi-

fication criteria generally follow the guidelines of Walsh

et al. (2007) (see Table 1). Application of this set of cri-

teria could also be viewed as a tough test of a model’s

ability to generate a sufficient number of intense TCs—a

test that the model needs to pass to be considered for

climate change simulations. To apply the conditions spec-

ified in Table 1, all initial tracks are referenced to the

vorticity field at all available levels between 850 and

250 hPa and at N80 resolution common to all experi-

ments, using a steepest ascent maximization.2 This is

performed recursively starting at 850 hPa and using the

maxima found at the previous level as a starting point.

Steepest descent minimization is employed to reference

tracks to the full resolution minimum sea level pressure

(SLP), and a direct search is used to reference tracks to

the full resolution maximum 10-m wind speed. All ref-

erencing of the tracks to other fields is performed with

a search radius constrained to 58 of the storm center. For

the direct comparison with observations, IBTrACS data

are processed in a similar fashion imposing criteria 1 and

4 of Table 1.

4. Climatology of tropical cyclone formation and

tracks

We begin our analysis of the model TC activity by

comparing simulated and observed mean TC frequency

along with the geographical distributions of cyclogenesis

and track densities. The mean TC count, either for the

NH as a whole or each basin examined, increases with

the model resolution, in agreement with Caron et al.

(2010). The total NH mean TC frequency is too low at

T159, fairly realistic at T511 and too high at T1279 and

T2047 for both periods of analysis (see Table 2). How-

ever, in the North Atlantic and the northeast Pacific, the

model tends to produce a realistic number of TCs at the

highest two resolutions, particularly at T2047. There are

generally too few TCs in these basins at T511 and even

fewer at T159, which is a known property of low-resolution

global models (e.g., Camargo et al. 2005). The number

of TCs is excessive in the northwest Pacific and the

north Indian Ocean in all simulations except for T159.

Although the relative contribution of the TC counts to

the NH totals is consistently too high in the northwest

Pacific and too low in the northeast Pacific and theNorth

TABLE 1. TC identification criteria.

Horizontal resolution of the IFS experiment

T2047 T1279 T511 T159

1. Surface (10-m) wind speed threshold, m s21

(intensity threshold)

15.4a 15.4a 14.1a,b 11.9b,c

2. Difference in vorticity between 850 hPa and 250 hPa

(a warm core condition)

Larger than zero for all resolutions

3. Vorticity max at each level between 850 and 250 hPa

(a coherent vertical structure condition)

Applied to all resolutions

4. Criteria 1–3 are achieved for four consecutive

time steps (24 h)

Applied to all resolutions

5. Cyclogenesis (first identification) occurs between

08–208N over land and 08–308N over oceans

Applied to all resolutions

a Observed ‘‘tropical storm’’ threshold for 10-minMSW is used. No correction for model time step is made for T2047 (7.5-min time step),

T1279 (10-min time step), and T511 (15-min time step).
b Surface wind speed threshold is further adjusted for model resolution based on Fig. 2 in Walsh et al. (2007). Values derived from

a selection of Hurricane Research Division (HRD) wind analysis are used.
c Observed tropical storm threshold for 10-minMSW is used after the correction formodel time step. Time step for T159 is one hour. One-

hour average winds are converted to 10-min winds using coefficient 1.03 (Harper et al. 2009).

2 Reference is made to the N80 full Gaussian grid, which has 320

longitudinal grid points (independent of the latitude) and 160 lat-

itudinal grid points, symmetric about the equator.
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Atlantic across all resolutions, similar to other models

(e.g., Camargo et al. 2005; Bengtsson et al. 2007a; Zhao

et al. 2009), this bias tends to decrease with highermodel

resolution (not shown).

The geographic distribution of TCs is shown for gen-

esis and track density for the North Pacific and theNorth

Indian Ocean (Fig. 1) and for the North Atlantic (see

Fig. 3), computed from the IBTrACS data and the

TABLE 2. Climatological mean and standard deviation (std) of the TC frequency per ocean basin for theMJJASON season during 1990–

2008 and 1979–2008 (in parenthesis) for IBTrACS (Obs) and IFS simulations. Units are numbers per season. Differences between the

model results and the corresponding observational values that are statistically significant at the 95% confidence level, using a two-sided

Student’s t test, are shown in bold.

Obs

IFS

T2047 T1279 T511 T159

Mean Std Mean Std Mean Std Mean Std Mean Std

NH 55.4 (54.1) 6.1 (6.5) 73.7 7.1 62.3 (62.0) 6.0 (5.9) 59.6 (57.9) 6.8 (6.5) 42.7 (42.7) 5.1 (5.6)

North Atlantic 12.5 (11.1) 4.4 (4.2) 10.7 3.0 9.2 (9.0) 2.9 (2.7) 7.2 (7.1) 3.0 (2.8) 5.3 (5.0) 2.5 (2.5)

Northeast Pacific 14.8 (15.4) 4.0 (4.3) 12.9 3.3 12.7 (12.4) 4.1 (3.9) 11.3 (10.9) 4.1 (3.6) 5.9 (6.1) 2.3 (2.7)

Northwest Pacific 23.8 (23.6) 4.5 (3.9) 39.0 5.8 31.2 (30.6) 4.4 (5.1) 32.1 (31.0) 4.8 (4.9) 25.7 (26.3) 5.6 (5.7)

North Indian 4.4 (3.9) 2.1 (1.9) 9.9 3.4 8.7 (9.4) 2.2 (2.5) 7.9 (8.0) 2.9 (2.4) 4.8 (4.5) 2.5 (2.2)

FIG. 1. North Pacific and the north Indian Ocean (left) genesis and (right) track densities as number density per

season per unit area equivalent to a 58 spherical cap for (a),(f) IBTrACS (Obs) and IFS simulations at (b),(g) T2047,

(c),(h) T1279, (d),(i) T511, and (e),(j) T159 resolutions.
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generated cyclone tracks using the spherical kernel

method (Hodges 1996). A direct comparison of the sim-

ulated distributions based on the original tracks with the

observed ones, however, is difficult because of the dif-

ferences in the cyclogenesis definition between themodel

and the observations. In the model, cyclogenesis is

defined by the appearance of a weak initial vortex (see

section 3) with a surface wind speed generally lower

compared to the first records of the observed TCs (corre-

sponding to the tropical depression stage of the devel-

opment); also the observed TC tracks tend to be truncated

once the identification criteria fail to be fulfilled even if

the storm continues as an extratropical cyclone. There-

fore, model storms contain both earlier and later stages

of a life cycle than the observed storms. To reduce these

differences, the genesis and track statistics shown inFigs. 1

and 3 were computed using model tracks modified to be

more in line with the observations. That is, model cyclo-

genesis was redefined based on the surface wind speed

magnitude that ismost frequently found in the first records

of the observed TCs. This value is equal to 11.3 m s21 for

the NorthAtlantic and the northeast Pacific and 6.8 m s21

for the northwest Pacific and the north Indian Ocean on

the basis of the IBTrACS data for 1990–2008. The first few

records in the model TC tracks were therefore omitted if

the simulated surface wind speed was below the corre-

sponding threshold, specified above, adjusted for model

resolution in the T511 and T159 cases. Wemust note that

no adjustments to the decaying stages of the model TCs

were made, that is, model cyclolysis was not redefined,

which could be the source of some of the differences

between the simulated and the observed track densities.

a. North Pacific and the north Indian Ocean

In the northwest Pacific, the genesis density is well

simulated in all model integrations, although there are

distinct deficiencies at the lowest two resolutions (Fig. 1,

left panels): the region of the highest concentration of

cyclogenesis is shifted more to the northwest at T511,

and the center in the South China Sea is too weak at

T159. The corresponding track density shows higher

than observed concentration of tracks, except for T159

(Fig. 1, right panels), partly as a consequence of simu-

lating too many TCs in this basin.

The northeast Pacific area of cyclogenesis is weaker

than in the observations in all model integrations, partic-

ularly for the lowest resolution of T159 (Fig. 1, left panels,

and Table 2), and is somewhat shifted to the southeast.

Tracks display higher density in the central Pacific (Fig. 1,

right panels), especially for T2047 andT1279. This is partly

related tomore active cyclogenesis in the northeast Pacific

at the highest two resolutions, in addition to model storms

being tracked much later in their life cycle.

The fact that the biases in the TC formation and tracks

in the North Pacific are fairly similar among all model

resolutions has prompted us to examine the large-scale

environmental fields that determine the potential for

tropical cyclogenesis. For this purpose, we compare the

geographical distribution of the genesis potential index

(GPI; see details of the definitions and calculations in

Camargo et al. 2007b) computed from the ERA-40 re-

analysis and the model data for the MJJASON season

and the common period of 1990–2002 using monthly

mean data (Fig. 2). The IFS has considerably higher

values of GPI in the northwest Pacific between about

108N and 258N at all resolutions but more so at T2047. It

is a consequence of the positive bias both in the potential

intensity, midtropospheric relative humidity, and the

lower-tropospheric vorticity and appears to be related

to higher precipitation over the western tropical Pacific

warm pool area in this model (see Fig. 1 in Dirmeyer

et al. 2012). Vertical wind shear errors are small in the

region where the bulk of cyclogenesis occurs and are

positive (negative) to the south (north) from it. It is

possible that excessive convective activity in this region

could also lead to stronger TC activity. In the northeast

Pacific, GPI on the other hand tends to have a negative

bias over the area where TCs form. The dipole structure

of the GPI bias in this region is related to the similar

dipole structure in the vertical wind shear, midtropo-

spheric humidity, and the lower-tropospheric vorticity,

such that errors in these fields all contribute to the lower

(higher) GPI to the north (south). It appears that these

errors are associated with the quality of the model’s

intertropical convergence zone (ITCZ), which is weaker

and slightly too confined to the equator (not shown).

This model bias may affect the TC activity in the region,

although other factors such as the Madden–Julian os-

cillation (MJO) and easterly wave activity could play

a role as well (e.g., see Molinari and Vollaro 2000; Serra

et al. 2010). Since the interaction between the orography

and easterly waves influences cyclogenesis in the region

(e.g., Zehnder et al. 1999), coarse representation of the

Central American Mountains in the low-resolution sim-

ulations could be an additional factor responsible for the

weak simulated TC activity in this basin.

In the North Indian Ocean, all versions of the model,

except perhaps T159, display toomuch TC activity in the

Bay of Bengal (Fig. 1, left panels) with the corresponding

tracks crossing the northern part of the Indian sub-

continent (Fig. 1, right panels) typical of monsoon de-

pressions. The excessive number and intensity of the

north Indian low pressure systems in IFS at all resolutions

(see section 3) is likely a consequence of too strong con-

vective activity in this basin (see Fig. 1 in Dirmeyer et al.

2012), similar to the northwest Pacific discussed above.
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The T159 simulation, which shows the most realistic TC

frequency (see Table 2), has also the most realistic sea-

sonal cycle in the basin (not shown) with a substantial

decrease in the number of cyclones during the inactive

season.

b. North Atlantic

The observed North Atlantic cyclogenesis is concen-

trated mainly in four regions: 1) the main development

region (MDR) spanning approximately 108–208N and

308–858W, 2) the Caribbean Sea, 3) the Gulf of Mexico,

and 4) the western subtropical Atlantic (Fig. 3a). The

corresponding track density is shown in Fig. 3f with the

highest concentration of tracks in the central tropical

Atlantic and along the eastern seaboard of North Amer-

ica. The simulated genesis density is generally lower, par-

ticularly at T159 and T511, reflecting the low TC count in

the region; the details of its spatial distribution are simu-

lated with different levels of success depending on the

resolution of the model (Fig. 3, left panels). The model-

track density shows systematic differences with the reso-

lution change, as described in detail below, with the most

realistic representation at the highest resolution of T2047

(Fig. 3, right panels).

Cyclogenesis in the MDR is fairly well defined in all

model versions, although it is weaker than the observed,

especially for the lowest resolution of T159. Activity over

the African continent is likely due to the tropical easterly

wave stage of the TC development (e.g., Thorncroft and

Hodges 2001; Bengtsson et al. 2007a). Consequently,

there are very few storms crossing the tropical Atlantic in

the T159 model, with the track density becoming sys-

tematically more realistic in this region as the resolution

is increased.

The Caribbean center of cyclogenesis is weak at T159

and is shifted to the northern tip of South America in-

stead. The T159 model also produces too many slow

moving storms in this region (filtered out in the present

analysis–see section 3), possibly as a consequence of

poorly resolved sharp orography in the northern Ven-

ezuelan highlands. The location and magnitude of the

Caribbean center become more realistic at the higher

resolutions, although it is overly strong at T2047.

The Gulf of Mexico center is not evident in the model

simulations, which is largely a consequence of the dis-

placement distance filtering (see section 3). The contri-

bution of these systems to the total North Atlantic count

is about 1–2 per season (not shown), with more storms at

the higher resolutions. However, this is not expected to

change the main conclusions regarding the TC frequency

simulation in this basin and its sensitivity to model reso-

lution (see section 4 and Table 2).

The western Atlantic region of cyclogenesis in the

model is located more to the south/southeast from the

observed one, and is excessively strong at T1279. At

T2047, and to some extent at T1279, this region extends

toward the continent, more in line with the observa-

tions. As a result, at the lowest three resolutions, most

FIG. 2. MJJASON average GPI for the period 1990–2002 for (a)

ERA-40 and IFS at (b) T2047, (c) T1279, (d) T511, and (e) T159

shown as deviations from the ERA-40 values.
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FIG. 3. As in Fig. 1, but for the North Atlantic.
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TCs in the subtropical Atlantic propagate parallel to but

displaced away from the east coast of the United States,

closer to the center of the basin.Only in the T2047model,

does the highest concentration of tracks occur close to

the coast and have the magnitude comparable to the

observed.

In summary, at the coarsest model resolution (T159),

TC activity is low both in the MDR and the subtropical

Atlantic (Fig. 3j). As the model resolution is increased,

TC activity in theMDR strengthens and gradually grows

in the subtropical Atlantic reaching realistic levels at

T1279, although remaining well off the coast, as in the

lower-resolution versions of the model (Figs. 3h,i,j).

Similar results are obtained when the analysis period is

extended to the longer 30-yr data (not shown). These

results are also largely in agreement with the findings of

Caron et al. (2010). As the resolution is increased further

to T2047, a distinct change takes place in the distribution

of the track density: more storms propagate closer to the

east coast of the United States, in better agreement with

observations, compared to all lower-resolution simula-

tions examined (Fig. 3g). It would be of interest to de-

termine the physical factors behind this change, though

it is beyond the scope of the present paper. Contrary to

the simulation of TC formation and tracks, modelGPI in

the North Atlantic is fairly similar among different res-

olutions (not shown). It has a positive bias in the MDR,

likely related to the excessive rainfall in the western

Atlantic (see Fig. 1 in Dirmeyer et al. 2012), and nega-

tive biases off the coast of Florida, in theGulf ofMexico,

and off the coast of West Africa. The latter biases have

somewhat larger aerial extent in the T159 simulation.

5. Intensity distribution

The TC intensity is generally represented by the life-

time maximum surface wind speed and/or minimum cen-

tral SLP (e.g., Wang and Wu 2004). In this section, we

present distributions of both quantities for all four reso-

lutions and different ocean basins including the wind-

pressure relationship for the NH.

a. Maximum surface wind speed

As has been mentioned earlier, TC intensity critically

depends on the model resolution, among other factors.

The question is how much further improvement in the

simulation of the TC intensity distribution can be achieved

bymoving from a lowAGCM resolution of, for example,

100 km to resolutions of 16 or 10 km, while retaining

conventional parameterizations, such as the one for cu-

mulus convection.

Figure 4 shows the frequency of occurrence of maxi-

mum 10-m wind speed for the NH and separately for the

northwest Pacific, the northeast Pacific, and the North

Atlantic. There is a qualitative difference between the

distributions for the T159 and T511 cases on the one

hand, and theT1279 andT2047 on the other, independent

of the ocean basins examined: the distributions are too

narrow and skewed toward lower wind speeds, and their

right tails, including secondary peaks, are not reproduced

at all at the lower two resolutions. For T1279, the shape of

the distribution in the higher wind speed range (beyond

35 m s21) becomes more similar to that observed. As the

resolution is increased further to T2047, the distribution

is improved in this range, although there are no changes

at the extreme end except perhaps in the North Atlantic

(Fig. 4d). As a result, storms at T2047 appear to be

stronger on average than at T1279, which is also con-

sistent with TC forecasting studies (e.g., Shen et al.

2006; Fierro et al. 2009).

In addition to the direct effect of the resolution on the

TC intensity, other factors that could influence the sim-

ulation of the intensity distribution are as follows: 1)

duration of storms, as longer-lived storms havemore time

to intensify; 2) intensification rate; and 3) underlying

SSTs (storms developing over warmer SSTs could be-

come more intense). We have found that the lower-

resolution storms have on average less time to intensify,

based on the sample equal to the quarter of the most

intense storms at each resolution (not shown). This is

particularly evident for the T159 simulation, where the

average TC intensification time is significantly shorter

compared to the T1279 and T2047 simulations. Analysis

in section 6a.4 also suggests that the lower-resolution

storms have additionally a weaker intensification rate.

Regarding the underlying SSTs, we do not see any clear

systematic differences among the model resolutions.

We also find significant improvement in the simula-

tion of the most intense TCs relative to some recent

studies (e.g., Oouchi et al. 2006; Zhao et al. 2009; Caron

et al. 2010). The highest simulated surface wind speeds

are 68.4 (T2047), 65.2 (T1279), 46.4 (T511), and 29.9

m s21 (T159), all occurring in the northwest Pacific. In

this basin, T1279 and T2047 integrations also tend to

produce stronger storms than observed (Fig. 4b). For the

extended period of analysis (1979–2008), the highest

simulated wind speed is 66.4 m s21 for the T1279 reso-

lution. Thus, the T1279 and T2047 results exceed the

current ‘‘record’’ of 55 m s21 obtained by Oouchi et al.

(2006) by a significant margin, although in their study,

the duration of simulationwas shorter, and the SST forcing

was constructed by averaging the observed SST from 1982

to 1993. In the North Atlantic, the maximum surface wind

speed is 56.6 m s21 (T2047), which is characteristic of a

category-4 hurricane. So, even at the highest model res-

olution, the most intense storms observed in nature
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(category 5) are not simulated. This could be expected

since the 10-km grid spacing is still too coarse to ade-

quately resolve the near-eye structure.

b. Minimum sea level pressure

The frequency of occurrence ofminimumSLP is shown

in Fig. 5. The main conclusions reached in the previous

sections regarding the distributions of the maximum

surface wind speed would also apply for this variable.

There are, however, some important differences. The

T1279 and T2047 distributions are much more similar

for the minimum SLP than the maximum wind speed,

except perhaps in the northeast Pacific and the North

Atlantic, especially in the left tail of the distributions.

At the T1279 and T2047 resolutions, the model is ca-

pable of generating minimum SLP considerably lower

than what is suggested by the observations, particularly

in the Pacific (Figs. 5b,c). In the North Atlantic, the

FIG. 4. Distribution of maximum attained 10-m wind speed in the (a) Northern Hemisphere,

(b) northwest Pacific, (c) northeast Pacific, and (d) North Atlantic TCs from the IBTrACS data

(black bar), IFS T2047 (purple bar), T1279 (red bar), T511 (green bar), and T159 (blue bar) for

MJJASON of 1990–2008. Inset plots show the tail of the distributions.
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simulated minimum SLP is close but does not get lower

than the observational estimate (Fig. 5d). In this basin,

the most intense storm simulated by the model in fact

reaches a central pressure of 885 hPa (T2047), corre-

sponding to a category-5 hurricane, comparable to the

record low of 882 hPa of Hurricane Wilma in 2005.

If we consider SLP as a measure of the TC intensity,

then simulations at the highest two resolutions could be

considered very good, except that occasionally the model

produces overly strong TCs.What could be the reason for

this discrepancy? One possibility is the absence of an

interactive ocean. It has been shown in a number of

studies (see Emanuel 2003 and the references therein)

that the SST cooling induced by a TC has a dominant

(weakening) effect on its intensity. Nevertheless, these

results demonstrate that with a model resolution of 10

or 16 km, it is possible to generate TCs with warm-core

magnitudes (see section 6a.2) and consequently mini-

mum SLP values characteristic of very intense storms

found in nature.

c. Wind–pressure relationship

Another way to assess the quality of the TC intensity

simulation is by means of displaying maximum surface

FIG. 5. As in Fig. 4, but for minimum SLP.
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wind speed with respect to the corresponding central

SLP. This wind–pressure relationship is shown in Fig. 6

for the whole NH along with the lines denoting the

second-order polynomial fit to the data points in the

scatter diagram. This choice of the fitting function is

consistent with the gradient wind balance (e.g., Knaff

and Zehr 2007). The following conclusions are sup-

ported by Fig. 6. 1) Independent of the resolution, the

model has difficulty generating strong enough wind

speeds for a given central pressure. This seems to be

a universal problem with current models (Knutson

et al. 2007; Walsh 2008; Caron et al. 2010) and has been

attributed to insufficient resolution. Indeed, Fig. 6 shows

that with the increase of resolution, this deficiency is

systematically reduced, with the possible exception of

the T2047 case that is addressed below. At low SLP,

this problem could also be related to the deficiencies in

the surface momentum flux parameterization, namely,

the surface roughness being too high in the high wind

speed range (e.g., Powell et al. 2003; Liou 2007). 2) At

T1279 and T2047, the model performs quite well down

to about 960 hPa. Below this value, there is a sharp

drop in the simulated maximum wind speed, which be-

comes worse at lower SLP. This behavior is similar to the

results of Oouchi et al. (2006; their Fig. 5, left panel).

Since the T2047 model simulates more storms with

maximum intensity in the range of 940 to 860 hPa, the

fit for this case indicates a somewhat worse performance

compared to T1279. Most importantly, there is no im-

provement in the simulation of the wind–pressure re-

lationship for the very intense storms as the resolution is

increased further from T1279 to T2047. One perhaps

needs to go to very fine resolutions on the order of 1 km

and explicit convection, as well as more realistic surface

roughness parameterization, to capture the observed

relationship.

6. Structure of the tropical cyclones

a. Structure of the TC composites

1) COMPOSITING METHODOLOGY

To compare the TC structure across several model

resolutions, we formed composites of the most intense

TCs following the methodology described in Bengtsson

et al. (2007b) and Catto et al. (2010). For each model

resolution, we average five of themost intense storms (in

terms of the 10-m wind speed) at the time when they

achieve their maximum intensity, as indicated by the

lifetime maximum value of the 10-m wind speed. The

number of storms in the composite is partly limited by

the sharp increase in computing and storage requirements

for processing data at the highest model resolutions. In

addition, since the emphasis is on the most extreme

storms, their number will always be small in such a short

integration. Longer simulations at these resolutions are

needed to increase statistical robustness when comparing

extremes. However, examination of individual storms in

each composite (not shown) revealed a large degree of

similarity between the selected systems, at least in terms

of the quantities presented in Figs. 7 and 8. This could be

related to the fact that we are sampling the most intense

storms (for each model simulation) of quite similar in-

tensities (see below). Some of the structural parameters,

FIG. 6. Scatter diagram of the lifetime maximum 10-m wind speed (m s21) vs corresponding

central SLP (hPa) for observed (IBTrACS; black) and IFS T2047 (purple), T1279 (red), T511

(green), and T159 (blue) NorthernHemisphere TCs forMJJASON of 1990–2008. Solid lines of

the corresponding colors show the second-order polynomial fit to the data points.
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like the radius of maximum wind (RMW), are known to

be quite comparable for such TCs (e.g., Bell and Sawin

Ray 2004; Mallen et al. 2005).

The storms are selected from the northwest Pacific,

which is the domain where the most intense TCs are

likely to take place (Fig. 4b). The occurrence of maxi-

mum intensity is restricted to the south of 308N to avoid

any influences of extratropical transition. Sampling of

the fields associated with a propagating storm is per-

formed in a radial coordinate system centered on the

storm center (details in the appendix of Bengtsson et al.

2007b). Prior to compositing, the radial grid is oriented

with the direction of storm propagation to reduce the

influences of storm direction on the composite structure.

At each pressure level, the quantities to composite are

extracted with respect to the storm center defined as a

maximum in the T511-truncated vorticity at the same

level. This is found to significantly improve the accuracy

of the composites compared to the use of N80-truncated

vorticity to define the storm center. These maxima are

computed by referencing tracks to the T511 resolution

vorticity field at each level using steepest ascent max-

imization as before. Surface and column-integrated

quantities are extracted with respect to the T511 vor-

ticity maximum at 1000 hPa.

The characteristics of the five most intense northwest

Pacific TCs are shown in Table 3. The range of the

maximum surface wind speed and concurrent minimum

SLP attained by these storms in the T2047 simulation

places them practically in the supertyphoon category

FIG. 7. Azimuthally averaged (top) temperature anomaly, (middle) tangential wind, and (bottom) radial wind for the composite of the

five most intense storms at (a),(e),(i) T2047; (b),(f),(j) T1279; and (c),(g),(k) T511. (d),(h),(l) The T2047 composite of five storms with

intensities similar to the T511 composite (see text for more details) is shown. The thin black line in (e)–(h) connects maximum velocity at

each level and indicates the vertical tilt of RMW. Temperature units are K.Wind units are m s21. Contour interval is 1 K for temperature,

3 m s21 for tangential wind, and 1 m s21 for radial wind. Negative contours are dashed.
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(e.g., Weatherford and Gray 1988a). The latitudes of

maximum intensity are also consistent with Weatherford

and Gray (1988a). The T1279 systems are somewhat

weaker compared to T2047 but also belong to the

category of supertyphoons. For the T511 case, the most

intense storms are considerably weaker than both the

T2047 and the T1279 counterparts and belong to the

broad category of typhoons.

FIG. 8. Tangential wind at 850 hPa for the horizontal composite of the five most intense storms at (a) T2047, (b)

T1279, and (c) T511 in a radial coordinate system centered on the storm center. (d) The T2047 composite of five

storms with similar intensities to the T511 composite (see text for more details) is shown. Radius is 48. Units are m s21.

Contour interval is 4 m s21.

TABLE 3. Characteristics of the composited TCs. Shown are range and average (in the parenthesis) of the selected quantities.

Composite of the most intense storms

Composite of storms

similar to T511

T2047 T1279 T511 T2047

Maximum surface wind speed, m s21 59.8–68.4 (62.6) 59.0–65.2 (61.7) 43.0–46.4 (44.9) 42.9–46.9 (44.7)

Concurrent minimum SLP, hPa 921–864 (886) 927–864 (900) 937–905 (922) 934–917 (925)

Latitude of maximum intensity 118–248N (188N) 188–238N (208N) 188–228N (208N) 178–268N (228N)
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The same analysis was attempted on the T159 data,

but the procedure outlined above did not work in the

same way for this simulation as for the other three. First,

;25 of the most intense northwest Pacific storms in the

T159 case attain their peak surface wind speed much

farther north of the 308N latitude and are visibly affected

by the extratropical transition. Second, the strongest five

systems south of 308N all happen to intensify close to the

land areas. The warm core and horizontal wind struc-

tures of these TCs exhibit features that are likely caused

by the proximity to land (not shown), and they have

relatively larger sizes compared to the other three sim-

ulations (the inner core is wider and more diffuse). For

the T159 simulation, the number of TCs in the composite

would probably need to be much larger to average out

these influences, or it may be necessary to choose other

criteria for compositing, such as a low-level vorticity

maximum. For these reasons, we do not include the

T159 results in the present comparison.

2) VERTICAL STRUCTURE

Figure 7 shows the vertical profiles of the azimuthally

averaged composites of the temperature anomaly (rel-

ative to the mean temperature over a 58 radius for all

resolutions), and the tangential and radial winds for the

T2047, T1279, and T511 simulations. For computational

efficiency multilevel (pressure level) variables are trun-

cated to the resolution of T511, common to all three

simulations, prior to the regional sampling. This reso-

lution should be sufficient to determine the large-scale

structure of the TC composites and compare it among

the simulations, although the peak values of the vari-

ables shown in Figs. 7 and 8 could be somewhat un-

derrepresented for the T1279 and T2047 models. The

compositing is done on 11 pressure levels between 1000

and 50 hPa. The radial grid extends to 58 (geodesic)

with 0.058 (0.18) resolution in the radial (azimuthal)

direction. All three models simulate a distinct warm

core throughout the troposphere with a maximum anom-

aly at the 250-hPa level (Figs. 7a–c) consistent with the

observational study of Frank (1977) and a number of

lower-resolution modeling studies (e.g., Bengtsson et al.

1995; Bengtsson et al. 2007b; LaRow et al. 2008). As the

model resolution is increased, TC intensity has a potential

to increase because of the better-resolved pressure gra-

dients in the inner core. This would lead to stronger

moisture flux at the surface, increased moisture conver-

gence in the boundary layer, and enhanced latent heat

flux release throughout the troposphere leading to the

intensification of the warm core. Moisture convergence

could also increase because of a better-resolved sec-

ondary circulation. As a result, maximum temperature

anomaly increases from 11.1 K at T511 to 16.8 K at

T1279 and to 17.5 K at T2047. The latter two values are

quite comparable to the observed mean maximum tem-

perature anomaly of more than 158C for northwest Pacific

typhoons (Frank 1977), although it is obtained by averaging

data frommore than 100 storms. In addition, thewarmcore

becomes more compact at the higher resolutions and, as

a result, has stronger radial temperature gradients.

The azimuthally averaged tangential winds (Figs. 7e–g)

show cyclonic flow throughout the troposphere (within

the inner core, or about 2 degrees from the composite

center in the model) with the maximum at 850 hPa and

the appearance of anticyclonic flow in the upper tropo-

sphere outside the inner core, all in line with observations

(Frank 1977).With the increase of resolution, the eyewall

(region of maximum tangential winds) has a tendency

to become narrower; the maximum wind increases from

55.9 m s21 at T511 to 65.6 m s21 at T1279 and to

70.0 m s21 at T2047. As a result, the eyewall is defined

by stronger gradients at the higher resolutions. The

RMW (at 850 hPa) decreases from 0.758 at T511 to

0.458 at T1279 and to 0.48 at T2047. Although RMW

tends to be smaller for more intense TCs (Weatherford

and Gray 1988b; Bell and Sawin Ray 2004; Mallen et al.

2005), the difference between the T511 and the T1279/

T2047 RMW appears to be due to differences in the

model resolution, as is shown below. In agreement with

the smaller RMW, the eyewall slopes less with height,

as shown by the thin black lines in Figs. 7e–g (Stern and

Nolan 2009). In addition, winds in the eyewall at T2047

do not decay as rapidly with height as at the lower

resolutions, which is also one of the observed features

of TCs (Stern and Nolan 2009).

The azimuthally averaged radial winds (Figs. 7i–k)

display the well-observed inflow in the lower troposphere

and the outflow in the upper troposphere (Frank 1977).

The systematic change of the largest inflow and outflow

with the resolution is less clear: the extreme values of

inflow (outflow) are 216.3 (13.6), 215.3 (18.5), and

217.4 m s21 (10.6 m s21) for T511, T1279, and T2047,

respectively. At the highest two resolutions, the inflow

and outflow within the inner core are largely confined

to below 800 hPa and above 300 hPa, respectively, as

observed (Frank 1977). In contrast, the T511 radial wind

distribution in this region is more diffuse in the vertical.

Also, there is a local upper-level maximum of outflow

within the inner core at T1279 and T2047, which is not

present at T511.At this point, it is not clear whether this is

just a model artifact or has some relevance to reality. In

summary, the vertical structure of the most intense TCs

becomes much more realistic at T1279 and T2047 and

appears to be a marked improvement compared to pre-

vious climate simulations (Bengtsson et al. 1995; LaRow

et al. 2008; Caron et al. 2010).
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3) HORIZONTAL STRUCTURE

Figure 8 shows horizontal composites of the tangential

winds at 850 hPa for the T2047, T1279, and T511 simu-

lations. The radial grid extends to 48 (geodesic) in this

figure and has a 0.058 (0.18) resolution in the radial

(azimuthal) direction. The display is oriented so that the

direction of propagation of the composited storms is due

north. We show the horizontal winds at 850 hPa rather

than 10-m level because of the presence of strong me-

soscale features and large spatial variability in the latter

for the highest model resolutions (see Fig. 10), which leads

to the reduction in quality of the corresponding compos-

ites. The winds in Figs. 8a–c show a clear wavenumber-1

asymmetry with a maximum to the east–northeast of the

storm center, in general agreement with the observational

studies of Frank (1977), Kepert (2006a), and Kepert

(2006b). For the T2047 and T1279 cases, the wind dis-

tributions are quite similar: maximum winds are 74.5

and 74.0 m s21, respectively, both occurring at 0.48

from the composite storm center. At T511, the wind

maximum is 63.6 m s21, its distance from the center is

0.658, and the eyewall becomes visibly more diffuse than

in the higher-resolution simulations.

The main goal of the TC composite analysis above is

to assess the three-dimensional structure of the most

intense TCs that each model is capable of simulating. It

is understood that some differences could be related to

the differing intensities of the sampled storms, in addi-

tion to the model resolution. To assess the impact of

resolution on the above results, we selected five storms

from the T2047 simulation that had similar intensities to

the T511 storms (see Table 3). The corresponding struc-

ture of this different composite is shown in Figs. 7d, 7h, 7l,

and 8d. The maximum temperature anomaly is 12.4 K,

maximum azimuthally averaged and 850-hPa tangential

wind is 55.1 and 60.2 m s21, respectively.While these peak

magnitudes are similar to the T511 counterparts, the struc-

tural differences between the two composites are large (cf.

Figs. 7c,g,kwith Figs. 7d,h,l andFig. 8cwithFig. 8d). In fact,

the structural parameters of the different T2047 composite

(e.g., radial extent of the warm core, RMW and its vertical

tilt with height, depth of inflow and outflow layers) are

quite similar to the original T2047 composite (Figs. 7a,e,i

and Fig. 8a). These results support previous findings (e.g.,

Bengtsson et al. 2007b; Caron et al. 2010) that model res-

olutionmay not only limit the peak intensities of simulated

TCs but also their structural realism.

4) INTENSITY LIFE CYCLE

In addition to the above analysis of the three-

dimensional structure of themost intense TCs at different

model resolutions, here we perform comparison of the

temporal evolution of the composited storms. For this

purpose, we examine intensity life cycles (both in terms of

the maximum 10-m wind speed and minimum SLP) of the

composites described in section 6a.1., except that the

number of storms in each case is extended to 25 to reduce

noisiness of the results.Model life cycles are comparedwith

the ones from observations based on the composite of the

25 most intense typhoons in the northwest Pacific in the

IBTrACS dataset (Fig. 9). To construct the life cycle com-

posites, each storm is centered on the timewhen it achieves

maximum intensity in terms of the 10-m wind speed.

It is evident that model storms do not grow as fast as the

observed ones, particularly at the lower resolution of T511,

as witnessed in both the surface winds (Fig. 9a) and SLP

(Fig. 9b). The reason for the curious spike (drop) in the

surface wind speed six hours before (after) the peak in-

tensity is not clear. The growth also starts earlier in the life

cycle in all three models compared to observations. These

model discrepancies could be related to the insufficient

resolution and the choice of physical parameterizations

(surface and boundary layer, convection, and microphys-

ics), as some important internal processes and large-scale

atmospheric influences may not be resolved or simulated

(Wang and Wu 2004; Gopalakrishnan et al. 2011). The

interaction with the warm ocean features such as warm

eddies is also a known factor in the rapid intensification

and peak intensity maintenance of the observed north-

west Pacific typhoons (e.g., Wu et al. 2007; Lin et al.

2008). However, the absence of the atmosphere–ocean

feedback in the current experimental setup is expected on

the contrary to exaggerate the oceanic influence (see Fig.

2 in Wu et al. 2007).

It is curious that apart from the initial sharp drop in

intensity, the rate of weakening of surface winds, at

least during the first 10 time steps, and the filling of SLP

in the 10-km model is comparable to the observed, in

contrast to the 16- and 39-km simulations. Figure 9 also

shows a comparable increase in intensity at 10- and 16-km

resolutions, but the decay is quite different between these

models. It is not exactly clear what causes these differ-

ences, but the influence of sampling cannot be entirely

ruled out. The decaying stage of the life cycle could be

sensitive to the choice of the storms, particularly their

location when they are likely to be recurving into the

extratropics, and the large-scale environment they are

moving into. As mentioned above, ultimately longer

simulations are needed to increase the number of the

most intense storms to be sampled, which would make

composites statistically more robust.

b. Surface snapshots of the intense TCs

One of the main objectives of the numerical simula-

tion of TCs is their realistic representation at the surface
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since this is where most damage from these systems

occurs. Here, we present a surface snapshot of some of

themost intense TCs, simulated by the IFS at the highest

three resolutions, at the peak of their intensity. Figure 10

shows distributions of 10-m tangential wind and the total

column liquid and ice water (TCLIW), which are sam-

pled at their native resolution. The radial grid extends to

28 in this figure and has a 0.058 (0.18) resolution in the

radial (azimuthal) direction. As before, the display is

oriented so that the direction of propagation of the

storms is due north. The T2047 and T1279 surface wind

varies on a smaller scale and has greater detail in the

inner core, as well as more intense gradients in the eye-

wall, compared to the T511 simulation (Figs. 10a–c),

which is more in line with the very high resolution

limited area simulations (e.g., Chen et al. 2007). The

T2047 storm is also quite axisymmetric, which is typical

of the intense TCs. In both T2047 and T1279 cases, the

maximum tangential wind is about 56 m s21 and the

RMW is 0.258 or roughly 27 km, in excellent agreement

with the observed median RMW of 27.8 km for the

most intense TCs (Kimball and Mulekar 2004).3 In

contrast, the T511 maximum wind is 45.8 m s21 and

FIG. 9. Life cycle composite of (a) the maximum 10-m wind speed and (b) the minimum SLP

based on the 25 most intense typhoons, in terms of the maximum 10-m wind speed, in the

northwest Pacific for IBTrACSdata (black), IFST2047 (purple), T1279 (red), and T511 (green)

during MJJASON of 1990–2008. Time step is in 6-h increments.

3 RMW is defined here as the radius of the maximum azimuth-

ally averaged 10-m tangential wind. The same results are obtained

if the 10-m wind speed is used instead, which directly corresponds

to the definition of RMW in the observational datasets (e.g.,

Kimball and Mulekar 2004).
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RMW is 69 km, which somewhat exceeds the 20–60-km

range characteristic of TCs. Many lower-resolution

models have difficulty simulating the eye, eyewall, and

spiral rainbands. At T511, the eye is large compared to

observations (see, e.g., Weatherford and Gray 1988b),

the eyewall is rather blurred, and the rainbands are not

discernible (Fig. 10f).At the higher resolutions, particularly

at T2047 for the cases presented, these features are better

FIG. 10. (left) 10-m tangential wind and (right) TCLIW for some of the most intense TCs at the peak of their intensity

from the (a),(d) IFS T2047; (b),(e) T1279; and (c),(f) T511 simulations. Radius is 28 from the storm center. Wind units are

m s21. TCLIWunits are kgm22. Contour interval is 3 m s21.Dashedblack contours on the right showRMWfor each case.
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represented. Themodel is capable of generating an eye of

quite realistic size (Figs. 10a,d), although at 10-km grid

spacing it is barely resolved. There is a tight eyewall just

outside the RMW (shown by dashed black contours in

Figs. 10d–f) includingmultiple spiral rainbands at varying

radii from the storm center (Fig. 10d). In the T1279 case,

the eye is less visible, the gradients in the eyewall are

weaker, and there is only one rainband present (Fig. 10e).

c. Life cycle of an intense TC in the 10-km simulation

In this section, we focus on a fragment of the life cycle

of one of the most intense TCs in the T2047 simulation.

We intend to demonstrate that this storm undergoes

intensity fluctuations that occur in apparent connection

with the variations of the eyewall/rainband structure,

which in many aspects resemble reality. A concise (az-

imuthally averaged) view of the TC evolution is shown

in Fig. 11, where a portion of the life cycle from 12 h

before to 120 h after the peak intensity (zero offset hour),

based on the surface wind speed, is displayed.4 The in-

tensity of the TC, estimated here by the magnitude of the

850-hPa tangential wind, undergoes a number of fluctu-

ations reaching peaks at about 12, 36, and 84 h (10-m

tangential velocity also displays peaks at the same time

intervals, in addition to the zero hour–not shown). Three

phases of the TC evolution can be distinguished. Phase I

(30–54 h) is marked by the weakening of the TC from

about 86 to 70 m s21, which coincides with the strength-

ening of convective motions as far as 3 degrees from the

storm center and their inward propagation. The storm

expands, as seen, for example, from the 42 m s21 isotach

moving to larger distances from the storm center. The

bending of isotachs suggests the development of the

secondary wind maxima collocated with the strongest

convective motion. In Phase II (54–66 h), the storm is

weak and diffuse. An additional windmaximum is present

at about 1.2 degrees coincident with the center of strong

convection. Phase III (66–84 h) signifies reintensification

of the storm. At this time, the eyewall strengthens and

the storm contracts, while the strong convection that de-

veloped in Phase II merges with the recovering eyewall.

Compared with much higher-resolution mesoscale

model simulations (e.g., Fig. 2 in Zhou andWang 2009),

Fig. 11 shows many similarities, like the weakening of

the storm while the new convection emerges outside the

eyewall and the subsequent eyewall reformation and the

storm reintensification. These processes do not occur as

single events, andmay be seen between 84–108 and 0–18 h

(Fig. 11), which is also characteristic of observed TCs.

There are, however, certain differences. Concentric eye-

walls are not present at any stage of the life cycle examined,

as shown in more detail below. Instead, the secondary

eyewall is weaker and fairly asymmetric. Also, the re-

covered eyewall (84 h), including its RMW, does not

differ much from the original (36 h). Considering these

differences, it is more likely that the coherent evolution

of the TC intensity and structure in Fig. 11 is a result of

the interaction of the TC with unfavorable conditions,

such as an area of high wind shear, followed by a re-

covery, rather than an attempt by the model to simulate

the eyewall replacement cycle (Willoughby et al. 1982;

FIG. 11. Radius–time Hovmöller diagram of the azimuthal mean

tangential velocity at 850 hPa (contour, m s21) and omega at

700 hPa (shading, Pa s21) for an intense TC in the T2047 simula-

tion. Contour interval is 4 m s21.

4 For the analysis presented in this section, all variables were

sampled at their native resolution. The T511 resolution was in-

sufficient to resolve small-scale structure in the rainbands and

particularly the inner core of the TC.
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Houze et al. 2007). On its path starting at about 30 h, this

TC encounters areas of high wind shear in the vicinity of

the Philippines (not shown) that are located to the east

and south with respect to its direction of motion.

Figures 12 and 13 show a two-dimensional view of the

three phases. At the beginning of phase I, the cyclone

has a tight and fairly symmetric inner core (except for

the wave-2 asymmetry in the eyewall—Fig. 12a), with

two major outer rainbands at about 2.0–2.5 degrees to

the west and the east (Fig. 12c). These rainbands contain

large areas of upward motion (Fig. 12b). In the next six

hours, a secondary horizontal wind maximum (SHWM;

Samsury and Zipser 1995) emerges in the southwestern

quadrant (Fig. 12d; blue shading roughly delineates the

regions where the local wind maxima occur). It is asso-

ciated with the strengthened outer rainband (Figs. 12e,f)

thatwas already present six hours earlier. In the next 12–24

hours, the existing rainband structure amplifies further,

leading to multiple sections of convective motion and

the associated SHWM that almost encircle the inner

core. At some point (48–60 h), there seem to be two

SHWM at different distances across from the storm

center and to the south/southeast from it (Figs. 12j,m

and Fig. 13a). It is likely that these changes lead to

a systematic weakening of the storm’s inner core (Figs.

12d,g,j,m and Fig. 13a). Outer rainbands are known to be

highly convective (Barnes et al. 1983). SHWM are often

associated with rainbands and may develop an ‘‘eyewall-

like’’ quality including upward motion in their vicinity

(Samsury and Zipser 1995). As a result, large convectively

active rainbands with SHWM can act as a partial meso-

scale barrier to the inflow into the inner eyewall leading to

its gradual erosion (Barnes et al. 1983, 1991; Samsury and

Zipser 1995). This scenario is probably exaggerated in the

current case since the simulated convective motion in the

rainband is rather uniform and sometimes comparable in

magnitude to the convection in the eyewall, whereas in

reality it is weaker and has more of a cellular and small-

scale structure (e.g., Barnes et al. 1983, 1991). This ap-

parent discrepancy could be attributed to the 10-km

resolution, which is too coarse to accurately represent

rainband structure. We also note that the distribution of

vertical motion (hydrostatic pressure velocity) inside the

eye is not always realistic either; although substantial

downward motion in the eye is present at times (not

shown), it is not always collocated with the storm center

or surrounded by the ring of deep convection. Most likely,

model resolution of 10 km is insufficient as well to resolve

sharp gradients in verticalmotion between the eyewall and

the eye (within 0.3 degrees of the storm center).

At the beginning of phase III (66 h), qualitatively

different processes start taking place. At this time, major

rainbands in the southwestern quadrant (Figs. 13b,c)

merge (Figs. 13h,i) and start spiraling cyclonically inward

toward the eyewall. This is followed by the intensification

and contraction of the inner core (Figs. 13j,l,m,o). The

described processes are reminiscent of the scenario when

the eyewall recovery and the TC reintensification occur

as a result of an inward-propagating outer rainband and

its axisymmetrization (May and Holland 1999; Fudeyasu

et al. 2010).

7. Interannual variability of the TC activity

The capability of a model to reproduce the observed

TC variability is an important component in assessing its

overall performance in simulating TC statistics. It is also

another tough test to pass to be considered for climate

change projections. To reduce the stochastic component

in the modeled TC variability, an ensemble approach is

highly recommended (e.g., Vitart et al. 1997). Since

Project Athena did not generate ensemble simulations,

we are limited in performing this analysis, as briefly

mentioned in the introduction. Below, we present a lim-

ited set of diagnostics to shed some light on this aspect of

the simulations.

Table 4 shows the skill of themodel in reproducing year-

to-year variations of the seasonal TC frequency measured

by linear correlation with the observed TC frequency for

each individual model and a multimodel ensemble mean.

The latter is formed to reduce uncertainly and is ameasure

of the skill of the IFS independent of the resolution,

although four members may be insufficient. The cor-

relation of the ensemble-mean and observed TC fre-

quencies is not particularly high but positive and significant

for each basin examined, except for the north Indian

Ocean. Correlations appear to be higher for the two

highest-resolution models, but the spread between the

individual values is quite large. Detrending of the time

series does not largely change the results.

The El Niño–Southern Oscillation (ENSO) is known

to be a strong driver of the interannual variability of the

TC frequency in the North Atlantic (Gray 1984) and to

a lesser extent in the northeastern and the northwestern

Pacific (see review in Camargo et al. 2007a, also Wang

and Lee 2009). The correlation of the multimodel en-

semble mean TC frequency with the Niño-3.4 index is

excellent for the North Atlantic and the northwest Pa-

cific and somewhat weaker for the northeast Pacific

(Table 5). Correlations are higher for the two highest-

resolution runs in two out of three basins. There is again

a large spread in correlations among the individual

models.

Since ENSO is also known to influence other mea-

sures of the TC activity, like the intensity and lifetime

(e.g., Camargo et al. 2007a), it is worth examining its
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FIG. 12. (left) 850-hPa tangential velocity, (middle) 700-hPa omega, and (right) TCLIW for the offset hours of 30–54 shown

on the left for an intense TC in the T2047 simulation. Radius is 3.58 from the storm center. Velocity units are m s21. Omega

units are Pa s21. TCLIWunits are kgm22. Contour interval is 3 m s21. Omega (TCLIW) shading interval is shown by a color

bar in the upper (lower) right. Blue shading on the left roughly delineates the regions where the local wind maxima occur.
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FIG. 13. As in Fig. 12, but for the offset hours of 60–84 shown on the left.
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effect on the power dissipation index (PDI), which is an

integral measure of the TC activity (Emanuel 2005). The

correlation of the multimodel ensemble mean PDI with

the Niño-3.4 index is very good, except in the North At-

lantic where it is practically zero (Table 6). The ensemble

mean PDI has also a high correlation with the observed

PDI in the northeastern and northwestern Pacific,

whereas it is low and insignificant in the North Atlantic

(not shown). The apparent failure of the IFS to simulate

interannual variability of this quantity in the North At-

lantic is unclear and currently under investigation.

8. Summary and conclusions

As computing power continues to grow, it is becoming

increasingly possible to model the global climate at hor-

izontal resolutions presently used in short-term weather

prediction. As part of Project Athena, a unique set of

multiyear global climate simulations with the ECMWF

IFS at the following resolutions has been produced:

125 km (representative of current climate models), 39 km

(generally found in regional climate models), 16 km

(currently used for medium-range weather prediction),

and 10 km (used in mesoscale prediction models). In

this paper, a comparative analysis of the TC climatol-

ogy based on the above dataset is presented.

We note that our TC identification method is heavily

based on the surface (10-m) wind speed threshold, ad-

justed for model resolution as per Walsh et al. (2007)

and model time step where applicable. The structural

(warm core) criteria are very general, requiring only that

the vorticity maxima exist at each level, and the vorticity

difference between the lower and upper troposphere is

larger than zero (Table 1). While our goal is to use con-

ditions that would allow objective comparison with the

observations and between different model versions (i.e.,

resolutions), it must be acknowledged that this set of

choices in itself represents a stringent test on the model

performance, especially in terms of getting the TC count

right.

The spatial distributions of genesis and tracks in the

North Pacific do not exhibit much sensitivity to the

model resolution higher than 39 km. At the lowest two

resolutions, there are some discrepancies as follows: re-

gional shifts in the centers of cyclogenesis in the north-

west Pacific and lower activity in the SouthChina Sea and

particularly the northeast Pacific at T159. Apart from

these differences, the IFS generally produces too many

TCs in the northwest Pacific and too few in the northeast

Pacific, although the mean TC frequency in the latter

basin in the 10- and 16-km models is not significantly

different from that observed. Analysis of the large-scale

conditions suggests that these errors could be related to

the quality of the model precipitation over the western

Pacific warm pool and the ITCZ, the mean bias of which

is rather similar among the four resolutions studied. In

the North Atlantic on the other hand, the distribution of

genesis and track densities shows systematic improve-

ment with the resolution increase, although the total

storm count remains low. The 10-km, and to a lesser

TABLE 4. Correlation coefficients between the MJJASON-average simulated and observed (IBTrACS) TC frequency during 1990–

2008. (Correlation coefficients for the detrended time series are given in the parenthesis.) Bold values indicate that the correlation

coefficient is statistically significant at the 95% confidence level using a one-sided Student’s t test and assuming temporal independence of

each record.

Ensemble mean* T2047 T1279 T511 T159

North Atlantic 0.48 (0.46) 0.36 (0.40) 0.58 (0.52) 0.14 (0.17) 0.32 (0.26)

Northeast Pacific 0.47 (0.37) 0.37 (0.24) 0.61 (0.54) 0.39 (0.34) 0.26 (0.12)

Northwest Pacific 0.58 (0.52) 0.54 (0.44) 0.44 (0.28) 0.27 (0.33) 0.29 (0.30)

North Indian 20.04 (20.04) 0.06 (0.04) 20.25 (20.32) 20.18 (-0.11) 0.13 (0.11)

* The ensemble mean is computed by averaging all four experiments after calibration, which is done by multiplying each time series by

a constant factor so that the mean TC frequency over 1990–2008 for each resolution is equal to the observed.

TABLE 5. Correlation coefficients between theMJJASON average TC frequency and the Niño-3.4 index during 1990–2007. Bold values

indicate that the correlation coefficient is statistically significant at the 95% confidence level using a one-sided Student’s t test and

assuming temporal independence of each record.

Obs (IBTrACS) Ensemble mean* T2047 T1279 T511 T159

North Atlantic 20.50 20.55 20.63 20.30 20.17 20.45

Northeast Pacific 0.44 0.27 0.28 0.32 0.27 0.08

Northwest Pacific 0.46 0.42 0.38 0.45 20.09 0.30

* Ensemble means are computed as in Table 4.
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extent the 16-km, models are the only ones in the set

that generate a realistic number of North Atlantic TCs.

In addition, the T2047 model shows a qualitatively better

simulation of the track densities in the subtropical North

Atlantic compared to the other model versions: the

region of the highest concentration of tracks shifts west-

ward from the center of the basin closer to the east coast

of the United States more in line with the observations.

This improvement could potentially lead to a more re-

alistic distribution of hurricane landfall.

The main advantages of the model with the 10-km

(and 16-km) grid spacing are found to be associated with

the quality of the intensity distribution and the three-

dimensional structure of themodeled storms, which show

dramatic improvement compared to the two lower reso-

lutions as now detailed.

1) The full distribution of the TC intensity and particu-

larly its tail (maximum surfacewind speeds of 35 m s21

or higher, or minimum SLP of 960 hPa or lower) attain

realistic shape only at T1279 and moreso at T2047.

These results suggest that a hydrostaticmodelwith con-

vective parameterization could be efficiently used to

simulate the TC intensity response under the climate

change scenario if its resolution is increased to about

10 km, provided that the variability of the TC activity

in the model is adequately simulated as well. This is

a subject of our future research.

2) At the 16- and 10-km resolutions, themodel is capable

of generating storms equivalent to the supertyphoon

category in the northwest Pacific and category 4 (or

category 5 in minimum SLP) in the North Atlantic.

The most intense TC attains a lifetime maximum

surface wind speed or a lifetime minimum SLP of

68.4 (65.2) m s21 and 857 (852) hPa at T2047 (T1279)

compared to only 46.4 m s21 and 903 hPa at T511.

These results generally support the conclusion of

Fierro et al. (2009) that a grid spacing of 10 km is

a ‘‘threshold’’ at which the TC intensity is expected

to increase dramatically. One reason for this is that it

represents a lower limit of the horizontal resolution at

which a typical eyewall can be resolved. However, in

our experiments intensities in the 10- and 16-km

integrations are fairly similar suggesting that the exact

threshold may be somewhat model-dependent. The

actual values of the peak intensities given above need

to be taken with caution, however, as they are likely

exaggerated because of the absence of an interactive

ocean. A coupled modeling study at the highest

resolutions would be useful to clarify these influences.

3) We find a significant difference in the simulation of

the three-dimensional structure of the most intense

storms even in the comparison of the 39- to the 16-km

resolution, which is not directly related to the in-

tensity differences of the TCs studied. (Results from

the 16- and 10-km models are fairly similar.) The

higher-resolution storms have on average more in-

tense warm cores of quite realistic magnitudes, higher

wind maxima, smaller and also more realistic RMWs,

and consequently stronger radial temperature and

velocity gradients in the eyewall. The surface struc-

ture shows significantly more complexity with smaller

scale and greater detail in the inner core, the presence

of an eye surrounded by a tight eyewall, and multiple

spiral rainbands. This is in stark contrast with the T511

simulation where these features are either diffuse or

absent altogether. In addition, our TC life cycle

analysis shows that in the T2047 model, TC intensity

fluctuations occur in conjunction with the structural

changes that appear tomimic reality. These results are

again rather encouraging and indicate that in a climate

change simulation at these highest resolutions, it

would be possible not only to adequately assess the

TC intensity response but also to take a more detailed

look at the structural changes of the storms in their

relation to the intensity change.

4) While a nonhydrostatic model that simulates explic-

itly cloud processes and convection could represent

TC features with higher fidelity, it is currently rather

costly to run such models (e.g., Kinter et al. 2011,

manuscript submitted to Bull. Amer. Meteor. Soc.).

Therefore, the use of a high-resolution AGCM with

conventional parameterizations could be an inter-

mediate step toward achieving the goal of a more

reliable prediction of the TC response to climate

change.

In the future work, we intend to compare the change

in the TC statistics in response to a changing climate and

its sensitivity to the model resolution using the 16- and

125-km versions of IFS. We also hope to assess the ro-

bustness of the results presented here and from the cli-

mate change study by comparing with similar results

from simulations of the Nonhydrostatic Icosahedral

TABLE 6. Correlation coefficients between the MJJASON av-

erage PDI and the Niño-3.4 index during 1990–2007. Bold values

indicate that the correlation coefficient is statistically significant at

the 95% confidence level using a one-sided Student’s t test and

assuming temporal independence of each record.

Obs

Ensemble

mean* T2047 T1279 T511 T159

North Atlantic 20.48 20.09 0.01 0.2 20.15 20.26

Northeast Pacific 0.53 0.57 0.32 0.64 0.52 0.32

Northwest Pacific 0.74 0.68 0.67 0.64 0.33 0.35

* Ensemble means are computed as in Table 4.
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Atmospheric Model (NICAM) at the resolution similar

to IFS T2047 also conducted under Project Athena.
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