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#### Abstract

Scalable, low-power random number generator (RNG) blocks are essential for encryption in today's communication systems. To allow for true RNG, a system must display an inherently-random physical phenomenon, such as the timing of individual fluctuations in random telegraph noise (RTN) or the random trapping/detrapping phenomena in dielectrics. In this work, a true RNG based on set variability in a resistive switching memory (RRAM) is demonstrated. The RNG relies on a single RRAM device, which is repeatedly programmed at a constant voltage close to the nominal set voltage. Due to the statistical variability of the set voltage, set transition takes place only in $\mathbf{5 0 \%}$ of the applied pulses, thus resulting in a bimodal distribution of resistance. The bimodal distribution of analog resistance is finally converted into a $0 / 1$ distribution of output voltage values through digital regeneration with a CMOS inverter.


Index Terms-Nonvolatile memory, resistive-switching memory (RRAM), random number generation, memory reliability.

## I. Introduction

The random number generator (RNG) finds today its main application in data encryption for secure communication systems to prevent data theft. While pseudo-RNG may be easily predictable, a true RNG relies instead on a local physical phenomenon that is totally random, thus cannot be replicated or predicted externally. The search for a true RNG with scalable size, low power and insensitiveness to external parameters, such as temperature, is a key effort for the development of encryption systems.
Several concepts for true RNG were previously proposed [1-6]. These include the thermal noise in electronic circuit[1] and the random telegraph noise (RTN) in nanodevices, such as dielectric layers [2] or resistive switching memory (RRAM) [3]. RTN, in fact, is a physically random process, relying on the statistical probability to overcome a barrier for the transition from one state (e.g., electron trapped in a local defect) to another (e.g., empty defect). By probing the voltage across the device or the current flowing in it at periodic timing, e.g., through a clock signal, a random sequence of high/low values can be obtained, which thus serves as the generated random bits. The RTN source, however, is difficult
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Fig. 1. Illustrative scheme for the 1T1R structure of the cell and for the measurement setup.
to activate and control. For instance, although both lowresistance state (LRS) and high resistance state (HRS) of RRAM often display RTN [7-8], the amplitude, average frequency and stability of the RTN source cannot be predicted. For instance, it was shown that, although the RTN amplitude correlates with the LRS resistance in RRAM devices, the statistical distribution of amplitude values is relatively broad [9]. Also, it was recently shown that RTN in HRS can be unstable, namely the RTN is randomly activated or deactivated without predictability [10]. Most recently, it was shown that switching variability in spin-transfer-torque (STT) magnetic memory (MRAM) could be used as true RNG [4]. The RNG concept is a random write operation in the device by applying a current for which the switching probability is $50 \%$. In this way, the final state would be HRS in $50 \%$ of the cases, and LRS in the other $50 \%$. Unfortunately, the resistance window of STT MRAM is quite limited, making the sensing of the random bit quite challenging. Switching variability in RRAM was also used to generate random bits for stochastic computing, where any number (e.g., 0.4) can be represented by a sequence of random bits representing 0 and 1 (e.g., $60 \%$ of 0 and $40 \%$ of 1) [5,6]. This highlights the potential of RRAM devices for true RNG.
In this work, we propose a physical RNG based on the switching variability in a single RRAM device[10-14]. The device is initially programmed in HRS, then a random set operation is carried out by applying a voltage in correspondence of the 0.5 probability for switching. This results in a bimodal distribution of resistance, where half of the states are in HRS and the other half are in LRS. The analog distribution of resistance is regenerated by a CMOS inverter stage. The manuscript is organized as follows: First, we discuss the switching process in our RRAM devices and


Fig. 2. Waveforms of TE voltage and current during a set/reset sequence (a) and corresponding measured I-V curves (b). The figure also shows the main parameters, namely the set voltage $\mathrm{V}_{\text {ste }}$, defined as the voltage marking the current crossing $40 \mu \mathrm{~A}$, the compliance current $\mathrm{I}_{\mathrm{C}}=75 \mu \mathrm{~A}$, the reset voltage $\mathrm{V}_{\text {reset }}$ marking the first decrease of current, the corresponding reset current $\mathrm{I}_{\text {reset }}$ and the peak voltage of the reset pulse $\mathrm{V}_{\text {stop }}$.
we illustrate the stochastic switching phenomena through experiments. Then we present the RNG concept, defining the resistance window, the contrast and the switching probability which form the basis for the RNG. The calibration and regeneration methods for the RNG are finally discussed.

## II. EXPERIMENTAL SAMPLE AND Characteristics

Fig. 1 shows the measurement setup for the switching and RNG process. The device consists of a RRAM with $\mathrm{AlO}_{\mathrm{x}}$ switching layer, TaN bottom electrode and Cu -containing top electrode. An integrated transistor was connected to the RRAM device to form a one-transistor/one-resistor (1T1R) structure, allowing for controllable switching at low current $(<75 \mu \mathrm{~A})$ and short pulse width $(1 \mu \mathrm{~s})[15,16]$. The RRAM device was initially formed by applying a DC sweep around 3 V . After forming, the devices shows resistive switching, where switching to the LRS is achieved by applying a positive set pulse, while switching to the HRS is achieved by a negative reset pulse [17]. During the set process, the gate voltage of the transistor is set to a relatively low value to limit the current passing through the device to a compliance current $\mathrm{I}_{\mathrm{C}}$, thus allowing a careful control of the resistance in the set state $[19,20]$. The gate is instead biased to a relatively large value during the reset pulse, to minimize the series resistance of the select transistor. The gate and topelectrode (TE) voltages were controlled by a waveform generator, while the TE potential V and the current I where sensed by the oscilloscope as shown in Fig. 1.


Fig. 3. Measured I-V curves for 6 repeated cycles on the same 1T1R structure. Note the stochastic switching phenomena, where all switching parameters, including the resistance in LRS and HRS, $\mathrm{V}_{\text {set }}, \mathrm{V}_{\text {reset }}$ and $\mathrm{I}_{\text {reset }}$, are affected by statistical fluctuations from cycle to cycle.

Fig. 2a shows the measured V and I during a typical set/reset experiment driven by triangular pulses of width $t_{p}=1 \mu \mathrm{~s}$. Each set/reset cycle include 4 pulses for set, positive read, reset and negative read, respectively, with a separation of 100 ns from one pulse to the next one. The maximum voltage was 3.1 V for set, -1.2 V for reset, and $\pm 0.6 \mathrm{~V}$ for read. Positive and negative read was used for set and reset state, respectively, to avoid any possible read disturb. Note the sharp increase of the current during the set pulse, which marks the set transition to the LRS, and the comparably sharp decay of the current during the reset pulse, evidencing the reset transition to HRS. From the measured voltage and current in Fig. 2a, the I-V curve of the 1T1R structure could be drawn as shown in Fig. 2b. Here, the set and reset processes can be clearly seen at positive and negative voltages, respectively. Set transition takes place at a positive voltage $\mathrm{V}_{\text {set }}$ of about 1 V , while reset transition occurs at a minimum voltage $\mathrm{V}_{\text {reset }}$ (about -0.9 V ) and a maximum current $\mathrm{I}_{\text {reset }}$ (about $75 \mu \mathrm{~A}$ ). A compliance current $\mathrm{I}_{\mathrm{C}}=75 \mu \mathrm{~A}$ was used, resulting in a LRS resistance R of about $10 \mathrm{k} \Omega$. The maximum voltage in the reset pulse was $\mathrm{V}_{\text {stop }}=-1.2 \mathrm{~V}$, resulting in a HRS resistance of about $300 \mathrm{k} \Omega$.

## III. SWitching Variability

Fig. 3 shows measured I-V curves on the same 1T1R sample, repeated for 6 successive set/reset cycles. All the switching parameters appear to statistically fluctuate from cycle to cycle, which was explained by the random formation and disruption of the microscopic conductive filament (CF) in the RRAM device [11-15]. Generally, the HRS is most affected by switching variability: this is because the applied negative voltage results in a partial depletion of defects from the CF, generally in a region close to the bottom electrode [21]. Electrical conduction in the depleted gap is generally due to Poole-Frenkel conduction, where electrons hop over energy barriers from trap to trap in response to the electric field [22]. Any variation in the conduction path and in the energy barrier impacts exponentially the resistance in the hopping process, therefore the statistical variations of HRS resistance are relatively large. On the other hand, resistance fluctuations in


Fig. 4. Cumulative distributions of the HRS resistance measured at $\mathrm{V}_{\text {read }}=-0.6 \mathrm{~V}$ (a) and of $\mathrm{V}_{\text {set }}(\mathrm{b})$ at variable $\mathrm{V}_{\text {stop }}$, namely $\mathrm{V}_{\text {stop }}=-1.1 \mathrm{~V}$, -1.25 V and -1.45 V . As $\mathrm{V}_{\text {stop }}$ increases, both the resistance and $\mathrm{V}_{\text {set }}$ increase due to the increasing length of the depleted gap in the CF.
the LRS are generally due to geometrical variations in the CF cross section, which affect LRS resistance only linearly [11,12].
Fig. 4 shows the cumulative distributions of HRS resistance measured at $-0.6 \mathrm{~V}(\mathrm{a})$ and $\mathrm{V}_{\text {set }}(\mathrm{b})$ for variable $\mathrm{V}_{\text {stop }}$, which was increased from -1.1 to -1.45 V . As $\mathrm{V}_{\text {stop }}$ increases, both R and $V_{\text {set }}$ increase as a result of the increase of the length of the depleted gap. To further evidence the controllability of R and $\mathrm{V}_{\text {set }}$ of the HRS by $\mathrm{V}_{\text {stop }}$, Fig. 5ashows the I-V curves for the set process after reset at increasing $\mathrm{V}_{\text {stop }}$, using the same values of $\mathrm{V}_{\text {stop }}$ in Fig. 4. The increase of $\mathrm{V}_{\text {set }}$ with R in the HRS was explained by the increase of the voltage drop across the depleted gap, which in turn reduces the local temperature and field in the remaining CF regions[21]. Since temperature and field are the driving forces for ion migration, a larger $\mathrm{V}_{\text {set }}$ is needed to initiate the set process as the gap region increases. Irrespective of the value of $\mathrm{V}_{\text {stop }}$, the large variability of the reset process results in relatively broad distributions of $R$ and $\mathrm{V}_{\text {set }}$. The slope of the cumulative distributions in the Fig.4slightly increases at increasing $\mathrm{V}_{\text {stop }}$, as previously indicated by experiments and simulations of $\mathrm{HfO}_{x}$-based RRAM [11]. This was explained by the increase of the migrated defects at increasing $\mathrm{V}_{\text {stop }}$ : as $\mathrm{V}_{\text {stop }}$ increases, more defect are displaced along the CF to open a high-resistance gap, which is responsible for the HRS resistance. Since the Poisson variability is dictated by the number of participating defects, a tighter distribution is obtained for a larger number of defects contributing to the reset process, hence at high $\mathrm{V}_{\text {stop }}$


Fig. 5. Measured I-V curves showing the set transition at positive voltage for increasing $\mathrm{V}_{\text {stop }}$ in the preceding reset process (a) and scatter plot of a $\mathrm{V}_{\text {set }}$ as a function of HRS resistance collected over 5000 set/reset cycles (b).
[11]. The evolution of the CF at increasing $\mathrm{V}_{\text {stop }}$ is reflected by both parameters R and $\mathrm{V}_{\text {set }}$, which are strongly correlated as shown by the scatter plot in Fig. 5b [23].

## IV. RNG METHODOLOGY

The stochastic set process can be used for true RNG as described in Fig. 6. As shown in Fig. 6a, a 4 pulse-sequence is applied to the 1T1R, including: (i) a set pulse to initialize the device in the LRS, (ii) a reset pulse with stop voltage $\mathrm{V}_{\text {stop }}$ to induce the transition to the HRS with a resistance distribution similar to Fig. 4a, (iii) a random set pulse with voltage $\mathrm{V}_{\mathrm{A}}$ close to the median value of $\mathrm{V}_{\text {set }}$ in Fig. 4b, and (iv) a final read pulse to probe the resistance in the final state. Note, in fact, that $\mathrm{V}_{\mathrm{A}}=1.6 \mathrm{~V}$, which is applied in Fig. 6for the random set pulse, corresponds to the median value of $\mathrm{V}_{\text {set }}$ distribution in Fig. 4 b for $\mathrm{V}_{\text {stop }}=-1.45 \mathrm{~V}$, thus aiming at inducing a set transition only in half of the device cycles. Fig. 6b shows the cumulative distribution of the resulting resistance measured by the read pulse in Fig. 6a: data show a bimodal distribution with 2 sub-distributions, namely an LRS sub-distribution with R of about $12 \mathrm{k} \Omega$, and a HRS sub-distribution with a broad distribution of resistance above $100 \mathrm{k} \Omega$. The bimodal distribution serves as a source of random bits for the true RNG. To avoid any memory effect where a RNG event might be correlated and influenced by the previous random state, the device is properly initialized through the initial set pulse which ensures a strong CF formation.


Fig. 6. Sequence of applied pulses for true RNG (a) and cumulative distribution of R obtained from $10^{3}$ repeated RNG operations (b). The random set operations for points $\mathrm{A}, \mathrm{B}$ and C highlighted in (b) are shown in Fig. 7.

To better understand the origin of the bimodal distribution, Fig. 7 shows the I-V curves for 3 random set operations, corresponding to state $A, B$ and $C$ in Fig. 6b. Since $V_{A}$ is properly calibrated to be located at the median value of the broad $\mathrm{V}_{\text {set }}$ distribution, the set process takes place only for $50 \%$ of the cycles. Case A corresponds to a cycle where $\mathrm{V}_{\text {set }}$ was higher than $\mathrm{V}_{\mathrm{A}}$, as a result of reset in the previous pulse ending up in a relatively large $R$, hence large $\mathrm{V}_{\text {set }}$. As a result, no set process takes place in this case, and R is found in the


Fig. 7. Measured I-V curves during the random set process of the 1T1R corresponding to states $\mathrm{A}, \mathrm{B}$ and C in the distribution of Fig. 6b.


Fig. 8. Probability distribution of R measured after the set (first) pulse (a), reset (second) pulse (b)and the random set (third) pulse (c) in the sequence of Fig. 6a. The HRS and LRS sub-distributions (same data as in Fig. 6b) can be clearly seen in plot (c). The RNG figures of merit, including the sub-distribution probabilities, resistance window RW and contrasts $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$, are defined in Fig. 8c.

HRS sub-distribution in Fig. 6b. On the other hand, $\mathrm{V}_{\text {set }}$ is smaller than $\mathrm{V}_{\mathrm{A}}$ for case C , thus the device undergoes a set transition with the current being limited to $\mathrm{I}_{\mathrm{C}}$ of about $50 \mu \mathrm{~A}$ thanks to the series transistor. State C is thus found in the LRS sub-distribution in Fig. 6b. Finally, an intermediate case B is also shown, corresponding to $\mathrm{V}_{\text {set }}$ being very close to the applied $\mathrm{V}_{\mathrm{A}}$ : in this case, set transition takes place but only in the final stages of the triangular random-set pulse in Fig. 6a. As a result, set transition cannot be completed as in case C, and the device only reaches a resistance which is halfway between HRS and LRS. This provides the flat transition region of the bimodal distribution in Fig. 6b, between the HRS and the LRS sub-distributions. We found that the occurrence of intermediate cases of type B can be minimized by a proper shape of the random-set pulse (e.g., saw-tooth shape with an abrupt drop of the voltage after the peak value $\mathrm{V}_{\mathrm{A}}$ is reached) or by reducing the pulse width.
Fig. 8a and b show the probability distributions of R measured after the first (set) and the second (reset) pulse in Fig. 6a, while Fig. 8c shows the distribution of R measured after the random set pulse (same data as in Fig. 6b). Note that the LRS resistance distribution in Fig. 8ais extremely tight with an almost negligible relative standard deviation of 0.21 , thus ensuring an optimum initialization of the RNG. The initial distribution (b) can be described by a relatively broad lognormal distribution, while the final distribution shows 2 well defined log-normal peaks, corresponding to the LRS and the HRS sub-distributions. The random LRS and HRS in the 2


Fig. 9. Probability distributions of R measured after random set for increasing $\mathrm{V}_{\text {stop. }}$. The applied voltage $\mathrm{V}_{\mathrm{A}}$ was chosen to obtain $\mathrm{P}_{\mathrm{HRS}} \approx \mathrm{P}_{\mathrm{LRS}} \approx 0.5$.
sub-distributions serve as the 0 and 1 random bits of a true RNG.
For an optimized RNG, the resistance window between the 2 sub-distributions in Fig. 8c and the contrast between the peaks of the HRS and LRS sub-distributions and the intermediate region B should be as large as possible. To identify possible figures of merit for RNG optimization, Fig. 8c shows the definition of the resistance window RW, namely the ratio between the resistance at the peaks of the HRS and the LRS sub-distributions. The contrast $\mathrm{C}_{1}$ is also defined as the ratio between the peak probability of LRS and the minimum probability in the transition region between LRS and HRS. Similarly, contrast $\mathrm{C}_{2}$ is defined as the ratio between the peak probability of HRS sub-distribution and the minimum probability in the transition region. Finally, the total amount of HRS and LRS probabilities, namely $P_{\text {HRS }}$ and $P_{\text {LRS }}$ respectively, is also defined. Note that HRS and LRS probabilities satisfy the relationship $\mathrm{P}_{\mathrm{HRS}}+\mathrm{P}_{\text {LRS }}=1$.

## V. RNG Optimization

To optimize the RNG process, the figures of merit in Fig. 8ccan be maximized by an accurate choice of the parameters in the pulse sequence of Fig. 6a, namely the stop voltage $\mathrm{V}_{\text {stop }}$ and the applied voltage $\mathrm{V}_{\mathrm{A}}$ for random set. To illustrate the impact of $\mathrm{V}_{\text {stop }}$ and $\mathrm{V}_{\mathrm{A}}$ on the RNG distributions, Fig. 9 shows the probability distributions for increasing $\mathrm{V}_{\text {stop }}$, namely $\quad \mathrm{V}_{\text {stop }}=-1.1 \quad \mathrm{~V}(\mathrm{a}), \quad \mathrm{V}_{\text {stop }}=-1.25 \mathrm{~V} \quad$ (b) and $\mathrm{V}_{\text {stop }}=-1.45 \mathrm{~V}$ (c). The applied voltage $\mathrm{V}_{\mathrm{A}}$ in the figures was chosen to be close to the median distribution of $\mathrm{V}_{\text {set }}$, for each value of $\mathrm{V}_{\text {stop }}$, so as to satisfy the relationship $\mathrm{P}_{\mathrm{HRS}} \approx \mathrm{P}_{\mathrm{LRS}} \approx 0.5$.


Fig. 10. Contour plot of the figure of merits, namely the probability to obtain $\mathrm{P}_{\text {HRS }}=\mathrm{P}_{\text {LRS }}=0.5$, represented by $\mathrm{P}_{50 \%}=\mathrm{P}_{\text {HRS }} \mathrm{P}_{\text {LRS }} / 0.25$ (a), the resistance window $R W$ (b) and the contrast $C_{1}(c)$ and $C_{2}(d)$. The white line highlights the conditions to have a balanced RNG $\left(\mathrm{P}_{\mathrm{HRS}}=\mathrm{P}_{\mathrm{LRS}}\right)$.


Fig. 11. Applied voltage $\mathrm{V}_{\mathrm{A}}$ as function of $\mathrm{V}_{\text {stop }}$ to obtain a balanced RNG (a). Evolution of resistance window RW (b), contrast $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ for a balanced RNG.

Note that the LRS sub-distribution is generally peaked around $12 \mathrm{k} \Omega$, since this results from the set process controlled by $\mathrm{I}_{\mathrm{C}}$. On the other hand, the HRS sub-distribution moves according to the value of $\mathrm{V}_{\text {stop }}$, therefore the resistance window of RNG increases at increasing $\mathrm{V}_{\text {stop. }}$. Note that $\mathrm{V}_{\mathrm{A}}$ also must increase with $\mathrm{V}_{\text {stop }}$ to ensure a $50 \%$ of random set, since $\mathrm{V}_{\text {set }}$ increases with $\mathrm{V}_{\text {stop }}$ (see Fig. 4b). Thanks to the increasing window between HRS and LRS, the contrast is also improved from (a) to (c) as $\mathrm{V}_{\text {stop }}$ increases. At relatively low $\mathrm{V}_{\text {stop }}$, in fact, the HRS distribution has significant contribution in the intermediate range of R between the median LRS and median HRS, which thus results in a degradation of the contrast at low $\mathrm{V}_{\text {stop }}$ and low $\mathrm{V}_{\mathrm{A}}$.
To study the appropriate value of $\mathrm{V}_{\mathrm{A}}$ to achieve the condition $\mathrm{P}_{\mathrm{HRS}} \approx \mathrm{P}_{\mathrm{LRS}} \approx 0.5$, Fig. 10ashows the contour plot of the product $\mathrm{P}_{50 \%}=\mathrm{P}_{\text {HRS }} \mathrm{P}_{\text {LRS }} / 0.25$, which is maximum for $\mathrm{P}_{\text {HRS }} \approx \mathrm{P}_{\text {LRS }}$ and decreases as either $\mathrm{P}_{\mathrm{HRS}}$ or $\mathrm{P}_{\text {LRS }}$ approach 0. The contour plot is shown as a function of $V_{\text {stop }}$ and $V_{A}$ in the $x$-axis and $y$-axis, respectively. The maximum $\mathrm{P}_{50 \%}$ is achieved along a curve where $\mathrm{V}_{\mathrm{A}}$ increases with $\mathrm{V}_{\text {stop }}$, as already expected from results in Fig. 9. Note that this curve corresponds to the


Fig. 12. Probability distribution of $R$ measured after random set for increasing pulse-width tp.
correlation between the median of $\mathrm{V}_{\text {set }}$ and $\mathrm{V}_{\text {stop }}$, obtained from $\mathrm{V}_{\text {set }}$ distributions at variable $\mathrm{V}_{\text {stop }}$ as those shown in Fig. 4 b . The curve of maximum $\mathrm{P}_{50 \%}$ defines the appropriate values of $\mathrm{V}_{\mathrm{A}}$ for RNG at any given value of $\mathrm{V}_{\text {stop. }}$. This curve will thus be taken as a reference line for RNG optimization.
Fig. 10b shows the resistance window between the peaks of LRS and HRS sub-distributions as defined in Fig. 8c. The window increases with $\mathrm{V}_{\mathrm{A}}$, while is negligibly dependent on $\mathrm{V}_{\text {stop. }}$. In fact, while $\mathrm{V}_{\text {stop }}$ controls the initial resistance of the HRS (Fig. 8b), it is $\mathrm{V}_{\mathrm{A}}$ that dictates the portion of HRS distribution that undergoes set transitions after the random set pulse. The larger $\mathrm{V}_{\mathrm{A}}$, the larger the amount of HRS that is converted into LRS sub-distribution. Since the random set operation selects HRS levels at relatively low resistance, increasing $\mathrm{V}_{\mathrm{A}}$ results in an increase of the resistance of HRS sub-distribution, thus increasing the resistance window.
Fig. 10c and d show the contour plot of contrast $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$, respectively. Contrast $C_{1}$ between the LRS sub-distribution peak and the inter-distribution valley is mainly controlled by $\mathrm{V}_{\mathrm{A}}$ : in fact, as $\mathrm{V}_{\mathrm{A}}$ increases, the window increases (Fig. 10b), thus increasing the depth of the valley between the subdistributions. On the other hand, contrast $\mathrm{C}_{2}$ between the valley and the HRS peak is controlled by both $\mathrm{V}_{\text {stop }}$ and $\mathrm{V}_{\mathrm{A}}$. This is because the initial HRS distribution shifts to higher resistance at increasing $\mathrm{V}_{\text {stop }}$. Also, a large $\mathrm{V}_{\mathrm{A}}$ reduces the amount of cells in the HRS sub-distributions, thus reducing its peak and the contrast $\mathrm{C}_{2}$. Note that both contrasts $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are key parameters to define the quality of the RNG. As the contrasts increase, the bimodal character of the resistance distribution becomes increasingly well defined, thus approaching an ideal RNG behavior.
The curve of balanced RNG ( $\mathrm{P}_{\mathrm{HRS}}=\mathrm{P}_{\mathrm{LRS}}$ ) is shown in all contour plots in Fig. 10and in Fig. 11a. From the intersection between the contour plots and the balanced RNG line, one can obtain the evolution of window, $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ with $\mathrm{V}_{\text {stop }}$, as shown in Fig. 11b, c and d, respectively. In general, these results indicate that optimum bimodal distributions are obtained for large $\mathrm{V}_{\text {stop. }}$. This can be understood by the role of $\mathrm{V}_{\text {stop }}$ in increasing the resistance window between LRS and HRS. The large the initial HRS, the larger the window between HRS and LRS sub-distributions after random set. A


Fig. 13. Measured R after random set for 500 cycles for $\mathrm{V}_{\text {stop }}=-1.45 \mathrm{~V}$ and $\mathrm{V}_{\mathrm{A}}=1.6 \mathrm{~V}(\mathrm{a})$, correlation of R in cycle $i+1$ as a function of R in cycle $i(\mathrm{~b})$ and populations of the 4 regions (c) defined in b .
larger window also ensures a good contrast due to sufficiently low valley between the sub-distributions.
Results in Figs. 10 and 11 thus indicates that (i) the value of $\mathrm{V}_{\mathrm{A}}$ to obtain $\mathrm{P}_{\mathrm{HRS}}=\mathrm{P}_{\mathrm{LRS}}=50 \%$ increases at increasing $\mathrm{V}_{\text {stop }}$, and (ii) the window and contrast also increase at increasing $\mathrm{V}_{\text {stop }}$. While RNG performance improves at increasing $\mathrm{V}_{\text {stop }}$, the maximum $\mathrm{V}_{\text {stop }}$ for operating the RNG is dictated by reliability of the resistive switching device. In fact, endurance studies have indicated that a large $\mathrm{V}_{\text {stop }}$ increases the probability of a negative set, or breakdown, where resistance suddenly decreases during the reset under a negative voltage [23]. Since the select transistor is generally biased to high gate voltage during reset, the relatively high current limit leads to destructive set in the RRAM device. Therefore, for safe operation of the RNG circuit, the maximum value of $\mathrm{V}_{\text {stop }}$ should be accurately limited to avoid RRAM failure.
This RNG scheme can be further optimized in terms of time and power consumption. Fig. 6a shows that the complete sequence of set, reset, random set and read pulses to generate 1 random bit lasts about $4.5 \mu$ s. This time can be decreased by reducing the set/reset pulse-width, which was shown to be as short as below 1 ns in metal-oxide RRAM [24]. On the other hand, the resistance window and contrast can be improved by increasing the pulse widths in the random set operation. This is shown in Fig. 12, comparing the resistance distribution for pulse width $t_{p}=1 \mu \mathrm{~s}$ and $10 \mu \mathrm{~s}$. the resistance window increases, since set and reset transitions become more efficient at increasing set/reset times. Also, the contrast between the two states increases, as the probability for partial set transition (case B in Fig. 7) decreases as the time increases.
To reduce the power consumption of the RNG, the peak current in set/reset processes, which is around $50 \mu \mathrm{~A}$ from Figs. 5 and 7, can also be reduced by decreasing the


Fig. 14. Schematic of the regeneration circuit (a), including the 1T1R RRAM structure and a CMOS inverter and the $\mathrm{V}_{\text {in }}-\mathrm{V}_{\text {out }}$ characteristic of the inverter (b).
compliance current during the set operation, e.g., to below $10 \mu \mathrm{~A}$ [25].

## VI. RNG RANDOMNESS

True random number generation requires that there is no memory effect in the physical process for bit generation. We demonstrated randomness of RNG in our RRAM circuit by verifying that there is no correlation between successive RRAM states in a sequence of generated bits. Fig. 13a shows the measured RRAM resistances in a sequence of 500 states. The sequence was obtained for $\mathrm{V}_{\text {stop }}=-1.45 \mathrm{~V}$ and $\mathrm{V}_{\mathrm{A}}=1.6 \mathrm{~V}$, and shows a clear bimodal distribution of LRS ( $\mathrm{R} \approx 12 \mathrm{k} \Omega$ ) and $\operatorname{HRS}(\mathrm{R} \approx 400 \mathrm{k} \Omega)$. Fig. 13b shows the correlation plot of R in cycle $i+1$ as a function of R in cycle $i$, where $i$ ranges from 1 to 499. The correlation is shown as a contour plot of probabilities for having a given resistance $\mathrm{R}_{i+1}$ at cycle $i+1$ and resistance $\mathrm{R}_{i}$ at cycle $i$. From the correlation plot, four regions can be identified, depending on the RRAM resistance value in the 2 cycles. Region 00 corresponds to the cell consecutively showing LRS in both cycles, while region 11 identifies consecutive generation of HRS levels. Regions 01 and 10, instead, correspond to the cell changing sub-distribution from cycle $i$ to cycle $i+1$. The populations of the four correlation regions is shown in the histogram of Fig. 13c: all regions indicate comparable values very close to $25 \%$, demonstrating the lack of correlation between successive extractions and the true randomness of this RNG.

## VII. Regeneration Circuit

Although relatively high values of contrast can be achieved in the bimodal distribution of HRS and LRS, a positive-feedback regeneration of the analog values of resistance might be


Fig. 15. Inverter voltages $\mathrm{V}_{\text {in }}(\mathrm{a})$ and $\mathrm{V}_{\text {out }}(\mathrm{b})$ as function of the RRAM resistance for $\mathrm{V}_{\mathrm{DD}}=0.8 \mathrm{~V}$.
appropriate for an ideal RNG operation. To this purpose, Fig. 14a shows a regeneration circuit, where the first stage consists of the RNG based on the 1T1R structure, while the second stage is a CMOS inverter. Note that the relative large resistance window between set and reset allows to use a CMOS inverter rather than an analog comparator, which is instead needed for RTN-based RNG due to its smaller resistance window [3]. Fig. 14b shows the $\mathrm{V}_{\text {in }}-\mathrm{V}_{\text {out }}$


Fig. 16. Measured and simulated distribution of the RRAM resistance (a), simulated distribution of the inverter output $\mathrm{V}_{\text {out }}$ (b) and sequence of $V_{\text {out }}$ for $2 \times 10^{5}$ cycles.
characteristics of the CMOS inverter, displaying a threshold voltage at 0.4 V . The CMOS inverter was simulated assuming a MOSFET conductivity $K=80 \mu \mathrm{~A} / \mathrm{V}^{2}$, a threshold voltage $\left|\mathrm{V}_{\mathrm{T}}\right|=0.2 \mathrm{~V}$ and an Early effect with $\lambda=0.25 \mathrm{~V}^{-1}$ with Multisim ${ }^{\mathrm{TM}}$. The first stage acts as a voltage divider circuit, where the analog voltage $\mathrm{V}_{\text {in }}$ is high or low for the RRAM resistance being low or high, respectively. The CMOS inverter allows for digital restoration through the high gain in the transition region in Fig. 14b. Fig. 15 shows the calculated $V_{i n}$ (a) and $\mathrm{V}_{\text {out }}$ (b) as a function of the RRAM resistance R , demonstrating analog and digital characteristics, respectively.
To further demonstrate the RNG regeneration, Fig. 16 shows simulation results of the circuit in Fig. 14a. First, we randomly generated resistance values according to the bimodal distribution shown in Fig. 16a, which is in good agreement with the experimental results. For each value of resistance, we calculated the output voltage of the regeneration circuit, resulting in the digital bimodal distribution of $\mathrm{V}_{\text {out }}$ in Fig. 16b. Note the very small number of counts in the intermediate region, corresponding to resistance values in the valley between the HRS and LRS sub-distributions. the number of intermediate values around $\mathrm{V}_{\mathrm{DD}} / 2$ can be further suppressed by adding a third stage for digital restoration, e.g., another CMOS inverter. Fig. 16c shows the sequence of $\mathrm{V}_{\text {out }}$, again supporting digital RNG.

## VIII. CONCLUSIONS

We presented a new RNG concepts based on switching variability in RRAM. The RNG operation relies on random set where the RRAM is driven by an applied voltage $\mathrm{V}_{\mathrm{A}}$ very close to the median of the distribution of $\mathrm{V}_{\text {set }}$. The resistance value after random set displays bimodal distribution with HRS and LRS sub-distributions. Careful adjustment of $\mathrm{V}_{\mathrm{A}}$ allows for fine balancing of the sub-distributions, as well as for optimized window and contrast. Randomness is demonstrated by a correlation study of successive RNG cycles. Finally, a regeneration circuit is proposed to allow for ideal digital RNG.
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