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Wireless sensor network (WSN) is a kind of distributed and self-organizing networks, in which the sensor nodes have limited
communication bandwidth, memory, and limited energy. 
e topology construction of this network is usually vulnerable when
attacked by malicious nodes. Besides, excessive energy consumption is a problem that can not be ignored. 
erefore, this paper
proposes a secure topology protocol ofWSNwhich is trust-aware and of low energy consumption, called TLES.
eTLES considers
the trust value as an important factor a�ecting the behavior of node. In detail, the TLES would take trust value, residual energy of
the nodes, and node density into consideration when selecting cluster head nodes.
en, TLES constructs these cluster head nodes
by choosing the next hop node according to distance to base station (BS), nodes’ degrees, and residual energy, so as to establish a
safe, reliable, and energy saving network. Experimental results show that the algorithm can e�ectively isolate the malicious node
in the network and reduce the consumption of energy of the whole network.

1. Introduction

With the development of wireless communications, electron-
ics, and sensing technology, the wireless sensor networks
(WSN) [1] have attracted much attention. WSN consist of
many wireless sensors which have sensing, data process-
ing, and short distance wireless communication function.

ese embedded sensors could be self-organizing and work
together to sense and collect all kinds of interesting envi-
ronment data. Moreover, they also analyze and process the
original data to obtain accurate information under various
environmental conditions [2].
e excellent characteristics of
WSN make it have a broad application prospect in military
defense, environmental monitoring, biological, medical, dis-
aster relief, and commercial applications, and so forth [3–5].

In general, the WSN nodes are equipped with indepen-
dent battery and usually deployed of large numbers in the
wild places where people almost could not reach. It is an
impossible mission to recharge or replace the sensor battery.
In order to reduce the energy consumption, the communica-
tion radius of node is strictly limited. 
e topology protocols

of WSN commonly focus on how to separate the whole net-
work into clusters and how to make multihops construction
among these cluster heads for transferring sensor data to
base station by self-organization. In the open, distributed, and
dynamic environment, the construction of network topology
is vulnerable, which may lead entire network to be unsafe.
For WSN, how to ensure the security of the communication
is an important issue in the process of constructing network
topology [6, 7].

In recent years, people have put forward di�erent security
routing protocols. Most of these are based on the traditional
security mechanisms of the cryptosystems, which needmuch
more memory and energy consumption. 
e wireless sensor
network is composed of many small sensor nodes with
limited bandwidth and stringent node constraints in terms
of power and memory. What is more, the cryptosystems can
only resist external attack; once internal nodes have muta-
tions or attacks, they will not be able to be identied. So the
traditional cryptosystems of traditional security mechanisms
are not fully applicable to wireless sensor networks [8].
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To solve the above problems, researchers have proposed
the trust management mechanism. Trust is dened as the
binary relation occurring in subject and object. 
e trust
management mechanism depends on the history record of
object behavior or interaction behavior. 
e record is used to
calculate a trust value. 
e trust value provides a prediction
of future behavior and determines the object’s next step. 
e
evaluation of the trust value includes node trust, link trust,
and service trust. 
is strategy makes the trust management
mechanism e�ective in improving the security of the network
in an open environment.


is paper tries to take node trust into consideration
whenbuilding a network topology, so as to ensure the security
of the network communication.
e TLES algorithm is based
on the analysis of node behavior. It develops a variety of trust
factors and then performs comprehensive analysis with direct
information and recommended information. 
is working
principle can dynamically re�ect changes in the trust value
between the nodes. TLES combines trust value, residual
energy, and density together. 
is algorithm uses the local
optimum principle to choose the cluster head node. Cluster
head selects the next hop based on the residual energy,
distance to BS, and degree of other cluster heads. As a result,
it can e�ectively eliminate the malicious nodes in network
and achieve safe, rational node communication. Besides, the
energy consumption of the network is reduced.


e rest of this paper organization is as follows: the
second part is a brief review of the related research work;
the third part presents the system model and the problem
description; the fourth part shows the details of the topology
algorithm; the �h part is about simulation results and the
analysis; the last part is conclusions for summary and future
work.

2. Related Work


ere have been many researches on WSN trust models.
Zhan et al. proposed a plane routing protocol based on
trust, which is called TARF. 
e TARF uses the trust value
and energy cost to decide the routing path. 
is protocol
can prevent malicious nodes from tampering with routing
information and misleading network tra�c [9]. Raje and
Sakhare [10] proposed a mechanism of cluster head election.

is mechanism is based on trust model and uses a certain
probability to choose cluster head. Other ordinary nodes
would join a cluster head a�er analyzing energy and the
cluster head’s trust values. If no node joins a cluster head,
the cluster head would become a common node. Repeating
the above process until all common nodes have found their
cluster heads, which is complex calculation process that
would bring network too much burden and energy cost,
Crosby et al. proposed a cluster head election algorithmbased
on trust value. In this algorithm, neighbor nodes monitor
data packets and control packets forwarding information,
calculate the trust value, and select the neighbor node with
the highest trust value as the cluster head. 
is algorithm
combines challenge response with redundancy strategy to
reduce the possibility of malicious nodes becoming cluster
head [11]. In [12], Safa et al. proposed a hierarchical routing

algorithm which is called CBTRP. For the CBTRP, neighbor
nodes self-organize into a cluster structure according to
the corresponding trust value. To ensure the safety of data
transmission, the CBTRP would send data to trust cluster
head directly and apply directed di�usion. Heinzelman et al.
proposed an improved LEACH algorithm [13] based on trust
value, that is, LEACH-TM [14]. 
e LEACH-TM algorithm
uses trust value to optimize the selection of cluster head
and the formation of the cluster structure. In this way, the
LEACH-TM can identify the malicious nodes, reduce data
packet loss, and enhance network security. 
ere is a TARP
[15] protocol which applies a trust-based routing scheme
responsible for routing messages from the di�erent nodes
to the base station. It is based on idea of node cooperation
which forwards the neighbor messages. It uses the concept of
cooperation in terms of routing reputation. TARP achieves
signicant improvements in terms of energy consumption
and scalability. 
is protocol exploits nodes’ past routing
behavior and link quality to determine e�cient paths, but
it does not o�er protection against the identity deception
through replaying routing information.


ese above methods mainly focus on single network
security threats without considering trust value across the
board; thus it may ignore security and performance defects
of the trust routing itself. For example, the computation
of trust value is too complex, malicious nodes are di�cult
to identify, and key nodes are vulnerable. 
erefore, this
paper proposes a secure routing algorithm based on trust for
wireless sensor network (TLES).
e TLES synthesizes direct
and recommended information for trust calculation. So it can
dynamically re�ect the change of trust value between nodes.
Besides, it takes trust value, energy cost, andnode density into
consideration. 
e nodes compete and select a cluster head.

e cluster head node chooses the next-hop node according
to energy cost, distance, and degree. Using this strategy,
the TLES can e�ectively eliminate the malicious nodes in
the network. It can also ensure security and rationality of
node communication e�ectively, as well as reducing network
energy cost.

3. System Model and Problem Description


is paper proposes TLES, which lets node construct the
topology structure of the whole network according to the
neighbor node’s trust value, residual energy, and distance
to base station. Models and problems of TLES topology
construction are described as follows.

3.1. NetworkModel. Supposing� sensor nodes are randomly
distributed in the� ∗� region, the main characteristics of
sensor nodes are as follows:

(1) all sensor nodes have the same initial trust value,
energy value, and status;

(2) there is only one BS node in the WSN, and the BS
node’s energy is innite;

(3) once a sensor node has been deployed, it cannot be
moved;
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(4) node is not equipped with GPS, but each node can
know the location information of the current node;

(5) a sensor node has many energy levels, so the sensor
nodes can dynamically adjust themodel of the energy
according to the transmission distance.


e rst to fourth are the basic properties of wireless
sensor networks, and the �h property is dened energy
levels for the communication within the cluster and the
communication between clusters; the two communication
modes have di�erent energy consumption.

3.2. Wireless Communication Model. 
is paper uses the
samewireless communicationmodel in [16].How to calculate�� is shown in (1). If � ≤ ��, the node energy consumption
is proportional to the square of the communication distance;
if � > ��, the node energy consumption is proportional to
the biquadrate of the communication distance. 
e above
two models are called the free space model (free space) and
multipath fading model (multipath fading), respectively. In
order to realize that nodes’ energy consumption have propor-
tional relationship to the square of the distance, the broadcast
distance of the nodes and the communication distance�were
set to �� in this paper.
e energy consumption of sending �-
bits data is as shown in formula (2). Consider

�� = √ 
fs
mp

(1)


tr (�) = 
elc (�) + 
amp (�, �)
= {{{

� × 
elc + � × 
fs × �2; if� ≤ ��
� × 
elc + � × 
mp × �4; if� > ��.

(2)


e energy consumption of sensor nodes receiving �-bits
data is as shown in


rx (�) = � × 
elc. (3)


elc stands for the energy consumption when receiving and
sending 1 bit data, 
amp represents the energy consumption
when node fuse 1 bit data, 
fs stands for the consumption of
energy when sending 1 bit data in the free space model, and
mp represents the consumption of energy of sending 1 bit
data in the multipath fading model.

3.3. Problem Description. In order to solve these weaknesses
existing in the previous studies, TLES protocol needs to meet
the conditions as follows:

(1) the network node communication radius is less than
or equal to the ��; therefore all the nodes in the
network could meet the free space model which can
e�ectively reduce the energy consumption;

(2) it is di�cult for nodes to obtain global information,
with the increasing scale of WSN; the node should
construct the whole network topology only by local
neighbor nodes’ information;

(3) the node’s trust value is dynamic, the changes ofwhich
should be able to accurately re�ect the node security;

(4) in TLES algorithm, all nodes try their best to deliver
packets to their next node, integrating a variety of
trust mechanisms to select a neighbor node with the
highest trust value as the cluster head node;

(5) communication between cluster head nodes should
try to satisfy the free spacemodel; the communication
radius is less than or equal to the ��.

4. Details of TLES

TLES algorithm consists of two parts. 
e rst part is to
calculate the trust value of nodes and select cluster head
nodes according to the trust value, residual energy, and the
density of nodes. If the ordinary node’s trust value is less than
a certain threshold, it could not be allowed to join any cluster
heads. 
e second part is to build a weighted tree. All the
cluster head nodes select the next-hop nodes, according to
the node information including the value of residual energy,
the distance between cluster and BS, and the value of clusters’
degree, so as to construct the whole network topology and
transmit the information to the BS node nally.

4.1.	eCalculation of Trust Value. Trust depends on the sub-
ject’s (evaluating node) assessment to the object (evaluated
node) and the recommendation of other nodes, and the value
will change according to object’s behavior. Considering the
characteristic of self-organizing andmultiple hops in wireless
sensor network, the trust evaluationmechanism should be set
up with no core node. Nodes monitor each other’s behavior
between neighbors, and use the direct and indirect trust value
to get comprehensive trust values.

(1) Sending Rate Factor SF�,�(�). Evaluating node � monitors
the quantity sending of the evaluated node �. If the number
is lower than the lower limit threshold ��, the node can
be regarded as a selsh node. If the number is more than
the upper limit threshold ��, the node may have performed
attack as behavior of denial of service. 
e sending rate
factor’s formula is shown as follows:

SF�,� (�) =
{{{{{{{{{{{

SP�,� (�) − ��
ES�,� (�) − �� SF�,� (�) ≤ ES�,� (�)
�� − SP�,� (�)�� − ES�,� (�) SF�,� (�) > ES�,� (�) .

(4)

In formula (4), SP�,�(�) stands for the quantity sending
of the period � and ES�,�(�) represents the expected value of
the quantity sending of the period �. When �� = 300, �� =700, and ES�,�(�) = 500, the changes of SF�,�(�) are shown in
Figure 1.

It is clear that the range of SF�,�(�) is from0 to 1. If the value
of SP�,�(�) is closer to ES�,�(�), the value of SF�,�(�) is closer to 1,
whichmeans that the node gets a relatively higher trust value.
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Figure 1: 
e variation of sending rate factor.

(2) Consistency Factor CF�,�(�). To prevent malicious nodes
forged packets, we need to compare the data of node collect-
ing by itself with the data collecting by neighbor nodes, which
is called the analysis of spatial coherence. 
e data gathered
from di�erent nodes in the same local area of local networks
generally shows a high degree of correlation. 
e evaluating
node � monitors the packet of evaluated node �, compared
with its acquisition data. 
e evaluating node � monitors the
packet of evaluated node �, and � compares the data collecting
by itself with the data collecting by �. If the di�erence between
the two data is within a certain range, the evaluating node� and evaluated node � have a consistent opinion about the
monitored environment. Consider

CF�,� (�) = CP�,� (�)
CP�,� (�) + NCP�,� (�) . (5)

In formula (5), CP�,�(�) stands for the number of nodes
having the same packet with evaluated node � and NCP�,�(�)
stands for the number of inconsistent packet. CP�,�(�) +
NCP�,�(�) is the number of all the packet that � received from
its surrounding nodes.

(3) Packet Loss Rate Factor DF�,�(�). Because the energy of
node is limited in WSN, some nodes cannot communicate
with the base station (BS) directly and need other nodes as
relay node to forward information to the BS by a multiple-
hop topology. 
e packet drop is likely to exist in the process
of transmission, which leads to the loss of information. 
e
formula of packet loss rate factor is shown in

DF�,� (�) = � (�)� (�) . (6)

In formula (6), �(�) is the amount of all the packets sent
by all the nodes, in the period �. �(�) is the amount of packet
received by all the nodes times, at the same time. Obviously,
the range of DF�,�(�) is also from 0 to 1.

Suppose that nodes � and � are neighbor nodes. When
node � assesses node �, considering the attack of malicious
nodes and selsh node, we need to combine all trust factors
mentioned previously. Firstly, calculating nodes’ direct trust

value and then calculating the indirect trust value through
other node � which is connecting both nodes � and �, the
computation formula of direct trust value is as follows:

Td�,� (�) = (1 − �) ∗ SF�,� (�) ∗ CF�,� (�) ∗ DF�,� (�)
+ � ∗ Td�,� (� − 1) . (7)

In formula (7), SF�,�(�) is sending rate factor, CF�,�(�) is
consistency factor, DF�,�(�) is packet loss rate factor, � is a
constant coe�cient, and the range is from 0 to 1.
e range of
Td�,�(�) is from 0 to 1. Td�,�(�) is 0, representing that the node
is abnormal node, and the node is untrusted, while 1 stands
for the fact that the node is normal completely, and the node
is trusted.
e greater the trust value is, the more credible the
node is.

When selecting the next-hop node, each node is subjec-
tive to judge whether the next-hop node could be trusted by
calculating the trust of the next-hop node. In order to reduce
deviation, the indirect trust value also should be considered,
and formula is as follows:

Tid�,� (�) = �� (Td�,� (�) ,Td�,� (�)) . (8)

In formula (8), Td�,�(�) is the direct trust value of evaluated
node � by � and Td�,�(�) is the direct trust value of evaluated
node � by �, connected simultaneously with node � and node�. ��[⋅] can be determined according to the needs of actual
network. It can be set into linear, such that � ∗ Td�,�(�) +� ∗ Td�,�(�), and � + � = 1. 
e value of � and � can be
determined according to the actual needs. If we want to pay
more attention to trust value of the other nodes, we can set
the � value higher. However, if the node trust value judgment
by own is more important, � could be higher.

4.2. 	e Selection of Cluster Head. Before the rst choice of
cluster, base station nodes globally broadcasted, each node
receives the base station’s information and calculates the
distance between itself and base stations. 
en, each node
broadcasts information of itself in local area within the range
of distance ��. When other cluster head nodes receive a
message, then they will send a conrmation message to the
sending node. A�er each node calculates the �ch, each node
will broadcast the �ch of itself, and the range is ��. Consider

�ch = �	 (
current, �ch, �
) (9)

where 
current represents the residual energy of node, �ch
represents the trust value of nodes, and �
 is the number of
neighbor nodes within a radius of ��/4. �	[⋅] is the function
to computing nodes’ �ch. �ch of node is related to residual
energy, the trust value, and the density of the node. We hope
that the greater the residual energy of nodes, the greater the
trust value, and the greater the density of nodes, the higher
the probability of cluster head nodes.

Figure 2 is a schematic diagram of a WSN that consisted
of ve nodes, and the �ch of node 5 is the biggest. By the
following steps, the competition of cluster heads will be
completed.
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(1) if round=1
(2) Bs str = Receive Str(msg form BS) //radio strength from BS
(3) endif
(4) if (�(�).energy > 0 && �(�).type! = “�”)
(5) �(�).state = “�”;
(6) broadcast� MSG within range ��;
(7) Receive (conrmation message of neighbor node within the range of ��);
(8) calculate �ch;
(9) broadcast PCH MSG within range ��;
(10) receive PCH MSG from others
(11) � = max(�ch received, �ch own)
(12) endif
(13) if (�((�). �ch == �)
(14) �(�).state = “�”;
(15) endif
(16) if (�(�).state == “�”)
(17) broadcast MC MSG within range ��;
(18) waitfor JOIN MC MSG;
(19) endif

Algorithm 1: 
e pseudocode of elected cluster head.

(1) all nodes broadcast their information within the
scope of the �� and receive the other nodes’ informa-
tion within the same scope;

(2) all the nodes calculate their own �ch according to
the received information and then broadcast their �ch

information, within the scope of ��; all nodes receive�ch of other nodes in this scope; as shown in Figure 2,
the node 5 got the �ch value of itself and the other
nodes 1, 2, 3, and 4;

(3) compare its own �ch and other �ch values, if its own�ch is themaximumone; the node will become cluster
head; as shown in Figure 2, comparing with the value
of node 5 by its own and other values of 1, 2, 3, and 4
nodes, node 5 nds that own value is the biggest, so
node 5 becomes a cluster head node by competition.

Algorithm 1 is the pseudocode of clusters:

(1) BS node broadcast information of base station;

(2) all the nodes are not isolated and the energy is greater
than zero; broadcast their information with range
of ��; at the same time, all the nodes receive the
information of the other nodes within the range of��, calculating their�ch; at last, compare their own�ch
and the received neighbor node �ch;

(3) the nodewith themaximum�ch becomes cluster head
node;

(4) cluster head nodes wait for the join massages from
other nodes.

4.3. Weighted Spanning Tree Generation. In this section, we
want to set up amultihop topology among all the cluster head
nodes by generating a weighted spanning tree construction.
For convenience of discussion, all the nodes mentioned in
this section represent cluster head nodes.

5
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Figure 2: 
e competition of cluster head.

Cluster head selects the next hop from other cluster head
nodes, considering the residual energy, the distance between
BS and the next node, and degree of the next node. In this
paper, the concept of the degree is not just the number of
nodes connected directly. For example, the degree of node
A is the number of all the nodes, which take the node A as
a root node and need node A to forward their information.
In TLES, each cluster node broadcasts its information, and
the radius of broadcast is ��. When other cluster nodes have
received the message, they will send an acknowledgement
message to the node that has broadcasted the message, the
acknowledgement message (Message1) and the detail format
of the acknowledgement message as shown in Table 2. An
acknowledgement message includes the residual energy of
the current node, the location of the node, the distance
between the node and BS, and the degree of node. When the
node has received the acknowledgement message (Message1)
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Figure 3: Select the next-hop node.

from its neighboring nodes, it will select the next hop from
the neighboring nodes.

How to select the next-hop method is as follows.

(1) Node selects the node whose distance with BS node is
less than the distance between the current node and
BS node to join the set V from the nodes that have
sent Message1 to the current node.

(2) Select the next-hop node in the set V according to
formula (10).

(3) If node has received the Message1 from the BS node,
its next hop is the BS node. Consider

Nextnode (�, �) =  ∗ distance (�, �)
�� + ! ∗ 
current
�

+ " ∗ max degree − degree

max degree
.

(10)

In formula (10), � represents the current node, � represents
the neighbor node, and Nextnode (�, �) represents the link
weights between the current node � and node �. distance (�, �)
represents the distance between node � and node �. 
current

stands for the residual energy of node �. 
� stands for the
initial energy.max degree represents the biggest degree of the
previous round of the network. degree represents the degree
of �.  , !, and " are constant coe�cients, and  + ! + " = 1.
Finally, nodes will select the largest Nextnode as the next hop.

Figure 3 is a schematic diagram of WSN composing 6
nodes. 
e blue lines are the original connection in the
network and red line is the new one connected in this
round. Obviously, when choosing the next-hop node, E5 will
consider three aspects: distance, energy, and degrees. In this
diagram, E1 is closest to the sink node, and E1 is furthest to
E5 within the range of �� (within the range of ��, sending the
data as far as possible regardless of the degree of E1, the E1 can
be considered as the next-hop node of E5 temporarily, but,
given degree of E1, the E2 has the same energy with E1 whose
degree is relatively small. What is more, E2 is the farthest to
E5 except for E1, so E2 becomes the next hop of node E5.

In this paper, the concept of the degree is not just the
number of nodes connected directly. 
e degree of one node
is the number of all the nodes, which take this node as a
root node and need this node to forward information. A�er

the selection of next cluster head node, the next-hop node’s
degree should be updated. 
e formula is as shown in

degree� = degree� + degree�. (11)

degree� stands for the current node’s degrees and degree�
represents the degree of the next-hop �. All the nodes except
for �, which has connected �, need � to forward packet. So,
node � should update the value of degree. A�er node � has
updated its degree, it should broadcast the information of the
new degree. 
en, the next hop of � also should update the
one for the change of node �’s degree.
is process is repeated
until the node has been found, whose next hop is the BS node.

Figure 4 is a schematic diagram of a WSN composing
7 nodes. 
e blue lines are the original connection in the
network and red line is the new one connected in this round.
A�er the E6 has chosen E5 as the next-hop node, E5 needs to
update the value of degree, and E4 also needs to update the
degree. Because the next hop of E4 is BS node, so no more
nodes need to update degree, in this network.

Algorithm 2 is the pseudocode of weighted spanning tree:

(1) BS node broadcasts its information;

(2) all the nodes radiobroadcast the information of them-
selves, and the radiodistance is ��;

(3) nodes receive the radiomessages from the nodes
whose distance with the nodes are less than �� or
equal to ��;

(4) all surviving nodes in the network according to
the neighbor node information choose the next-hop
node, if the distance of node � to BS is greater than that
of the node � to the BS and has the Max (Nextnode);
the node � will became the next-hop node;

(5) node � and nodes, whose descendant is �, refresh their
degree;

(6) node � sends its TDMA table to its child nodes, and
the connected node receive TDMA.

5. Simulation


e experimental environment is as follows: the area of
network is 200 ∗ 200 and the number of sensor nodes is 200.

e initial value of trust of each node is 1. Some malicious
nodes are scattered randomly. Malicious nodes may have
some bad behaviors, such as packet loss, too big or too
small quantity of sending packet, and sending wrong data.
Simulation experiment of the initialization parameters are
shown in Table 1.


e experiment can be divided into three parts. First, we
analyze the detection accuracy of malicious nodes by setting
di�erent isolation threshold values. Second, we use the better
threshold, gotten by the rst part, we analyze the change
of average sending ratio, the change of average consistency
ratio, and the change of average packet delivery ratio as
the change of communication round, in order to verify
whether the proposed algorithm could isolate the malicious
nodes e�ectively and improve the average sending ratio, the
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Figure 4: Update of degree.

(1) if round = 1
(2) Bs str = Receive Str(msg form BS) //radio strength from BS
(3) endif
(4) if (�(�).energy > 0 && �(�).type! = “�”)
(5) if (�(�).distanceToSink < �(�).distanceToSink && �(�).
 > 0 && �(�).type! = “�”)
(6) choose max( ∗ distance��/�� + !∗ Ecurrent/Eo + "∗ (max degree − degreei)/max degree) as next node
(7) �(�).nextnode = �;
(8) degree� += degree� //updated the next-hop node’s degree
(9) � broadcast� MSG within range ��;
(10) end if ;
(11) end for

(12) for (All nodes whose residual energy are greater than 0)
(13) Node # Send TDMA table to it’s connected node;
(14) nodes have connected to the node � receives the TDMA
(15) end for

Algorithm 2: 
e pseudocode of weighted spanning tree.

Table 1: 
e initial value of the parameter.

Parameter Value

Etx 50$ − 9 J/bit
Erx 50$ − 9 J/bit
Efs 10$ − 12 J/bit/m2

Emp 0.0013$ − 12 J/bit/m4

EDA 5$ − 9 J/bit/singal
Control packet length 100 bits

Data packet length 4000 bits

SINK (0, 0)

Table 2: 
e format of the Message1.

ID Residual energy Distance with BS Location Degree

average consistency ratio, and the average packet delivery
ratio of the network. At last, we compare the consumption
of energy of TLES with the consumption of energy of some
hierarchical routing protocols including LEACH, LEACH,
and LEACH MF.

In Figure 5, the horizontal axis represents the proportion
of the malicious nodes (�	), and the vertical axis represents
the percentage of correctly detected malicious nodes in total
malicious nodes when the rst node dies in the network.
Some di�erent curves are gotten by setting di�erent threshold��. It can be seen from the diagram that all malicious nodes

can be detected when the threshold �� is 0.3. Figure 6 shows
that average trust values of the malicious nodes are changing
following the changing of round number. In this experiment,
assuming initial trust value of each node is 1 and then
calculating the node trust value according to the previous
communication performance of node, we can conclude that,
no matter how much the proportion of malicious nodes is,
the average trust values are falling and malicious node trust
value will be dropped to below 0.3. 
erefore, the malicious
nodes are detected by setting the isolation threshold value ��
as 0.3 under the experimental environment.s

All the nodes are fully trusted at the beginning of the
experiment; that is to say, each node’s trust value is 1. 
e
average consistency ratio, the average sending ratio, and the
average packet delivery ratio of the whole network are 1. At
the beginning of the communication, all the nodes are fully
trusted and malicious nodes have not been isolated. Because
malicious nodes exist in the network, a lot of abnormal
behaviors that include loss of packet, wrong packet, or node
not sending packets or sending too much packets will occur,
all the three trust factors will decline in the former stage.With
the increased rounds of communication, the malicious node
will be detected and isolated slowly, and these bad behaviors
will decrease relatively, so, in the later communication stage
of the entire network, all the three trust factors will increase
with the increased rounds of communication.

In order to verify the changes of three trust factors, we
got Figures 7, 8, and 9. In Figure 7, the horizontal axis stands
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Figure 5: Proportion of malicious nodes and detection accuracy.
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Figure 6: 
e average value of malicious node’s trust.

for number of communication round, and the vertical axis
represents the average sending ratio. In Figure 7, no matter
how much the proportion of malicious nodes is, the change
of average sending ratio in the network su�ers degradation in
the rst stage; with the increased number of communication,
it will increase signicantly. 
e greater the proportion of
malicious nodes is, the faster the rate of decline is in the down
phase.
e horizontal axis and vertical axis represent number
of communication round and the average consistency ratio
respectively, in Figure 8. In Figure 9, the horizontal axis
is number of communication rounds, and the vertical axis
represents the average packet delivery ratio. 
e change of
consistency ratio and average packet delivery is the same as
that of the change of average sending ratio; they are all su�er
a degradation in the rst stage and then increase signicantly,
no matter how much the proportion of malicious nodes is.
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Figure 7: 
e average sending ratio.
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Figure 8: 
e average consistency ratio.

And they also have the characteristic; namely, the greater the
proportion of malicious nodes is, the faster the rate of decline
is in the down phase.

Compared with Figures 7, 8, and 9, We can see that the
change of values of trust factors decreases rst and then
increases with the increase of the number of comunication
rounds. Sending factor’s change is quite gentle, and the
change of consistency factor and packet loss rate factor is
relatively larger. 
is is because that we let malicious nodes
send one more packet or one less packet than normal node
in each round, in this experiment. And then statistics each
node’s sending rate a�er 50 rounds. 
e change of nodes’
sending rate is not very high, so change of sending factor is
slow.


e last part experiments the energy consumption in
comparison with LEACH, LEACH-MF, CMRA, and TLES.
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Figure 9: Average packet delivery ratio.
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Figure 10: 
e comparison of energy consumption.

LEACH, LEACH MF [17], and CMRA [18] are clustering
routing protocols in WSN. Under the initial environment,
we get the contrast Figure 10 of energy consumption of the
four di�erent algorithms. In Figure 10, the horizontal axis
shows round number, the vertical axis represents the sum of
all the network nodes’ energy consumption, and the unit is %.
As can be seen from Figure 10, TLES energy consumption is
obviously smaller than the other three.


e number of rounds represents the lifetime of network
in this simulation. 
e lifetime of network contains three
kinds of denitions: the rst node dies, half of nodes die,
and the last node dies. In this experiment, we adopt the st
denition (the st node dies) to count lifetime of network.


e comparison of energy consumption (LEACH,
LEACH-MF, CMRA, and TLES) in the di�erent scale of
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Figure 11: 
e relationship between the monitoring area and
lifetime of network (the rst node dies).

network is shown in Figure 11. Monitoring area is 200 ∗ 200,300 ∗ 300, 400 ∗ 400, 500 ∗ 500, 600 ∗ 600, 700 ∗ 700, and800∗800, respectively. Initial energy is 0.6 %. In Figure 11, the
horizontal axis represents the network scale; the vertical axis
represents the lifetime (rst node dies). With the increase of
network size, most nodes’ distance to the BS will increase.
According to the communication model, we know that the
increase of distance is bound to bring the increase of energy
consumption. From Figure 11, we can see that the lifetimes of
LEACH, LEACH-MF, CMRA, and TLES all decline with the
increase of network scale. Although TLES is falling with the
increase of scale of network, its survival time is longer than
other algorithms under every scale.


rough Figures 10 and 11, we can know that TLES
compared with LEACH, LEACH-MF, and CMRA has less
energy consumption in each communication round and, with
the increase of network scale, has the longest lifetime in the
network.

6. Summary and Outlook


is paper proposed a secure topology protocol ofWSN, that
is, TLES. 
e trust mechanism used in TLES is introduced.
Trust factors were dened by the node’s historical behavior,
and the trust value of each node was calculated according
to the comprehensive value of direct trust and indirect
trust, which are related to the trust factors. TLES uses
the idea of clustering. First of all, the cluster heads were
selected according to the trust value, residual energy, and
density of nodes. 
en, the cluster heads choose the next-
hop node by the residual energy, the distance to BS, and
degree of candidate node. A�er that, the construction of
the whole network topology was built. Experimental results
show that TLES can eliminate themalicious nodes in network
e�ectively, so as to ensure the safety and rationality of node
communication. At the same time, it can also reduce the
energy consumption of the network.
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e existing problems of this paper are focused on the
following two aspects. First, this paper improves the average
packet delivery ratio and increases the calculation leading
to the increase of packet delay. Second, the mobile sensor
network and heterogeneous network would become the new
characteristics of network. It is important to gure out how
to make improvement in the future.
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