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Abszhzct- Wireless Sensor networks offer many beneficial 
applications in zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAvarious fields. However, because sensor devices 
are limited in their resources and susceptible to a variety 
of novel attacks, even a few malicious adversaries can easily 
spreead deceitful data and make the networks be in confusion 
without great efforts. Therefore, it zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis essential to distinguish 
forged data of illegal nodes from innocent data of legal nodes in 
sensor networks. In this paper, to make resilient wireless sensor 
networks, we propose a trust evaluation model which can identify 
trustworthiness of sensor nodes in order to filter out malicious 
nodes’ deceitful data. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Keywords- security, trust evaluation, sensor network 

1 + INTRODUCTION 
Wireless sensor networks suggest potentially beneficial so- 

lutions for various applications [l]. A major feature of these 

systems is that sensor nodes in networks assist each other by 
passing data, in-network process and control packets from one 

node to another. It is often termed an infrastructure-less, self- 

organized, or spontaneous network [23. 
Because wireless sensor networks pose some unique chal- 

lenges, traditional security techniques cannot be applied di- 

rectly to the sensor networks. First, each sensor node is limited 

in its memory, battery life, computation, and communication 

capabilities [3], Therefore, computation-intensive techniques 
like public-key cryptography are not expected to be used in 

wireless sensor networks. Second, they are susceptible to a 
variety of attacks, for example node capture, eavesdropping, 

denial of services, wormhole, and Sybil attack [4]. A major 

purpose of the active attackers is to make the entire or partiaI 

networks impractical or make the networks under the control 

of them. If the attacker can obtain their own commodity 

sensor nodes and induce the networks’ to accept them as 

legitimate nodes, it is hard to distinguish legitimate nodes f?om 

illegitimate ones just through the current network security 

policies [3]. In addition, such a distinction is also beyond the 

ability of the conventional key management scheme because 

we cannot guarantee the secrecy of each node’s private key, 

Therefore, some smart trust management schemes are 

needed to identify trustworthiness of sensor nodes in order 

to distinguish between malicious nodes and innocuous nodes, 

and to strengthen reliable nodes and weaken suspicious nodes. 

However, there have not been many of researches for trust 
evaluation models which are applicable to wireless sensor 

networks properly. 

Here, we propose a trust evaluation model for resilient 

wireless sensor networks, which helps the networks to operate 

normally with high probability although some nodes or data 

would be compromised. General direction for resilience is to 

gather multiple and redundant sensing data and crosscheck 

them for consistency. Based on the result of that crosscheck- 

ing, each node estimates its neighbor nodes’ trust values. 

The rest of the paper is organized as follows. Section 2 
describes goals and assumptions of a proposed trust evaluation 

model. Section 3 describes specific approaches and, details 
an overall framework and protocol for a trust management 
scheme. Section 4 analyzes the performance evaluation. Sec- 

tion 5 describes some related work, and Section 6 remarks 
conclusion of the paper. 

2. GOALS AND ASSUMPTIONS zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2.1 Threat Model 

As a general wireless sensor network environment, sensor 
nodes in the network are deployed in open areas, so they are 
confronting the added risk of physical attacks. Because sensor 
networks have many opportunities to interact closely with 

anonymous adversaries, deceitful data ITom them can be easily 

accepted as legal data in the networks. In addition, because 

each sensor node is vulnerable to a node capture attack, some 
private keys used for secure communication in the networks 

can be snatched by active attackers. 

2.2 Gvals 

We focus on making resilient wireless sensor networks 

which work normally even though some sensor nodes might 

be compromised. Without any hust  evaluation mechanisms, 
we cannot guarantee the sensor networks to work appropriately 

even if the networks adopt cryptographic key management ap- 

proaches. For the purpose of the resilience of sensor networks, 
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Fig. I .  Two Boundaries of a Grid Size 

we direct our approaches to evaluate trustworthiness of sensor 

nodes, and filter out inconsistent and deceitful data zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfrom the 

malicious or compromised nodes. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2.3 Assumption 

We have some assumptions in our trust evaluation model 

as follows: (1) each sensor node has a knowledge of its own 
location information by using alocation-detect system such as 
the Global Position System (GPS). (2) time is synchronized all 

through the networks. (3) sensor nodes are deployed denseky 

enough to be able to sense some identical events redundantly 

with their own neighbor nodes, and (4) the adversaries try to 

flood inconsistent data in order to make the networks be in 

confusion and go wrong. 

2.4 Our Contributions 

We present a novel trust evaluation model for wireless 

sensor networks. Based on our zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsurvey, there are not clear 

trust evaluation models suitable for wireless sensor networks 

properly. Our approach is one of the incipient researches 

on trust evaluation model for wireless sensor networks that 

can handle and filter out the inconsistent sensing data of the 

malicious nodes. We expect our hvst evaluation model to make 

a contribution to resilient wireless sensor networks. 

3 .  OUR DESIGN: TRUST EVALUATION MODEL 

We describe the protocol of our trust evaluation model. The 
protocol consists .of four steps. First, we divide sensing areas 

into some logical grids and assign a unique identification to 
each grid (Section 3.1). Second, sensor nodes deployed in each 

grid verify location information of their neighbor nodes by 
ECHO protocol [6] (Section 3.2). Third, each node evaluates 

trustworthiness of its neighbor nodes by crosschecking the 

neighbor nodes’ redundant sensing data with its own resdt. 

Inconsistent data from malicious or compromised nodes can 

be detected in this step (Section 3.3). Fourth, special nodes, 

aggregators, aggregate sensing data from their grids and 

transmit the computed results to the destination node, sink. 
Inconsistent data from malicious nodes can be excluded in 

this step (Section 3.4). 

3. I Step I: Grid D&nition 

In this step, consider first sensing areas in which sensor 

nodes will be deployed and ready for some events. We can 

easily know the location information of the sensing areas 

before we deploy sensor nodes. Then, we divide the sensing 

areas into some logical square grids in proportion to the 
sensing range of a sensor device. We define zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAT to be the sensing 

range of a sensor device. The main foixs on dividing in this 

step is to set the size of a logical grid to the extent that 

one sensor device’s sensing range can cover a grid entirely 

it belongs to. Two extreme deployment examples of a sensor 

node are shown pictorially in Figure 1. 
Consider an ideal case that a sensor node.is deployed at 

the center of a grid as in Figure l(a). In that case, for the 

purpose of the whole coverage by r of the sensor node, a grid 

can expand its size to f i r  x zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAf i r ,  which is the maximum 

size that a grid can- extend to. On the other hand, in such a 

case that a sensor node is deployed at the apex of a grid as 
in Figure l(b), a grid can expand its size only to 5 x 5,  
which is the minimum size that a grid can extend to. 

In those cases, there is a tradeoff between correctness and 

economy. Although there can be so many choices between 

Figure l(a) and (b), in ow modei, we intend to use as many 

redundant sensing data from multiple sensor nodes as possible 

to identify inconsistent data among them. So, for~the higher 

correctness of the crosscheck, we choose the case of Figure 

l@), and one grid size is set to 5 x &. 
After dividing sensing areas into some logical grids, we 

assign a unique identification to each grid. In step 2, sensor 

nodes can be identified by their own locations and grid 

identifications which are assigned in this step. 

3.2 Step 2: Location Verification 

In this step, each sensor node verifies its neighbor nodes’ 

claimed locations. In order to verify location claims, we adopt 

the Echo protocol proposed by Sastry, et al [6] .  
We use s to represent the speed of sound, or 331 mls .  

Likewise, we use c to represent the speed of light, or 3 x 
lo8 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAd s .  We define d ( z , y )  to be the distance between x and 
y. we use to represent verifier which would like to verify 

the location of a prover p. We define 1 to be the p’s ctaimed 

location and Ap to be the processing delay of p. 

All sensor nodes are deployed in sensing areas which are 

logically divided into several grids in step I .  Then, each sensor 

node checks its own deployed grid and location with GPS and 

floods a HELLO message which containing a packet <Grid 

identification, Position> to announce itself to its neighbor 

nodes. Verifiers, ‘U, receiving such packets verify each packet 

information of the neighbor provers, p ,  using Echo protocol. 

According to [6], Echo protocol can be described as fot- 

lows: the prover p first broadcasts its claimed location 1 and 
processing delay Ap to the verifier v. If the v can validate 

the claim, it broadcasts a nonce to the p; the p echoes the 

nonce back to the v over ultrasound. The 2r again computes 

the elapsed time of this communication: if it is no greater than 

the time for the signal to travel allowing for processing delay, 

the ‘v accepts the claim. 

However, by the Echo protocol, each sensor node can verify 
only that whether its neighbor nodes are within their claimed 
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Fig. 2.  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATrust evaluation Matrix zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
distance, that is, in a specific range. Sensor nodes are incapable 

of verifying exact positions of their neighbor nodes. Tnstead, 

they can only convince themselves of the legitimate neighbor- 

hood of the provers. More than three neighboring verifiers 

can affirm that whether the prover is really located in its 

claimed grid. In our model, because we assume the networks 

to be dense enough to be able to sense an identical event 

redundantly ftom multiple neighbor nodes, we can expect an 

exact verification of the neighbor nodes’ positions claimed in 

HELLO messages with high probability. 
The purpose of the location verification in this step is to 

avoid several attacks which deceive zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAevery node in the networks 

into believing that an adversary is its neighbor or located 

in a specific position, such as sinkhole attack, wormholes, 

Sybil attack, and HELLO flood attack [4]. Because such 

attacks make use of false location information to make the 

networks impractical, location zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAverification process in this step 

can protect the networks from such attacks. 

3.3 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAStep 3: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATrust Evaluntion 

In this step, sensor nodes evaluate trustworthiness of other 

nodes. However, each sensor node does not compute all the 

other nodes’ trust values in the networks zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 5 ] ,  but computes 

only its neighbor nodes’ trust values accumulatively. 
Each sensor node has a trust evaluation matnx which 

stores the trust evaluation factors for its neighbor nodes. The 

trust evaluation matrix is shown in Figure 2. The node 0 has zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
k trust evaluation matrices for its k neighbor nodes as in 

Figure 2.  The trust evaluation matrix consists of several trust 

evaluation factors as follows. 

Identification: This factor contains identification infor- 

mation of a node. It consists of a node’s position and 

gnd identification in which it deployed. 

IDi =< GridIl3,Positioni >, where 1 5 i 5 k 
Distance: This factor contains distance information be- 

tween two nodes. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx, means x coordinate and y i  means 
y coordinate of node i. 

Di,j = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAJ ( x i  - ~ j ) ~  + (yi - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAY,)~, where. 0 5 
i , j  5 k and i # j 

Sensing communication: This factor contains communi- 

cation ratio information. When a node detects a certain 

event, if its neighbor nodes also detect the same event 

and broadcast the sensing results, communication ratio 

values for those neighbor nodes go up. If they do 

not communicate, communication ratio values for those 

nodes go down. This factor represents the level of 
selfishness and normality of a node. If a node does not 

participate in communication in the networks continu- 

ously for its battery saving or some other Roubles, its 

trust value will be degraded. 

a S,: sensing communication value of node i, where 

ss t :  sensing success count of node i 
sf i :  sensing failure count of node i 

l l i l k  
. ’ 

4) Sensing result: This factor represents sensing result 

information for detected events. This factor consists 
of sensing data and sensing time for the events. The 
information of this factor is used to check a consistency 

of each sensor node and to detect illegal or compromised 

nodes in the networks. 

R, =< sri,sti >: sensing result value of node i ,  

s ST,: sensing data of node i 
L s t i :  sensing time of node i 

where 1 <_ i <_ k 

5) Consistency: This factor represents a level of consistency 

of a node. Based on this factor, we can identify malicious 

or compromised nodes, and filter out their data in the 

networks. 

L Ci: Consistency value of node i, where 1 5 i 5 k 
cs,: consistent sensing count of node i 
i s ; :  inconsistent sensing count of node i 

6)  Battery: This factor represents remained lifetime of a 
sensor node. As we compute trust values in consid- 

eration of this factor, we can reduce additional pro- 

cesses which would be necessary to handle some power- 
managing policies. In addition, some nodes which have 

high trust vaIues are likely to process more jobs than the 
other nodes which have low trust values. In that case, 

the higher trust value a node has, the earlier the node 

meets its end. According to the adoption of this battery 

factor, we can prevent such a biased battery exhaustion. 

Bi: Battery value of node i ,  where 1 5 i 5 k 
7) Trust value: This factor represents a total trustworthiness 

of a node, which is evaluated based on the other trust 

evaluation factors. Trust value o f  a node is dynamic 

because the values of each trust evaluation factor change 

with the lapse of time. 

Ti: Trust value of node i ,  where 1 5 i 5 k 

Next, we propose a novel inconsistency check mechanism, 

trust quantification method, and trust computation method. 

I )  Inconsisnncy Check: Here, we introduce a general in- 

consistency check mechanism in detail. The mechanism uses 

sensing results in Ri. The inconsistency check result affects 

the value of consistency factor, Ci. 
When node j checks the inconsistency of its neighbor node 

i’s sensing results, if the resuIts are out of relatively standard 

bound of node j ,  node j estimates the results to be inconsistent 

or deceitful data. Such an estimation for its neighbor, node 
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(a) Maximum sensing difference (b) Minimum sensing difference 

Fig; 3. Two Boundaries of Sensing Difference 

i, affects the value of the consistency factor, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA.Ci, in trust 
evaluation matrix. 

Two extremely opposite boundaries of sensing difference 

are represented in Figure 3. If the distance between node i 
and node j, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAD,,j, i s  fixed, the case in which difference of the 

sensing results from node i and node j will be maximum is 
that one node is located on the extended straight line from an 

eveit to the other node. We define zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAB;,, as the upper boundary 

of the difference which can be acceptable as consistent sensing 

result between node i and node j .  Figure 3(a) shows the case 

that sensing difference can be maximized. 

On the other hand, the case in which difference of the 

sensing results from-node i and node j will be minimum is 

that the distance between an event and node i and the distance 

between the same event and node j are equal. Figure 3(b) 
shows that case. In that case, we can expect no discrepancy 

between two sensing results of node i and node j under ideal 

conditions. Therefore, the lower bounday of the difference of 

sensing results is 0. I 

. ' We define a maximum difference function, f ,  which offers 
the upper boundary of the difference between two nodes' 

sensing results for a same event on condition of preserving 

consistency. In our model, every sensor node knows th is  
maximum difference function and makes use of it to check 

legality of its neighbor nodes' sensing data. Proposed maxi- 
mum difference hnction is the following: 

where purior(R,,Rj) retums sensing result of a node which 

sense an identical event prior to the other node. For example, 

if sti < s t j ,  then zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAprior(&, Rj) returns a sensing result value 

of node i, ST;. 

When a sensor node senses an event, it broadcasts its 

identification and sensing data, < I D , R  >, to its neighbor 

nodes. If a node receives information of the sensing data and 

sensing time from its neighbor nodes, it can check whether 

the received data from neighbor nodes can be acceptable 
as consistent data or unacceptable as inconsistent data by 

comparing them with its own sensing data-for the same event. 

We consider two main cases in sensing environment from a 

local point of view. First case is that two neighbor nodes, n; 
and nj, succeed in sensing an identical event simultaneously. 

In this case, from a n,'s point of view, np increases sensing 

success count value for n, by 1, that IS ss j  = ssJ + 1, and 
checks consistency of the n3's sensing data and assigns the 
checking result to its corresponding trust evaluation factor for 
nJ. The consistency check processes are as follows: 

1) If 0 5 57-i - srj 5 I?,,,, then c s j  = csj + 1, where 

2) If  ST^ - srj < 0 or S T ~  -  ST^ > fli,j, then icj = icj + 1. 
sti 5 st j .  

Second case is that two neighbor nodes fail to sense an 

identical event simultaneously. In this case, on equal terms, 
ni and nj increase sensing failure count value for nj and ni 
by 1 respectively, that is sfj = sfj + 1 and sfi = sfi + 1. 

In Equation (I), our proposed function, f ,  remains to be 

black box. It is because the maximum difference function 

may have to be dynamic for the applications it is adopted. Of 
course, parameters of the function can be changed dynamicaily 

according to its application. Due to such an application- 

dependent feature, we propose a maximum difference function 

as black box. 

2) Twt  Quantijcaiion: Here, discrete values of each ttust 
evaluation factor are transformed into continuous values ffom 
-1 to +l. -1 and +1 mean complete distrust and complete 

trust respectively. As a node communicates and revalues hust 

factor values for their neighbor nodes continuously, trust 
quantification process is imperative for impartial comparison 

among each node's trust values. Trust quantification processes 

for each trust evaluation factor are as follows: 

1) Consistency value 

csi - is; ci = - 
csi t as; ' 

where - 1 5 Ci 5 1. (2) 

2) Sensing communication value 

3) Battery value 

Ba : -1 5 B< 5 1, 

where each sensor node broadcasts quantification value 

of its own B;. 

3) Tmst Compuiation: Trust computation involves an as- 
signment of weights to the trust factors that are evaluated 

and quantified in m s t  quantification step. We define W, as 
a weight which represents importance of a particular factor 

from 0, unimportant, to + I ,  most important. The weight is 

dynamic and dependent on the application. 

Trust value for node i is computed by the following equa- 

tion: 
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where 0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA< zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWi 5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1. In case of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA23, = -1, we just assign -1 to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Ti and exclude the node zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfrom the networks because it .totally 

cannot work in the networks. 

Because each sensor node uses histograms for the accumu- 

lative trust evaluation, some malicious or compromised nodes 

that broadcast inconsistent or deceitful data continuously can 

be detected and classified in this step. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
3.4 Step zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4: Datu Aggregation 

In this step, we propose a data aggregation scheme based 

on trust value of each node evaluated in step 3. Sensing data 

of multiple nodes are aggregated per grid. To aggregate data, 

we elect one node as an aggregator per each grid. Then, the 

aggregator obtains sensing data from the other member nodes 

in its grid and aggregates them to a representative value in 

consideration of the trust values of member nodes. Detailed zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
data aggregation processes are as follows: 

I )  Aggregaror Selection: Prior to a data aggregation, sensor 

nodes elect an aggregator node in their own grid, which has 
the highest tmst value among all the nodes in an identical grid 

by the majority of vote. Aggregators are elected periodically 

with some applicationdependent time interval and changed 

dynamicaliy. The roles of an aggregator are to get sensing data 
from member nodes together, output a representative sensing 

result, and transmit it to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe sink node. 

After selected as an aggregator, the aggregator, node a, 

sends its own identification, ID, =< GridID, Position >, 
to the sink node. 

2) Trusf Agreement: Because the trust value of a node is 

evaluated by its neighbor nodes, a trust agreement process is 

necessary prior to the data aggregation. 

An aggregator requests its neighbor nodes in and out of its 
grid to notify the aggregator itself of its member nodes' trust 

values. Next, request-received neighbor nodes, for example 

node j, who have a knowIedge of trust values for those 
member nodes, node zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi ,  repiy to the aggregator in the form of 

< IDj,Ti >. Then, the aggregator gathers up all information 

for its member nodes' trust values from the repliers and 

evaluate member nodes' trust values in proportion to the trust 
values of repliers themselves that the aggregator knows by this 

equation: 

where k means the number of repliers, and T,,j means a trust 

value for node i received from node j .  
3) Data Aggregarion: Sensing data fiom multiple nodes 

are aggregated in consideration of the agreed trust values of 
member nodes per each grid. Because the data aggregation 

is based on trust values, deceitful data from malicious or 

compromised nodes whose trust values are lower than those 

of the other legal nodes can be excluded in this step naturatly. 
An aggregator of each grid aggregates sensing data from its 

member nodes by this equation: 

where m is the number of nodes in a grid including the 

aggregator itself. 

This data aggregation process i s  executed only when more 

than half member nodes of a grid sense an identical event 

simultaneously. It is for reducing some redundant communi- 
cations between an aggregator and the sink. 

4) Data Trunsmission: Afier aggregating sensing data from 

its member nodes, each aggregator sends the aggregated data 

to the sink with its identification, < I D , , + S R G ~ , ~ ~ D  >. 

4. ANALYSIS 

We evaluate the trust evaluation model in terms of its effi- 

ciency of excluding forged data in the network. This analys!s 

shows how much time it needs to filter inconsistent data out 
in the network. We implement and simulate a temperature 

sensing system. The environments of the system are as follows. 
300 sensor nodes are uniformly distributed at the sensing area 

whose size is 500m x 5 0 h .  Sensing range of a sensor device 

is 70m and a grid size is 50m x 50m. In this analysis, we 

assume that all sensor nodes have a same amount of battery 
power and participate in communication positively regardless 

of their roles. So, we consider only a consistency evaiuation 

factor. The results are shown in Figure 4. 
In this simulation, a same event occurs every 10 seconds 

in an identical grid and we focus on that grid. As we can see 
Figure 4(a), normal aggregated data of the grid is 5O"C, but a 

forged aggregated result is 100°C by a single maiicious node 

which broadcasts four times as high as a normal sensing result. 
This indicates the vulnerability of a system without a trust 
evaluation scheme. Figure 4(b) shows the process of filtering 

inconsistent data of a malicious node which acts inconsistently 

after certain seconds with a proposed trust evaluation scheme. 

The earlier the system detects a malicious node, the lower the 

forged data of it can effect the aggregated result. 

5 .  RELATED WORK 

5. I Tmst Evaluation Model 

Current security researches for trust management schemes 

mainly focus on more powerhl ad hoc networks than sensor 

networks. Z. Yan, P. Zhang, and T. Virtanen proposed a 
tmst  evaluation model [SI. In this model, each node should 

evaluate trust values of all the other nodes in the networks. 

Such a global computation cannot be accomplished in prac- 
tical resource-constraint sensor networks. In addition, trust 

evaluation factors used in that model cannot reflect malice 

of the illegal nodes, rather just check experience statistics 

such as communication success, reference count, and personal 
preference. So, the previous trust evaluation model cannot 

filter out maliciously forged inconsistent data in the networks. 
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Fig. 4 Sensing Results of a Single Grid 

5.2 Inconsistency Check 
. 

Efficient inconsistency check mechanisms are mainly re- 

searched in intrusion detection research areas. Generally, in- 

trusion detection systems consider unexpected results or events 
which are out of their learned pattern as intrusions. In order 

to train the intrusion detection system, some machine-learning 

models, for example hidden Markov model, are adopted to the 

system and the system is trained by a large number of training 

data [lo]. Such an anomaly detection scheme is necessary in 

wireless sensor networks to find out malicious or compromised 
sensor nodes which act inconsistently. However, how to define 

such an anomaly model based on which training data is still 
a main challenge. 

5.3 Key Management 

Because of the infrastructure-less and resource-constrained 

features of sensor networks, traditional asymmetric key mech- 

anisms, such as digital signature and public key encryption, 

are seldom applied to sensor networks. So, key management 

schemes using a small number of symmetric keys, while 

security level of the systemis still remained high, are studied 
and proposed for wireless sensor networks [11],[12]. However, 

such a key management scheme alone cannot help legal nodes 

in the networks to identify legitimacy of neighbor nodes 
which they communicate with. Moreover, it is a reasonable 

assumption that some nodes are likely to deprived of secret 

keys by physical attacks [3]. So, a novel trust management 
scheme is necessary for secure and resilient wireless sensor 

networks. 

6. CONCLUSION 

We proposed a trust evaluation model for wireless sensor 

networks. As we referred, the security for wireless sensor 

networks is still in its infancy and there are not clear trust 

evaluation models which can be applied to sensor networks 
properiy. Our model does not employ cryptographic ap- 

proaches or certification mechanisms, so it is light enough to fit 

well with wireless sensor networks without great overheads. 
To the best of our knowledge, our approach is one of the 

incipient researches on trust evaluation model for wireless 

sensor networks that can detect malicious and compromised 

sensor nodes, and filter aut the inconsistent sensing data of 
them. We expect that our trust evaluation model can help to 

make resilient wireless sensor networks. 
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