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Abstract

Over the next decade, one issue which will dominate sociotechnical studies in health informatics is the extent to which the promise
of artificial intelligence in health care will be realized, along with the social and ethical issues which accompany it. A useful
thought experiment is the application of the Turing test to user-facing artificial intelligence systems in health care (such as chatbots
or conversational agents). In this paper I argue that many medical decisions require value judgements and the doctor-patient
relationship requires empathy and understanding to arrive at a shared decision, often handling large areas of uncertainty and
balancing competing risks. Arguably, medicine requires wisdom more than intelligence, artificial or otherwise. Artificial intelligence
therefore needs to supplement rather than replace medical professionals, and identifying the complementary positioning of artificial
intelligence in medical consultation is a key challenge for the future. In health care, artificial intelligence needs to pass the
implementation game, not the imitation game.
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Over the last two decades, the concerns of digital health
researchers interested in the social impact of the internet have
evolved as the technology has matured and new tools have
emerged. From a sociotechnical perspective, there were initial
preoccupations with the impact of a new, uncontrolled form of
mass communication, alongside concerns with the quality of
unregulated online information and threats to professions, with
medical professionals in particular fearing a loss of authority
[1-3]. As Web2.0 developments took hold and the public became
producers as well as consumers of health information,
researchers began to identify the benefits of online peer-to-peer
communication and the sharing of information in virtual
communities, social media, and increasingly on health ratings
sites [4-7]. With the mass uptake in smartphones, the subsequent
rapid developments in mobile health, and the explosion in health
apps, we are now exploring the value of low-cost,
patient-centered interventions delivered directly to consumers
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[8,9]. In addition, we are also gaining a better understanding of
the limitations and key issues in their implementation, such as
nonadoption and abandonment [10]. As the number one journal
in this field, the Journal of Medical Internet Research continues
to reflect and illuminate all these debates.

For those of us studying the social science of digital technology
in health and health care, one area of research is likely to
dominate the next decade: the extent to which the promise of
artificial intelligence (Al) in health care will be realized, and
the social and ethical issues which accompany it [11-13].
Broadly speaking, we can identify two current strands in the
use of AI in health care. Firstly, there are data-facing
applications which use techniques such as machine learning
and artificial neural networks to derive new knowledge from
large datasets, such as improving diagnostic accuracy from
scans and other images [14]. Secondly, there are user-facing
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applications and intelligent agents which interact with people
in real-time, using inferences to provide advice or instruction
based on probabilities which the tool can derive and improve
over time, such as a chatbot substituting or complementing a
health care consultation with a patient [15]. In this article I focus
on the latter to consider the approaches of these chatbots, or
“robot doctors,” to medical consultation, and specifically the
extent to which these technologies will ever pass the celebrated
Turing test.

Alan Turing, the British mathematician and theoretical computer
scientist, is widely regarded as the founding father of Al. He
proposed that for a machine to be considered intelligent it should
provide responses to a blinded interrogation that are
indistinguishable from those given by a human comparator [16].
In other words, the interrogator should not be able to tell whether
the machine or the human was responding. If we extrapolate
this thought experiment to current health care, we can pose the
question of whether Al-based medical consultations
(conversational agents and medical chatbots) will ever be
considered intelligent by Turing’s standard. Of course, context
is important, and if a patient is asking a simple factual question
that requires a binary response, for example, then even current
Al systems can mimic a human interlocutor with high accuracy.
However, we know that medical consultations are complex [17],
that many medical decisions require value judgements, and that
the doctor-patient relationship requires empathy and
understanding to arrive at a shared decision [18]. The practice
of medicine is as much an art as a science, and patients may
choose a path which is not necessarily the one that logic would
determine. Even the pioneers of evidence-based medicine
defined their normative approach as:

the conscientious and judicious use of current best
evidence from clinical care research in the
management of individual patients [19].

Conscience and the ability to weigh competing personal values
are not strengths of Al. A key skill for medical professionals is
the ability to deal with uncertainty alongside considering
patients’ preferences. What doctors often need is wisdom rather
than intelligence, and we are a long way away from a science
of artificial wisdom.

It is doubtful whether AI will ever pass the Turing test for
complex medical consultations, but this is to misunderstand the
place of Al in future medical care. Al should complement rather
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than replace medical professionals. As various studies into the
future of work have shown, automation in the workplace will
not eliminate all human tasks [20]. Chatbot approaches have
many potential benefits, including the potential to allow
clinicians to have more time for delivering empathic and
personalized care [15]. Perhaps, as a senior clinical informatics
leader in the UK has suggested, “Al will allow doctors to be
more human” [13]. However, as has been well established for
many innovations in health care, especially digital ones, the key
challenges for health systems seeking to harness the benefits of
the technology are not just related to its effectiveness but also
to the wider issues of its integration and implementation
[10,12,21]. We need to understand how to integrate the tools
and practices of Al within the work and culture of professionals
and organizations, to investigate factors related to adoption,
nonadoption, and abandonment [10,12], and investigate the
work required to sustain innovation [22]. Factors which will
influence the implementation of Al tools include those related
to people, such as professional and public attitudes, trust,
existing work practices, training needs, and the risks of
deskilling and disempowerment; those related to the health
system, such as leadership and management, the positioning of
clinical responsibility and accountability, and the possibility of
harm, alongside issues of regulation and service provision
(including scalability and the possibility of providing two-tier
services with or without Al); those related to the data, such as
issues of data security, privacy, consent and ownership; and
those related to the tool itself, such as transparency of the
algorithm, issues of reliability and validity, and algorithmic bias
[12,21,23]. To take an example, in an early study of an
algorithm-based triage tool in primary care, we showed that
physicians lacked trust in the ability of the machine to take
clinical risks and worried about issues of governance and
accountability, such that the sensitivity of the tool, in terms of
the urgency of triage, was consistently set at a threshold which
would increase urgent clinical workload rather than reduce it
[24].

Identifying the complementary positioning of Al tools in health
care in general, and in particular for their use in the medical
consultation, is a key challenge for the future. We need to
understand how to integrate the precision and power of Al tools
and practices with the wisdom and empathy of the doctor-patient
relationship. In health care, it is more important that artificial
intelligence passes the implementation game rather than the
imitation game.
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