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To improve the trustworthiness of artificial intelligence 

systems, organizations should address the risks relevant 

to the use case whilst taking into account the stakeholders 

that interact directly or indirectly with the system. 

As the influence of artifi-
cial intelligence (AI) grows 
across the world, indus-
try, academia, and govern-

ments are all exploring the best ways 
to encourage the development and use 
of AI that is human centered and trust-
worthy.3,5,6,7,8,10,11,12,13 The quest for 
trustworthy AI is a fundamental issue 
as it is becoming increasingly difficult 
to determine whether an AI system pro-
tects the individual rights and demo-
cratic values of an ever-widening group 
of stakeholders.

To improve the trustworthiness of AI 
systems, organizations should address 
the risks relevant to the use case whilst 
taking into account the stakeholders 
that interact directly or indirectly with 
the system. The applications using 
machine learning in particular carry 
a diverse and sometimes unique set of 
risks that should be mitigated before a 
system may be trusted.

To help identify the broad range of 
risks, it is common to define a set of 
trustworthy AI principles (“Principles”) 
that are derived from human rights, 
ethical norms, and legal properties. 
Each Principle is necessary but not suf-
ficient for achieving trustworthiness. 
Thus far, there is a broad international 
consensus around a core set of Princi-
ples, these include the following:

 › Transparency: the property of an 
AI system or organization that 
ensures appropriate information 
is communicated to relevant 
stakeholders.

 › Functionality and performance: 
the property of an AI system that 
supports actions or processes to 
meet specified objectives.

 › Explainability: the property of 
an AI system that expresses 
important factors influencing 
outcomes in a way that humans 
can understand.

 › Verifiability: the property of an 
AI system that confirms it was 
built correctly and fulfills speci-
fied requirements.

 › Security: the property of an AI 
system related to achieving and 
maintaining integrity, authen-
ticity, and reliability of a system.

 › Privacy: the property of an AI 
system related to achieving and 
maintaining confidentiality of 
data and attributes of a system.

 › Autonomy and control: the prop-
erty of an AI system that allows 
actions or processes to take place 
automatically, without the need 
for natural persons to be directly 
involved in their execution.

 › Safety: the property of an 
AI system that enables a 
freedom-from-safety risk, which 
is not tolerable.

 › Robustness and reliability: the 
property of an AI system related 
to demonstrating the ability or 
inability of the system to have 
comparable performance on atyp-
ical data as opposed to the data 
expected in typical operations.

 › Nondiscrimination, bias, and 
fairness: the property of an AI 
system that restricts the system-
atic difference in treatment of 
certain objects, people, or groups 
in comparison to others.

 › Sustainability: the property of 
an AI system that avoids the 
depletion of natural resources to 
maintain an ecological balance.

Organizations have some f lexi-
bility to determine the applicability 
of each Principle and refine them to 
each individual use case. However, 
implementation of the Principles 
should remain an agile and itera-
tive process throughout the AI life-
cycle. An organization may apply a 
risk-based approach to identify pos-
sible impacts to the organization, 
intended users, and society, and to 
mitigate the risks appropriately. 
Organizations should develop meth-
ods to ensure the relevant Principles 
are translated into appropriate tech-
nical-organizational measures and 
mapped to a portion of the AI lifecy-
cle. This could be achieved through a 
combination of

 › rules (behaviors or states) that 
the system should always follow

 › restrictions on behaviours or 
states that the system should 
never transgress

 › organizational process with spe-
cific measurable outcomes.

Organizations should evaluate the 
effectiveness of the measure to mitigate 
risk and justify changes to the implemen-
tation processes on an ongoing basis.

Trustworthy AI requires a strong 
long-term commitment to be success-
ful. Even though there is no universally 
correct solution to this challenge, it is 
critical that industry, academia, and 
governments share best practices, 
learn together, and grow as a commu-
nity. Although AI regulations are rel-
atively premature, the standards land-
scape is becoming more robust, with 
IEEE4,9, ISO/ I EC, a nd CEN-CLC1,2,14 
developing an array of standards and 
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technical reports that support the in -
dustry with guidance on how best to 
develop trustworthy AI (see Figure 1).

In this issue of Computer, we have 
invited stakeholders who contributed 
articles toward exploring innovative 
and practical methods for implement-
ing trustworthy AI.

The first articleA1 addresses trust-
worthiness as a whole and proposes a 
novel conceptual model for trustworthy 
AI based on an adaptation of the well-
known ability-benevolence-integrity 
model of trust to trustworthiness. 
The next articleA2 addresses trust-
worthiness for the specific case of 
autonomous driving and identifies 
the maturity level of the different 
requirements.

Our next articleA3 focuses on verifi-
ability in the specific case of autonomous 
systems and describes research carried 
out by a consortium to address that Princi-
ple. Robustness is addressed in the fourth 
article,A4 and an AI model-inspection 
framework is proposed for detecting and 
mitigating robustness risks. 

A survey of the main reliability 
assessment methodologies, focusing 
mainly on fault-injection techniques, 
is presented in our next article.
A5 The si xt h ar ticle A6 addresses 
explainability based on the Taguchi 
method and evaluates the diversity 
and average number of evaluations 
of a solution.

The next articleA7 addresses bias 
and provides motivation, theory, code, 
and examples on how to perform a dis-
ciplined discovery of systematic devi-
ations in data and models at the sub-
set level. Our final articleA8 addresses 
transparency in three levels: algorith-
mic, interaction, and social.

A second special issue is scheduled 
for May 2023, with other selected con-
tributions on trustworthy AI.
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