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We identify the maturity level of the different requirements for 

artificial intelligence (AI) in autonomous driving and outline the 

main challenges to be addressed in the future to ensure that 

automotive AI systems are developed in a trustworthy way.

It is increasingly accepted that the adjective “trust-
worthy” linked to artificial intelligence (AI) refers to 
something that goes beyond the word’s literal mean-
ing (which, according to the Oxford English Dictionary, 

is that something can be relied on to be good, honest, sin-
cere, and so forth). Rather, trustworthy AI is a concept that 
encompasses multiple ethical principles, requirements, and 
criteria to guarantee that AI systems are designed following 
a human-centered approach and committed to social good.

Although the development of human-centric AI is a 
common trend worldwide, probably the most solid steps 

so far have been taken in Europe. In April 2018, the Euro-
pean Commission published its AI strategy,1 and in June 
2018, the High-Level Expert Group on AI (AI HLEG) was 
set up to make recommendations for how to address mid- 
and long-term challenges and opportunities related to 
AI. In April 2019, the AI HLEG published “Ethics Guide-
lines for Trustworthy AI,”2 setting out a set of seven 
key requirements that AI systems should fulfill to be 
deemed trustworthy. These requirements were further 
elaborated with the publication of “Assessment List for 
Trustworthy AI” in July 2020,3 defining several specific 
criteria for each requirement. Finally, in April 2021, the 
European Commission presented “Proposal for a Regula-
tion Laying Down Harmonized Rules on AI” (at the time 
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of writing, the regulation was being 
negotiated among legislators in the 
European Council and the European 
Parliament).4

This regulation adopts a risk-
based approach, defining four levels 
of risk to safety and fundamental 
rights (unacceptable risk and prohib-
ited practices, high risk, requiring 
transparency obligations, and mini-
mal risk), so that AI systems used in 

high-risk contexts need to fulfill a 
set of requirements that are coherent 
with the ones defined by the AI HLEG. 
The requirements defined in the legal 
text need to be further detailed and 
standardized, with a main challenge 
being the definition of methodol-
ogies that are valid for different 
application domains, for example, 
from school admission to biometric 
identification. This approach rep-
resents a paradigm shift, and the 
complexity lies in finding a solu-
tion that is both specific enough to 
ensure compliance with safety and 
fundamental rights objectives and 
general enough to be applicable to 
different domains. In any case, it is 
reasonable to assume that in some 
sectors, it will be necessary to adapt 
the requirements to the specifics of 
the application context.

Autonomous vehicles are a chal-
lenging scenario, due to the high num-
ber of components involved, some of 
them incorporating AI, and the critical 
need for safety. Their complexity can 
be seen in the numerous global efforts 
to develop regulations (for example, 
United Nations Economic Commis-
sion for Europe WP.29) and standards 
[such as International Organization 
for Standardization (ISO) 21448, ISO 

8800, ISO 4804, ISO 5083, and UL 4600] 
to ensure the safety and cybersecurity 
of these systems. But, as seen in the 
following, the trustworthy AI concept 
incorporates several requirements 
that go beyond safety. This article ana-
lyzes AI in this particular context, con-
sidering the seven requirements for 
trustworthy AI systems, their matu-
rity, and related challenges in a com-
prehensive way.

FROM TRUSTWORTHY 
AI TO TRUSTWORTHY 
AUTONOMOUS VEHICLES
AI plays a fundamental role in auton-
omous vehicles, a domain with a great 
disruptive potential at the social, 
environmental, and economic level. 
[Our proposed approach for refer-
ring to vehicles with automated driv-
ing systems is to consider Society of 

Automotive Engineers (SAE) levels5 
1 and 2 (driver) for assisted driving, 
SAE level 3 (a backup driver/user is in 
charge) for automated driving, and SAE 
levels 4 and 5 (passenger/unoccupied) 
for autonomous driving.] Autonomous 
vehicles have the potential to create 
new mobility services, develop new 
shared mobility schemes, and respond 
to the growing demand for the mobility 
of goods and people. Considering the 
importance of human factors in most 
accidents (for example, errors, distrac-
tions, and traffic violations), auton-
omous vehicles could significantly 
improve road safety. In addition, they 
could extend mobility to people who are 
unable to drive conventional vehicles 
themselves, either because of physical 
(for example, elderly people with visual 
impairment and disabilities) and legal 
(for instance, people without a driver’s 
license and teenagers) issues. More-
over, autonomous driving, through its 
innovative nature, implies the acceler-
ation of vehicle electrification and con-
nectivity as well as the potential to free 
up urban public spaces that are cur-
rently used for parking.

Achieving high levels of automa-
tion in global scenarios (such as urban 
environments) without the need for 
a backup driver and allowing empty 
trips to pick up passengers (for exam-
ple, shared mobility) and find parking 
places (for instance, private vehicles) 
requires solving highly complex prob-
lems in environments with an almost 
infinite variety of possible situations 
and interactions. Among the different 
problems that have to be addressed in 
autonomous driving,6 we highlight 
localization (Where am I? Where am I 
heading?), scene understanding (det-
ecting agents and predicting their 
motion), local path planning (deci-
sion making and local ego vehicle 
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trajectories), control (lateral and longi-
tudinal), and human interaction (peo-
ple inside and outside vehicles).

Although AI systems are not the 
only ones required to address these 
different tasks/layers—AI has become 
more present in some of these other 
systems that in others during recent 
years—AI is positioning itself as a core 
technology in almost all instances, 
being indispensable in the most com-
plex cases where conventional algo-
rithmic solutions are not sufficient. 
Moreover, it is important to note 
that we assume a definition of AI in 
line with Europe’s Artificial Intelli-
gence Act,4 which not only includes 
machine learning but also consid-
ers, for instance, knowledge-based 
approaches. In addition, on the one 
hand, there can be multiple AI sys-
tems to address different parts of 
the same problem and even systems 
tackling the same problem with com-
bined outputs for better performance 
and robustness (for example, sensor 
fusion). On the other hand, some sys-
tems depend on the outputs of others 
(for instance, path planning depends 
on localization and scene understand-
ing), so there is a considerable degree 
of interdependence.

All this raises questions regarding 
the degree of abstraction needed to 
implement the requirements for trust-
worthy AI. Considering the auton-
omy that each system may have, an 
approach at the level of each AI sys-
tem might seem the most reasonable 
option at first glance. However, its 
effective implementation would be 
intractable due to the number of sys-
tems, the dependencies, and the num-
ber of requirements. We must also take 
into account the interrelationships and 
dependencies existing not only among 
different AI systems (see Figure 1) but 
also among the requirements them-
selves (for example, human agency and 
oversight are highly correlated with 
transparency, and fairness and accu-
racy should be addressed jointly). All 
this suggests that a holistic approach is 
most appropriate. In other words, there 
is a need to map the general require-
ments of trustworthy AI into a set of 
specific requirements for trustworthy 
autonomous vehicles. That is precisely 
the goal of this article.

The following is a brief discus-
sion of the most important elements 
to consider to adapt the seven key 
requirements for trustworthy AI2 to 
the autonomous driving context. The 

main conclusions are summarized 
in Table 1. For a better understand-
ing of the criteria used, we refer the 
reader to the original documents2,3 
published by the AI HLEG and an 
ex tended repor t on t r ust wor t hy 
autonomous vehicles.7

TRUSTWORTHY FOR WHOM?
As discussed in the following sections, 
the various requirements for ensur-
ing that AI systems are trustworthy 
are focused within a context of use 
and interaction with humans (that is, 
human-centric). The requirements are 
set in relation to the people who are 
affected by the technology. In many 
cases, we can consider that a technol-
ogy brings risk to safety and funda-
mental rights to certain stakehold-
ers. For example, in AI-based medical 
devices, we can have the patient in 
mind as the affected stakeholder, 
while in AI systems used for university 
admission, we may consider students 
the citizens to be affected. We can then 
place these stakeholders in the cen-
ter when designing AI systems. In the 
case of autonomous driving, however, 
and similar to other contexts, a hetero-
geneous multistakeholder approach is 
a must.

FIGURE 1. The main tasks/layers of autonomous vehicles. Multiple AI systems per layer and inter- and intralayer dependencies are evident.
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Figure 2 illustrates the different use-
rs and related perspectives that need to 
be integrated into the human-centered 
view, corresponding to two main loca-
tions with respect to vehicles. On the one 

hand, there are different users inside a 
vehicle: (assisted) drivers (for SAE lev-
els 1 and 2), backup/assistant drivers 
and users in charge (for SAE level 3), and 
mere passengers with no responsibility 

for driving tasks (for SAE levels 4 and 5). 
On the other hand, there are users out-
side the vehicle; that is, there are other 
road users interacting with the vehicle 
(even if they are mere bystanders). These 

TABLE 1. The requirements for trustworthy AI systems in the autonomous driving domain.

Requirement Subrequirements Particular aspects Maturity Future challenges

Human agency and 
oversight

Human agency and autonomy
Human oversight

Multimodal/multiuser 
perspective
New skills

Low Human agency calibration
Agency-oriented HMIs/external HMIs
Vehicle status communication

Technical robustness and 
safety

Resilience to attacks and 
security
General safety
Accuracy and reliability 
(fallback and reproducibility)

Scenario variability
Minimal risk condition
Multidimensional accuracy
Intention to use

High Heterogeneous constantly updated 
security approach
Safety assessment
New testing approaches
Fallback strategies
Minimal risk condition

Privacy and data 
governance

Privacy
Data governance

Privacy versus safety
Agent behavior modeling

Low Data anonymization-preserving 
attributes
Privacy by design
Multiuser consent

Transparency Traceability
Explainability
Communication

High complexity
Data-driven components
Multiuser explainability

Medium New types of artefacts
Explainable models without affecting 
accuracy
Intelligent data logging
Multistakeholder communication

Diversity, 
nondiscrimination, and 
fairness

Avoid unfair bias
Accessibility and universal 
design
Stakeholder participation

High variability of agent 
attributes
Same safety level for all road 
users
Data bias

Low Adaptive behavior
Unbiased perception
Unbiased human–vehicle interaction
Unbiased service provision

Societal and 
environmental well-being

Environmental well-being
Work and skills
Society at large

Multidimensional problem
High uncertainty

Medium Well-being criteria
Lower uncertainty estimates
Reskilling
New vehicle interiors and uses

Accountability Auditability
Risk management

External auditing
Liability (burden of proof)
New risks

Low Independent external auditing
New liability approaches
Alleviating the burden of proof
Balanced insurance and liability costs

HMI: human–machine interface. 
The “Maturity” column refers to the scientific and technological state of the art. Low: basic principles formulated and exploratory proof of concept; Medium: emerging research 
lines and experimental validation in the lab; High: consolidated research line and experimental validation and demonstration in relevant environments.
The interpretation of this table can be derived from the text. Further details and references are available in Fernández-Llorca and Gómez.7
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include drivers and passengers of other 
conventional, assisted, automated, and  
autonomous vehicles; vulnerable road 
users (VRUs), such as pedestrians, cyc-
lists, and wheelchair users; and users of 
personal mobility devices, such as elec-
tric unicycles, scooters, Segways, carts, 
and hoverboards.

In addition to the different mentioned 
users, human-centered appr oaches in 
autonomous vehicles should also be 
adapted to the specific level of automa-
tion (that is, the type of in-vehicle user) 
and incorporate multiple dimensions, 
perspectives, characteristics, and types 
of agents and interactions that need to be 
jointly addressed. When the objectives 
of different agents coincide, optimal 
and efficient solutions can be obtained. 
However, there are cases in which dif-
ferent types of agents (for example, an 
autonomous vehicle and a VRU) may 
have conflicting objectives and interests. 
For example, the well-known “cross-
walk chicken problem”8 may be intensi-
fied in the case of autonomous driving, 
as VRUs’ perceived risk of crossing may 
become practically nonexistent if people 
trust that an autonomous vehicle will 
ultimately stop.

This could lead to abusive behav-
ior by VRUs, which, if widespread, 
could significantly slow down the 
travel time of autonomous vehicles 
compared to conventional ones. This 
conflicting situation can be addressed 
only by the implementation of sev-
eral strategies, including educational 
and even punitive measures (let us 
not forget that autonomous vehicles 
will have multiple data captured by 
sensors that could serve as a basis for 
proving potentially dangerous behav-
iors by different types of agents). In the 
following, we consider the seven key 
requirements, keeping in mind these 
mentioned perspectives.

HUMAN AGENCY  
AND OVERSIGHT
This first requirement relates to the 
need for AI systems to support human 
autonomy and decision making by 
facilitating users’ agency, allowing 
human oversight, and fostering fun-
damental rights. Human agency in 
autonomous vehicles is directly related 
to the principle of human autonomy. It 
affects both user acceptance and safety 
through disuse and misuse, respec-
tively. New agency-oriented in-vehicle 
and external human–machine inter-
faces (HMIs) need to be developed to 
ensure a suitable agency level. To this 
end, new multimodal approaches are 
needed to assess and calibrate the sense 
of agency.9

When considering the different 
involved stakeholders, human over-
sight mostly relates to in-vehicle users, 
and it depends on the automation level. 
In addition, oversight may be also 

exercised, to a certain extent, by exter-
nal road users, as their behavior may 
influence an autonomous vehicle’s 
behavior (including a potential risk of 
abuse in the interaction, due to the fact 
that autonomous vehicles will always 
eventually stop). For the interaction 
to be adequate, a mutual understand-
ing between the autonomous vehicle 
and the users with whom it interacts 
should be established. This includes 
the design of adequate mechanisms to 
represent and communicate the oper-
ating status of the autonomous vehi-
cle to different user types (inside and 
outside the vehicle), which is related to 
the transparency requirement and is a 
key area of future research. Finally, we 
can expect that adequate oversight by 
drivers (assisted and automated) and 
passengers (autonomous) will require 
new skills, acquired either before 
interactions or developed during 
exposure and use.

Vulnerable Road Users

Assisted
(Driver)

Automated
(Backup
Driver)

Autonomous
(Passenger)

(Backup) Drivers
and Passengers
of Other Vehicles

FIGURE 2. The trustworthiness, multiuser perspective, and human–vehicle interaction 
channels. Requirements for trustworthy autonomous vehicles must consider users inside 
a vehicle and other external road users. Adapted from Fernández-Llorca and Gómez7 
with permission.
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TECHNICAL ROBUSTNESS 
AND SAFETY
This requirement is closely linked to 
the principle of prevention of harm. 
Technical robustness requires that AI 
systems behave in a reliable way, min-
imize unintentional and unexpected 
harm, and prevent unacceptable harm. 
In addition, the physical and mental 
integrity of humans should be ensured. 
This requirement has a strong impact 
on user acceptance, as safety and 
cybersecurity are fundamental vari-
ables highly correlated with intent to 
use.10 Resilience to adversarial attacks 
and the security of autonomous vehi-
cles must be designed to be founda-
tionally secure (that is, security by 
design) through a heterogeneous and 
constantly updated approach.11 This 
should include multiple types of defen-
sive measures, including cryptographic 
methods; intrusion and a n o m a l y 
d e t e c t i o n  m e c h a n i s m s;  counter-
measures against adversarial attacks 
(for example, redundancy and harden-
ing); fault-tolerant, fail-x (for example, 

fail-aware, fail-safe, or  fail-operational), 
and self-healing methods; and proper 
user training. 

To establish whether an autono-
mous vehicle is sufficiently safe (the 
safety gain Δ depicted in Figure  3), 
novel methods are needed for a com-
parative assessment of safet y in 
autonomous vehicles versus human 
drivers, without requiring endless 
periods of testing. Expectations of 
safety gains that are too high could 
be detrimental to user acceptance. 
Even small improvements in safety 
by autonomous veh icles relat ive 
to human drivers can save many 
lives, so public expectations must 
be appropriately calibrated so as not 
to delay t he adopt ion of autono-
m o u s vehicles and the benefits of 
the technology.

In recent years, considerable effort 
has been made by academia, indus-
try, and regulatory bodies to develop 
new safety test procedures for auto-
mated driving systems. There is 
some initial consensus that future 

approaches should be multisystem, 
including not only physical testing 
on proving grounds but also exten-
sive use of simulators and real-world 
driving tests.12 However, open issues 
remain, such as the absence of real 
road agent behaviors in simulation 
environments; the limited variability 
compared to the almost infinite vari-
ety of scenarios, conditions, interac-
tions, and so on of real driving; and 
the lack of scenarios to evaluate new 
trustworthy requirements, such as 
human agency and oversight, trans-
parency, and fairness.

One of the most important issues 
for achieving high levels of automa-
tion is the ability of the autonomous 
driving system to reach a minimal 
risk condition after the occurrence of 
some performance-relevant failure 
and upon operational design domain 
(ODD) exit. This feature is what allows 
users of autonomous vehicles (SAE 
levels 4 and 5) to be considered passen-
gers. In fact, the inability to achieve 
this condition in automated vehicles 
(SAE level 3) requires a backup driver 
to resume control in the event of fail-
ure and ODD exit. The minimal risk 
condition will obviously depend on 
the specific scenario and operating 
conditions. Considering the enor-
mous variability, the development of 
specifications for the minimal risk 
condition is a major challenge, and a 
clear taxonomy is needed, including 
new fallback strategies as well as test-
ing procedures to assess their safety 
and robustness.

I n add it ion, it is i mpor t a nt to 
note that determining the accuracy 
of autonomous vehicles is a multidi-
mensional problem, which involves 
multiple metrics, levels, layers, use 
cases, and scenarios. Defining holistic 
metrics and thresholds to assess the 

Low-Skilled
Drivers

Autonomous Vehicles
Human Drivers

High-Skilled 
Drivers

Standard
Driver

Average
Autonomous

Vehicle

% ∆?

Safety

FIGURE 3. The safety distribution for human (low-skilled, standard, and high-skilled) 
drivers and autonomous vehicles. We assume that AVs will be more consistent across their 
population than humans. Adapted from Fernández-Llorca and Gómez7 with permission.
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trustworthiness of autonomous vehi-
cles is a challenging research area 
and, in some cases, a policy-based 
problem to be further addressed.7 
Finally, it is worth mentioning that 
any substantial change to an AI-based 
component of autonomous vehicles 
that may modify the overall behavior, 
or a significant part of it, must meet 
all relevant trustworthiness require-
ments and may need to be retested. 
This statement is essential for this 
requirement, but it also applies to 
all others.

PRIVACY AND DATA 
GOVERNANCE
This requirement states that privacy 
and data protection must be ensured 
in AI systems of autonomous vehicles 
throughout their entire life cycle. New 
innovative methods have to be imple-
mented that ensure data protection 
without adversely affecting the safety 
of autonomous vehicles. These meth-
ods may include techniques for data 
anonymization and the deidentifica-
tion of agent-specific data while pre-
serving relevant agent attributes that 
can be pertinent to guarantee the cor-
rect operation of the system. For exam-
ple, intrinsic attributes of agents may 
be of fundamental importance when 
it comes to predictive perception since 
the behavioral patterns of road agents 
may depend on certain intrinsic char-
acteristics, such as the sex, age, and 
group behavior of VRUs13 or the type 
of vehicle.14

Privacy by design requires the imple-
mentation of a set of comprehensive 
strategies. These include the setup of 
mechanisms for encrypting data, stor-
age devices, and vehicle-to-everything 
communication channels; the imple-
ment at ion of u n ique encr y pt ion 
key management systems for each 

vehicle; and the regular renewal 
of encr y ption keys.11 These mea-
sures are also linked to security and 
s a f e t y requirements.

In terms of personal data process-
ing, there are two aspects to consider. 
First, for users inside a vehicle (that is, 
drivers and passengers), safety risks 
should be the main aspect to mini-
mize when defining which personal 
data should be shared with other vehi-
cles and infrastructures. It is import-
ant to note that many of the privacy 
issues that arise when using an auton-
omous vehicle are not very different 

from those that exist when using a 
smartphone (for instance, the possi-
bility of location-based tracking). In 
these cases, the collection and pro-
cessing of personal data must be sub-
ject to some legal basis, such as user 
consent. Second, for people outside 
the vehicle (that is, VRUs and other 
drivers), consent may be impossible 
to obtain without disproportionate 
efforts. However, the problem can be 
effectively circumvented if personal 
data are processed in real time and 
i f  data deidentif ication is prop-
erly implemented.

TRANSPARENCY
The transparency requirement in 
this context establishes the need for 
humans to understand and trace the 

decisions made by an autonomous 
vehicle. Transparency allows the iden-
tification of the reasons why an auton-
omous vehicle decision was erroneous, 
which, in turn, could help to prevent 
future mistakes. This requirement 
includes different aspects, such as 
traceability, data logging, explainabil-
ity, and communication strategies.

Traceabi lit y, which faci l itates 
auditability as well as explainability, 
is a well-known challenge for modern 
conventional vehicles,15 so in the case 
of autonomous vehicles, traceability 
is a problem of considerable difficulty. 

Despite ongoing efforts, the effective 
integration of components of data-
driven AI systems as traceable arti-
facts is still an open research question. 
One of the main enablers of transpar-
ency is data logging systems. In the 
field of autonomous driving, data col-
lection requirements go far beyond 
event recording. There is a need for 
the continuous logging of input and 
output data as well as intermediate 
states of the decision-making systems. 
The bandwidth and storage capacity 
requirements are so demanding that 
new mechanisms for intelligent data 
logging are needed.

Rega rd i ng e x pl a i n abi l it y,  f u r-
ther research is needed focusing on 
explainable models and methods16 
and, more specifically, on explanations 
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to in-vehicle and external road users, 
that is, explainable human–vehicle 
interaction through new HMIs and 
external HMIs. Considering explain-
ability as a possible requirement in 
future vehicle type approval frame-
works will clearly improve safety 
assessment and facilitate the evalua-
tion of human agency and oversight 
and transparency. However, it will 
require new test procedures, meth-
ods, and metrics. In addition, the 
design of human-scale interpretable 
models must be done without detri-
ment to accuracy, which is one of the 
most relevant challenges in the field of 
explainable AI. Last but not least, both 
in-vehicle users (for example, backup 
drivers and passengers) and external 
road users must receive clear infor-
mation that allows them to under-
stand that they are interacting with 
an automated or autonomous vehicle. 
New communication mechanisms are 
needed for this, including new ways of 
communicating risks.

DIVERSITY, 
NONDISCRIMINATION,  
AND FAIRNESS
Trustworthy systems need to ensure 
inclusion and diversity throughout 
their entire life cycle by considering 
all relevant stakeholders, designing 
inclusive processes, and ensuring 
equal treatment in line with the fair-
ness principle. In this respect, and 
to prevent discrimination, autono-
mous vehicles should avoid making 
decisions based on social values and 
the characteristics of some group of 
users (for example, dilemmas, age, 
and gender). Instead of focusing the 
debate on moral dilemmas whose 
occurrence is highly unlikely, our 
proposal is to define an alternative 
objective. Specifically, we consider 

that autonomous vehicles should be 
designed in a way that they can ensure 
the same level of safety for any kind 
of road user. (Here, safety refers to 
the intended functionality, that is, 
the absence of unreasonable risk due 
to hazards resulting from functional 
insufficiencies of the intended func-
tionality.) To do so, they will have to 
react differently for different kinds of 
road agents to correct possible poten-
tial safety inequalities caused by  
different behaviors.

In this sense, we may need to 
model the behavior of different road 
agents, using, for instance, real-
time predictive perception and local 
patch planning systems, to react in 
a personalized way. For example, a 
predictive detection system might 
anticipate, for a child, a higher like-
lihood of being at a curb crossing in 
front of a vehicle than for an adult. 
The local path planner might then 
need to reduce the vehicle speed for 
the child while maintaining it for 
the adult. This does not necessarily 
mean that adults are being discrim-
inated against (as long as there is no 
bias in the data and algorithms used 
to develop the predictive perception 
systems) but that the uncertainty in 
the behavior and possible motion of 
the child is de facto greater than in 
adults. Therefore, the autonomous 
vehicle must adapt its behavior to 
provide children and adults the same 
safety level by implementing a more 
conservative speed profile in one case 
than in the other one. This is an area 
of research that is not yet mature, and 
new approaches are needed.

Datasets used may suffer from 
the inclusion of bias, incomplete-
ness, and bad governance models, 
and the way in which AI systems are 
developed (for example, algorithms’ 

programming) may also suffer from 
unfair bias. The available work in 
this area is still very preliminary.17,18 
Further research is then needed to 
identify possible sources of discrim-
ination in state-of-the-art perception 
systems when detecting external 
road agents, considering different 
inequity attributes, such as sex, age, 
skin tone, group behavior, type of 
vehicle, color, and so on. Unfair bias 
may also be present at the user–vehi-
cle interaction level. Universally 
accessible and adaptable HMIs must 
also be designed, which is challeng-
ing, considering that autonomous 
vehicles have the potential to extend 
mobility to multiple types of new 
users. Finally, as autonomous driv-
ing opens up new autonomous mobil-
ity systems, services, and products, 
this requirement also states that new 
mechanisms should be put in place to 
avoid any service provision approach 
that may discriminate against certain 
user groups.

SOCIETAL AND 
ENVIRONMENTAL  
WELL-BEING
This requirement establishes the 
importance of the specific social (for 
instance, social agency, relationships, 
attachment, skills, and physical and 
mental well-being) and environmen-
tal impacts of autonomous vehicles. 
Understanding and estimating these 
impacts is a highly multidimensional 
and complex problem involving many 
factors, such as decarbonization, pla-
tooning, eco-optimal driving, traffic 
congestion, shared mobility, vehicles 
per kilometer, road accidents, user 
acceptance, and extended mobility, 
to name a few (more details are in 
Figure 4), for which we can make pre-
dictions based only on yet uncertain 
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assumptions.19 New studies and 
approaches are needed to provide 
estimates with lower uncertainty and 
higher precision.

A widely discussed societal impact 
of AI is the one about jobs and skills.20 
In this context, we can consider that 
automated vehicles (SAE level 3) are 
not expected to have a major nega-
tive impact on jobs. Rather, new tasks 
and skills for backup drivers will be 
needed, primarily for tasks related to 
interaction with the automation sys-
tem. For high levels of automation 
(SAE levels 4 and 5), as drivers are not 
needed within the ODD, the expected 
impact on work and skills is likely to 
be negative. However, it may be par-
tially mitigated by the need for non-
driving tasks that are less susceptible 
to automation (for example, loading 
and unloading goods) as well as by the 

new jobs and skills brought by trans-
portation automation.

Another potential social impact of 
autonomous driving is the fact that 
the technology brings the possibility 
to use commuting time for work-re-
lated activities, potentially leading to 
higher productivity and a reduction of 
time at the workplace, as travel time 
could be considered working time. In 
the coming years, we can expect to see 
new proposals to transform the interi-
ors of autonomous vehicles into places 
to work, which is a major challenge, 
especially in shared mobility scenar-
ios. Finally, from a more general per-
spective, autonomous driving has the 
potential to transform the way people 
spend their commuting time on the 
road, including new possibilities for 
social interaction, as the interior cab-
ins of autonomous vehicles are likely 

to be significantly modified to allow 
greater flexibility for work, leisure, and 
social activities.

ACCOUNTABILITY
This requirement is mainly focused 
on auditability and risk management. 
First, mechanisms must be put in place 
to ensure responsibility and account-
ability for autonomous vehicles and 
their outcomes, both before and after 
their development, deployment, and 
use. As a safety-critical application, 
and as an additional complement to 
self-audits, AI systems of autonomous 
vehicles should be able to be audited 
by independent external auditors. The 
main challenge here is to establish 
the minimum set of requirements for 
third parties to audit systems, without 
compromising intellectual and indus-
trial property.

FIGURE 4. The key environmental and social factors in the development and adoption of autonomous vehicles. They are categorized 
based on three main components: vehicles, road infrastructure, and users. The factors are categorized according to the two most 
important components. See Fernández-Llorca and Gómez7 (reproduced here with permission) for more details.
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It is important to note that the 
same requirements and expertise 
needed to audit AI systems of auton-
omous vehicles would be also needed 
for victims and insurers to claim lia-
bility in accidents involving autono-
mous vehicles. Due to the high com-
plexity and opacity of these systems, 
proving defects and fault for victims 

would be a very complex and costly 
process. Shifting the burden of proof 
to the manufacturer would make 
these systems more victim friendly. 
It is also a more economically effi-
cient approach, as manufacturers will  
always have a much more favorable 
position to access and properly inter-
pret the data. It is then necessary to 
update and harmonize the existing 
national and international regulatory 
frameworks for product liability, traffic 
liability, and fault liability. The adop-
tion of autonomous vehicles will entail 
new types of risks, including risks that 
are unknown at the time of produc-
tion and may emerge only after market 
launch. Policymakers and stakehold-
ers must define new balanced policy 

frameworks to better accommodate 
insurance and liability costs between 
consumers and victims, on the one 
hand, and autonomous vehicles pro-
viders, on the other.

One of the most important 
changes when thinking about 
trustworthy systems is to go 

beyond classic requirements of safety 
and accuracy toward a more compre-
hensive human-centric framework 
that also considers criteria such as 
human agency and oversight, security, 
privacy, data governance, transpar-
ency, explainability, diversity, fairness, 
social and environmental well-being, 
and accountability. Developing and 
implementing these requirements is a 
challenge for any application domain. 
It is probably still too early to know 
to what extent attempts to generate 
a horizontal sector-independent set 
of requirements will be effective, but 
for applications as complex as autono-
mous driving, it is reasonable to think 
that such a comprehensive approach 
will need to be tailored to the specifics 
of the sector.

As discussed in this article, the 
application of the requirements for 
trustworthy AI systems for auton-
omous vehicles involves address-
ing multiple problems of different 
natures, some of them still at a very 
early stage of scientific and technolog-
ical maturity, bringing new research 
and development challenges in differ-
ent areas. The introduction of not only 
safety criteria but also requirements 
related to fundamental human rights 
in future type approval procedures for 
autonomous vehicles is a considerable 
challenge, but it will clearly serve as 
an accelerator and driver for the devel-
opment and adoption of a technology 
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that can change transportation as we 
know it.  
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