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Abstract
COVID-19, a novel virus from the coronavirus family, broke out in Wuhan city of China and spread all over the world,

killing more than 5.5 million people. The speed of spreading is still critical as an infectious disease, and it causes more and

more deaths each passing day. COVID-19 pandemic has resulted in many different psychological effects on people’s

mental states, such as anxiety, fear, and similar complex feelings. Millions of people worldwide have shared their opinions

on COVID-19 on several social media websites, particularly on Twitter. Therefore, it is likely to minimize the negative

psychological impact of the disease on society by obtaining individuals’ views on COVID-19 from social media platforms,

making deductions from their statements, and identifying negative statements about the disease. In this respect, Twitter

sentiment analysis (TSA), a recently popular research topic, is used to perform data analysis on social media platforms such

as Twitter and reach certain conclusions. The present study, too, proposes TSA using convolutional neural network

optimized via arithmetic optimization algorithm (TSA-CNN-AOA) approach. Firstly, using a designed API, 173,638

tweets about COVID-19 were extracted from Twitter between July 25, 2020, and August 30, 2020 to create a database.

Later, significant information was extracted from this database using FastText Skip-gram. The proposed approach benefits

from a designed convolutional neural network (CNN) model as a feature extractor. Thanks to arithmetic optimization

algorithm (AOA), a feature selection process was also applied to the features obtained from CNN. Later, K-nearest

neighbors (KNN), support vector machine, and decision tree were used to classify tweets as positive, negative, and neutral.

In order to measure the TSA performance of the proposed method, it was compared with different approaches. The results

demonstrated that TSA-CNN-AOA (KNN) achieved the highest tweet classification performance with an accuracy rate of

95.098. It is evident from the experimental studies that the proposed approach displayed a much higher TSA performance

compared to other similar approaches in the existing literature.

Keywords COVID-19 � Convolutional neural network � Arithmetic optimization algorithm � Sentiment analysis �
Twitter

1 Introduction

In the late 2019, increase in number of pneumonia cases in

Wuhan city of China was reported to World Health

Organization (WHO). In January 2020, the disease was

officially named as COVID-19. On March 11, 2020,

COVID-19 was accepted as a global pandemic by WHO.

As of January 23, 2020, more than 346 million confirmed

cases and 5.5 million deaths have been reported around the

world [1]. COVID-19 is spread through respiratory droplets

in various situations such as sneezing, coughing and

speaking. The virus can live up to a few days on plastic

surfaces and up to a few hours on cardboard surfaces [2].
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The emergence of its symptoms may take 2 to 14 days in

an infected individual [3]. The most common symptoms of

COVID-19 are dry cough, fever or fatigue [2]. In addition

to these, some less common symptoms of the disease are

body aches, diarrhea, sore throat and headache [4].

Taking and obeying various vital measures against

COVID-19 such as vaccination, wearing masks, social

distancing, and personal hygiene have played a huge role in

controlling the pandemic. Twitter is one of the foremost

social media platforms which help raise awareness of these

crucial issues. Individual feelings against the pandemic

bear utmost importance in implementing strategies that will

eliminate the pandemic [5]. In line with this, the analysis of

social media platforms offers valuable information for

health staff and government decision-makers in a country.

Social media analysis also contributes to the identification

of massive emotional changes in society and the elimina-

tion of a potential social crisis by raising awareness of

current social problems [6, 7]. When the studies in the

current literature are analyzed, it can be observed that

social media analysis is a popular research topic and that

tweets have been usually classified as positive, negative, or

neutral in these studies [8, 9]. CNN has also been recently

used in Twitter sentiment analysis (TSA) and displayed

remarkable success in the classification of tweets. The

present study, similarly, focuses on performing TSA on

Twitter users’ tweets on COVID-19; thanks to a CNN-

based approach. The proposed TSA-CNN-AOA optimizes

hyperparameters of CNN via arithmetic optimization

algorithm (AOA) in order to increase the classification

performance of CNN. Thus, TSA-CNN-AOA approach

was used to classify tweets on COVID-19 as positive,

negative, and neutral.

As the number of Twitter users has been increasing

substantially over the past few years, large masses can be

informed about recent news in a very short period of time,

making it possible to find out their sensitivity toward a

certain issue. In parallel with this, sentiment analysis (SA)

on Twitter data through various machine learning (ML)

techniques has been a popular research trend in recent

times. Various researchers have developed so far different

ML classification approaches for TSA [10]. Since Twitter

hashtags can be effectively used to identify and distinguish

between different topics on the platform, they play a cer-

tain role in performing TSA on a given topic. From a

historical perspective, it can be stated that TSA has been

employed using different approaches. For instance, in

2009, Go et al. [11] combined the Naive Bayes classifier

and n-gram language model in order to divide tweets into

three different groups as positive, neutral, and negative.

Pak and Paroubek [12] performed the automatic collection

of a corpus for sentiment analysis and opinion mining to

propose a multinomial Naive Bayes-based sentiment

classifier using N-gram and POS-tags, which divided

tweets into three groups objective, positive and negative.

In 2011, Kouloumpis et al. [13] explored the utility of

micro-blogging and lexicon features in a three-way senti-

ment classifier. Similarly, Xia et al. [14] proposed an

ensemble framework for sentiment classification and

designed two different schemes of feature sets, i.e., ‘‘POS-

based feature sets’’ and ‘‘WR-based feature set.’’ In this

study, Naive Bayes (NB), maximum entropy (ME), or

support vector machines (SVM) were used as component

classification models in the ensemble system. In this way,

they applied three different ensemble methods, i.e., fixed

combination, weighted combination and meta-classifier

combination, to sentiment classification [14].

Pagolu et al. [15] benefited from two different feature

extract techniques, namely Word2vec and N-gram for

TSA, and applied SA and ML approaches to tweets to

analyze the relationship between movements of a company

on the stock market and related sentiments in various

tweets. In recent times, developments in the field of deep

learning (DL) have paved the way for their use in CNN

[16] and the LSTM variant of recurrent neural networks

[17, 18].

The main contributions of the present study are sum-

marized as follows:

(1) The present study proposes a novel approach for

TSA of people’s thoughts about the COVID-19

pandemic on Twitter, which is one of the most

important agendas today.

(2) Within the framework of the present study, an API

was designed to extract 173,638 tweets about

COVID-19 from Twitter between July 25 and August

30, 2020. Due to their unsuitability for data process-

ing as raw data, they were subjected to preprocessing

to omit numerous special characters, statements,

links, emoji, etc., which could otherwise affect

experimental studies negatively during the analysis.

(3) In order to analyze the effect of COVID-19 pan-

demic on the society in a more detailed manner,

tweets obtained from Twitter under four different

hashtags (‘‘#covid19, #coronavirus #pandemic and

#covid19vaccine’’) were divided into two different

topics as pandemic (#covid19, #coronavirus #pan-

demic) and covid19vaccine. Later, sentiment distri-

bution in each topic was analyzed on their own. The

analysis results suggest that the effect of pandemic

on the society significantly affected people’s senti-

mental tendencies toward COVID-19 vaccination

process.

(4) Significant information was extracted from this

database using FastText Skip-gram model.
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(5) The present study proposes Twitter sentiment anal-

ysis using convolutional neural network optimized

via arithmetic optimization algorithm (TSA-CNN-

AOA). The proposed approach relies on the CNN

model as a feature extractor. After a feature selection

process is applied to high-level local features

obtained from CNN using arithmetic optimization

algorithm (AOA), one of the most recent meta-

heuristic optimization algorithms, K-nearest neigh-

bors (KNN), SVM, and decision tree, was used to

classify tweets as positive, negative and neutral.

(6) The proposed approach identifies negative senti-

ments on the social media platform, i.e., Twitter, and

tags inappropriate, missing, or incorrect information

about COVID-19, thus reducing the possibility of

misinformation to a minimum level. The results of

the present study will broaden individuals’ general

views on the different vaccines and the pandemic

itself.

The rest of the present study is organized as follows:

Sect. 2 presents a literature review on the related works in

this field. Section 3 describes the obtained data set, pre-

processing steps applied to this data set and related theo-

retical frameworks. Section 4 defines the proposed

approach and analyzes the experimental results of the

proposed approach on the given data set comparatively.

Section 5 concludes the study.

2 Related work

2.1 Sentiment analysis

SA is a combination of data mining and text mining as two

different research fields and aims to find out sentiments

expressed in a written language [19]. It mainly focuses on

the automatic extraction of subjective information con-

veyed through a certain text [20] and performs many dif-

ferent tasks such as sentiment extraction, sentiment

classification, sentiment summarization, and so forth. SA,

which is also known as opinion mining, can be categorized

into three different levels: (1) document level [21], (2)

sentence level [22], and (3) aspect-based level [23]. At the

document level, SA attempts to identify sentiment polari-

ties in a given text. The most critical point here is the

assumption that the document in question focuses on a

single topic or entity. At the sentence level, SA tries to

determine whether a sentence expresses a positive, nega-

tive or a neutral opinion. Additionally, it also defines

sentences with subjective or objective sentiment. Finally, at

the aspect-based level, SA fulfills three main tasks: entity/

object identification, feature extraction, and feature

polarity.

SA is a fairly challenging task, as human language

involves many different factors such as countless gram-

matical variations, idiomatic expressions, slang use, mis-

spelling, synonymous and ambiguous words, all of which

make it arduous to analyze it in detail. For instance, it is

usually difficult for a SA model to analyze synonymous

words in different contextual settings or words with dif-

ferent semantic aspects. Therefore, stemming techniques

are often used to overcome these challenges, as they help

analyzers find the root of a given the word. Even though

SA succeeds in eliminating many different linguistic

problems, it may not truly analyze an opinion when a

different word is used, which may decrease its overall

performance.

Current SA methods can be divided into three categories

[24]: ML-based, dictionary-based, and DL-based SA. ML-

based approaches usually utilize a bag of words to convert

texts to features [14]. Later, features obtained from com-

plex ML approaches are fed into classifiers such as Naive

Bayes (NB), decisions trees (DT), and support vector

machine (SVM) [25]. Dictionary-based approaches usually

collect positive and negative sentiment words in a given

text to calculate text polarity based on the sum of these

words [26]. Unlike dictionary-based approaches, ML-based

approaches may benefit from sentiment dictionaries, which

consist of a range of positive and negative values assigned

to different words [24]. In this respect, ML-based approa-

ches offer various advantages compared to dictionary-

based approaches. In the existing literature, hybrid ML-

and dictionary-based methods have been used together

[24]. ML-based approaches were later replaced by DL-

based approaches, whose experimental results seem to be

more promising when compared to other approaches

[27, 28].

DL-based approaches have been popular among many

researchers due to their considerable success in SA. For

example, Chen et al. [29] proposed a single-dimensional

CNN model in which temporal relations were embedded

into user and product representations to improve SA per-

formance at the document level. Similarly, Liu et al. [30]

proposed an artificial neural network-based approach that

recommends idioms in essay writing. This model calculates

similarities between the given context and candidate

idioms. Klachbrenner proposed a CNN model to analyze

introductory sentences at varying lengths [28]. Tai et al.

proposed long short-term memory (LTSM) with feedback

features by improving RNN architecture [31]. Likewise,

Schuster and Paliwal proposed a Bi-LSTM model based on

two different LSTM networks by improving these networks

[32].
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Kumar et al. [33] proposed Plutchik wheel of emotion-

based approach for textual SA using word embedding and

Plutchik’s wheel of emotions. Villavicencio et al. [34]

proposed a SA approach to classify sentiments in positive,

neutral, and negative polarities toward COVID-19 vaccines

in Philippines. In this study, the obtained data were pre-

processed using several NLP approaches to develop a SA

classification model through Naive Bayes classification

approach using RapidMiner data science software and thus

help the government take decisions related to the vacci-

nation schedule. Shamrat et al. [35] observed that people

express their opinions on the reliability and effectiveness of

COVID-19 vaccines in social media platforms such as

Twitter and extracted such tweets from the website using

Twitter API authentication token. Later, following a data

processing step using NLP, they classified the processed

data using a supervised KNN classification algorithm and

divided them into three different categories as positive,

negative and neutral. Sontayasara et al. [36] proposed a

SVM-based TSA approach.

Twitter is one of the most popular social media websites

in which people express and share their feelings about a

specific topic. However, the available data on Twitter are

usually too big and unstructured to handle, which makes it

often demanding to analyze and extract subjective infor-

mation from them. In recent years, SA has been employed

in a number of fields such as business, politics, and social

media. Similar to many other social media platforms, SA is

one of the leading tools for gaining insight into different

individuals’ opinions and views on various topics. It helps

companies and government agencies collect information on

people’s opinions and decisions in an easier way. Using

DL-based natural language processing (NLP) techniques,

the present study also relies on the vastness and availability

of Twitter data in order to analyze Twitter users’ senti-

ments about COVID-19 through their tweets and comments

on these tweets.

2.2 Deep learning models for sentiment analysis

In the current literature, DL-based approaches have been

widely applied to various text data for SA recently. Ankita

et al. [37] proposed a CNN-LSTM model to perform SA on

#BlackLivesMatter tweets in two different US states and

divided them into two different categories as hateful and

non-hateful, which yielded a classification accuracy rate of

94%. Usama et al. [38] proposed a new model architecture

based on RNN with CNN-based attention for SA using

three different datasets and achieved an accuracy rate of

83.64%, 51.14%, and 89.62% on these datasets. Behera

et al. [39] proposed a hybrid model combining CNN and

LSTM for SA on customer reviews, which displayed an

accuracy rate of 94.90% in four different customer review

datasets.

Khasanah [40] proposed a single-layered CNN model

with FastText embedding for SA on text data. This model

was tested using the Model Movie Review (MR) dataset

and the Stanford Sentiment Treebank (SST2), which yiel-

ded a classification accuracy rate of 80% and 83.9%,

respectively. Jain et al. [41] proposed CNN-LSTM to

perform classification in Airlinequality Airline Sentiment

Data and Twitter Airline Sentiment Data and achieved an

accuracy rate of 87.6% and 87.5%, respectively. Onan [42]

combined TF-IDF weighted Glove word embedding with

CNN-LSTM architecture and used the proposed model for

SA on product reviews obtained from Twitter to divide

them into two categories positive and negative. Jain et al.

[43] proposed a hybrid bidirectional long short-term

memory and a softmax attention layer and convolution

neural network (softAttBiLSTM-feature-richCNN) for

sarcasm detection. This model was tested on political and

entertainment content in Twitter data, reaching an accuracy

rate of 92.71%.

Nezhad and Deihimi [44] created two different datasets

from tweets in the Persian language about the COVID-19

vaccine developed by Iran (COVIran Barekat) and impor-

ted vaccines (AstraZeneca/Oxford, Pfizer/BioNTech,

Moderna, Sinopharm, etc.) between April 1, 2021, and

September 30, 2021. Afterward, they used a DL-SA model

based on CNN-LSTM architecture to extract tweets and

categorize them as positive, negative, and neutral to reveal

monthly changes in sentiment from a statistical perspec-

tive. Behl et al. [45] proposed a multilayer perceptron

(MLP) network model to identify basic humanitarian needs

in tweets during emergency situations and natural disasters.

Their proposed model was trained using three different

datasets, namely ‘resource needs,’ ‘resource availability,’

and ‘others,’ obtained from tweets about Nepal Earthquake

and Italy Earthquake. The trained model was later tested on

a different tweet dataset about COVID-19 and displayed a

classification accuracy rate of 83%.

Basiri et al. [46] proposed a novel method based on the

fusion of four DL and one conventional supervised

machine learning model for SA on tweets about COVID-19

in eight different countries and reported statistical and

temporal changes in sentiments, as well as sentiment dif-

ferences in these eight countries. Sitaula et al. [47] brought

three different fastText-based, domain-specific, and

domain-agnostic-based CNN models together to propose a

new model for SA on tweets about COVID-19 in Nepal.

AlBadani et al. [48] proposed a SA approach using deep

learning models by combining the Universal Language

Model Fine-Tuning (ULMFiT) and SVM to detect people’s

attitudes based on their comments. Vernikou et al. [49]

focused on TSA for the classification of user sentiments in

10314 Neural Computing and Applications (2023) 35:10311–10328

123



tweets about COVID-19 on Twitter and implemented SA

using seven different deep learning models based on LSTM

neural networks.

In the present study, a CNN architecture was designed

as a feature extractor. However, unlike studies mentioned

in the literature review above, AOA, which is one of the

most recent meta-heuristic algorithms, was used for feature

extraction for the data obtained from CNN architecture.

Afterward, SVM, decision tree, and KNN methods were

used for the classification process.

3 Preliminaries

3.1 FastText word embedding vector

FastText is a Word2Vec-based model developed by Face-

book for text classification in 2016. It transforms words or

texts into continuous vectors which can be used in any

language (spoken language) for a given task. The main

difference between this method and Word2Vec is that it

splits words into a few character-based ‘‘n-grams’’ instead

of giving them as single inputs to the artificial neural net-

work. Thus, it may achieve a semantic similarity that

cannot be achieved by Word2Vec [50]. Similar to

Word2Vec, FastText offers two different models: Skip-

gram and CBOW. While the skip-gram model uses

neighboring words to predict a target word, CBOW relies

on all context words in order to predict a target word [51].

Both methods create a text file that contains numerical

representations (i.e., vectors) of learned words. The present

study benefits from a FastText Skip-gram model. A 300-

dimensional vector space and a sub character dimension

n ¼ 3 were used in FastText configuration.

3.2 TextBlob

TextBlob is a Python library used for many different NLP

tasks such as parts of speech tagging, SA, noun phrase

extraction, translation, and classification [52, 53]. TextBlob

library returns two main features of a sentence ‘‘Polarity’’

and ‘‘Subjectivity’’ [54]. In sentence subjectivity, while an

objective sentence expresses phenomenal information

about the world, a subjective sentence expresses personal

sentiments and beliefs. Subjective sentences usually reflect

various personal sentiments such as beliefs, wishes, opin-

ions, doubts, delights, or fears. Subjectivity is a variable

parameter between a range of [0, 1]. A subjectivity value

converges to 0 points to a more factual and objective

sentence, whereas a higher subjectivity value makes it an

opinion. Sentence polarity can be defined as positive,

negative, or neutral sentimental orientation in written or

verbal language. Polarity is assigned a value between a

range of [-1, 1]. -1, 0, and 1 represent negative, neutral,

and positive statements, respectively.

3.3 Convolutional neural network (CNN)

CNN is different from artificial neural networks in that it is

a DL approach consisting of different layers with feature

extraction. Figure 1 shows a typical CNN architecture. It is

widely used for the classification of image contents. It is

based on artificial neural networks and possesses a cus-

tomized DL architecture. Images are given as inputs to

CNN architecture. Similar to artificial neural network,

CNN was also inspired by the working principles of human

brain. As shown in Fig. 1, CNN architecture contains

convolution layers, pooling layers, a fully connected layer,

and an activation layer. The first layer of a CNN archi-

tecture is a convolutional layer that extracts local features

from an image. Due to its architectural system, the pooling

layer in the nth location is connected to a fully connected

layer. There are a few backpropagation steps in CNN

during the learning process to minimize losses. As shown

in Fig. 1, some activation functions such as Softmax and

Tanh are also used to obtain the output.

3.4 The arithmetic optimization algorithm

Proposed by Abualigah et al. [55], AOA was inspired by

four basic mathematical operations: addition (A), subtrac-

tion (S), multiplication (M), and division (D). The main

steps of AOA are described briefly in the following

sections.

3.4.1 Initialization process

Similar to other population-based meta-heuristic algo-

rithms in the existing literature, AOA uses an initial pop-

ulation consisting of candidate solutions with random

values. In each iteration, the candidate solution with the

best fitness value in the population is called the best

obtained solution. The initial population (X) is represented

as a matrix, as can be seen in Eq. 1:

X ¼

x1;1 x1;2 . . . x1;n

x2;1 x2;2 . . . x2;n

. . . . . . . . . . . .
xN;1 xN;2 . . . xN;n

2
664

3
775 ð1Þ

where N is the number of candidate solutions, whereas n is

the problem dimension.

Later, in order to select a search phase (exploration or

exploitation) function for the algorithm, the operator called

Math Optimizer Accelerated (MOA) is calculated accord-

ing to Eq. 2:
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MOA C iterð Þ ¼ Min þ C iter � Max � Min

M iter

� �
ð2Þ

Here, while C_iter represents the current iteration, M_iter

denotes the maximum number of iteration, and, finally,

Min and Max are the minimum and maximum value of the

accelerated function, respectively [55].

3.4.2 Exploration and exploitation phases

The selection of exploration or exploitation phase of AOA

depends on MOA value in Eq. 2. After a random r1 value

is created between 0 and 1, exploration is selected if

r1[MOA, while exploration is selected if r1\MOA.

Operator M and D are used in the exploration phase of

AOA to facilitate search in a wide range of search space.

The exploration phase of the AOA is given in Eq. 3 [55]:

xi;j C iterþ 1ð Þ

¼
best xj

� �
� MOPþ eð Þ� UBj�LBj

� �
�lþLBj

� �
; if r2\0:5

best xj
� �

�MOP� UBj �LBj

� �
�lþLBj

� �
; else

(

ð3Þ

Here, xi,j(C_iter ? 1) is the candidate solution in the fol-

lowing iteration, while best(xj) is the jth dimension of the

current best candidate. UBj and LBj represent the upper and

lower bound values of the jth dimension, respectively. r2 is

a random value between 0 and 1, e is a very small positive

number, and, finally, l is the control parameter with a

value of 0.5 and used for the exploration phase. Operator S

and A are used in the exploitation phase of AOA in order to

facilitate local search surrounding the best candidate

solution. The exploitation phase of the AOA is given in

Eq. 4 [55]:

xi;jðC iter þ 1Þ

¼
best xj

� �
� MOP � ðUBj � LBjÞ � lþ LBj

� �
; if r3\0:5

best xj
� �

þ MOP � ðUBj � LBjÞ � lþ LBj

� �
; else

(

ð4Þ

Here, r3 is a random value between 0 and 1. Math

Optimizer probability (MOP) in Eqs. 3 and 4 is a coeffi-

cient and calculated as given in Eq. 5:

MOP C iterð Þ ¼ 1 � C iter1=a

M iter1=a
ð5Þ

Here, C_iter is the current iteration, whereas M_iter is the

maximum number of iteration. a is a sensitive parameter

with a value of 5. Flowchart of the AOA is shown in Fig. 2.

[55]. Firstly, an initial population is created with AOA

parameters (M_iter, l, etc.) and candidate solutions with

random values. Later, the fitness, MAO and MOP values of

candidate solutions are updated in each iteration. MOA

helps select between exploration and exploitation phases.

During the exploration phase, operator D or M randomly is

applied via a randomly generated r2 parameter. During the

exploitation phase, on the other hand, operator S or A ran-

domly is applied via a randomly generated r3 parameter.

The algorithm is ended once it reaches a maximum number

of iterations, and the candidate solution with the best fit-

ness value is accepted as the solution.

Maintaining the appropriate balance between explo-

ration and exploitation strategies is crucial for a meta-

heuristic optimization algorithm to achieve high perfor-

mance. Exploration is the ability to explore the search

space globally. On the other hand, exploitation is the ability

to find better solutions by performing a local search in the

immediate vicinity of a candidate solution. According to

Abualigah et al. [55], an appropriate balance between

exploration and exploitation strategies was achieved by

applying exploration strategies with M and D operators and

exploitation strategies with S and A operators in the AOA

recommended by [55]. Also, Abualigah et al. [55] tested

AOA on 29 benchmark functions and five engineering

design problems in an experimental study. They compared

the test results with the following algorithms [55]: genetic

algorithm (GA), particle swarm optimization (PSO), bio-

geography-based optimization (BBO), flower pollination

algorithm (FPA), gray wolf optimizer (GWO), bat algo-

rithm (BAT), firefly algorithm (FA), cuckoo search

Fig. 1 CNN architecture
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algorithm (CS), moth-flame optimization (MFO), gravita-

tional search algorithm (GSA), differential evolution (DE).

Abualigah et al. [55], as a result of these test process,

proved that AOA was more successful than these 11

compared algorithms. Therefore, AOA was preferred in

this study.

3.5 Machine learning-based approaches

ML studies the ways in which computers can be trained by

a dataset. ML approaches are often used in text mining

studies to fulfill the task of classifying different types of

texts through scientific features. A wide range of ML

classifiers can be used to perform SA, which is one of the

popular topics in text mining. Many different ML classi-

fiers are available in Python Scikit-Learn Library [56].

Because it is an open-access library, it appeals to a wide

range of users worldwide. The following classifiers used in

the present study to compare the performance of the pro-

posed approach with other approaches were obtained from

Python Scikit-Learn Library: SVM, Naive Bayes, KNN,

decision tree, and logistic regression (LR).

3.5.1 Support vector machine (SVM)

Proposed by Cortes and Vapnik, SVM is a binary classi-

fication tool that can be extended for multiclass problems

[57]. In the present study, it was used for a tripartite

Fig. 2 Flowchart of the AOA
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classification as positive, negative, and neutral. SVM is a

powerful technique used for various problems such as

nonlinear classification, regression, and detection of out-

liers. However, it aims to cross-validate the data and dis-

play a poor performance in small-size datasets.

The SVM can divide data into two or more classes with

linear separation mechanisms in two-dimensional space,

planar separation mechanisms in three-dimensional space,

and hyperplane separation mechanisms in multidimen-

sional space. The method, which is frequently used in the

determination of linearly separable classes, is useful in the

classification of nonlinear data by moving the input space

that cannot be parsed linearly to higher-dimensional lin-

early separable space; thanks to kernel functions. SVM

mainly aims to maximize the distance between support

vectors from various classes that are separated by a

boundary line known as a hyperplane. Support vectors are

instances of classes that are most closely related to the

hyperplane. They define the class to which they belong by

lying on a plane parallel to the hyperplane.

3.5.2 Naive Bayes

Proposed by Thomas Bayes, Naive Bayes is a controlled

ML learning classifier that calculates the probability for a

feature through statistical methods [58]. It is employed for

many different purposes, such as diagnostic classification,

text and document classification, spam e-mail listing, and

classification and prediction-based models. Naive Bayes

classifiers aim to predict features based on the assumption

that they are not interdependent.

Naive Bayes is one of the simplest, understandable and

easily applicable machine learning algorithms used in text

classification, which is created using Bayes’ theorem.

Using this method, it is possible to find the probability that

a sample belongs to the class value of the target attribute.

The formula for the Naive Bayes algorithm is as

follows:

P AjBð Þ ¼ PðBjAÞPðAÞ
PðBÞ

P AjBð Þ represents the probability of event A that occurs

when event B occurs, whereas PðBjAÞ represents the

probability that event B will occur if event A occurs.

Therefore, PðAÞ and PðBÞ are a priori probabilities of

events A and B.

3.5.3 K-nearest neighbors (KNN)

Proposed by Cover and Hart, K-nearest neighbors (KNN) is

a sample-based and controlled ML algorithm [59]. Because

it possesses the capacity to support multi-label classifica-

tion, it is widely preferred in SA studies. KNN calculates

the distance between a target value and other values to find

K-nearest neighbor values [60]. It requires two main

parameters for functioning: K value and distance metric. It

has always been a popular algorithm due to its simplicity

and classification success.

An example of KNN classification algorithm is shown in

Fig. 3. The red dot in the figure is classified by green

squares or blue triangles. When K ¼ 3 in Fig. 3, the situ-

ation inside the circle is checked. Because the number of

blue triangles will be higher than green squares, the clas-

sification is performed according to blue triangles. How-

ever, if K ¼ 7, the situation in the dashed circle is taken

into account, and, since the number of blue triangles will be

lower than green squares, the classification is performed

according to green squares.

3.5.4 Logistic regression

Logistic rgression is a multivariate statistical ML learning

algorithm that classifies data by taking dichotomous out-

come variables into account to create a logarithmic line

that separates them from each other. As its name may cause

some misunderstandings, it is often used for regression.

However, as a statistical model, it can also be used for

classification tasks. LR aims to establish a model that can

describe the relationship between dependent and indepen-

dent variables using a small number of variables. Esti-

mating probabilities with a logistic function, LR analyzes

the connection between a categorical dependent variable

and one or more independent factor(s). Being one of the

simplest ML algorithms, logistic regression offers high

efficiency and a low variance level and can also be used for

feature extraction.

Fig. 3 An example of KNN classification algorithm
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3.5.5 Decision tree

Decision tree is a classification algorithm that consists of

decision and leaf nodes and creates a tree-like classification

model. It splits very large datasets into smaller subsets

based on specific decision rules. The existing literature

often refers to four different forms of DT algorithms: ID3,

C4.5, C5.0, and CART. The ID3 algorithm, one of the

Fig. 4 Data cleansing, preprocessing and sentiment analyzer
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Fig. 5 a The word cloud for raw tweets b The word cloud for the preprocessed tweets

Fig. 6 a Sentiment distribution of all topics b Sentiment distribution of ‘‘pandemic,’’ c Sentiment distribution of ‘‘Covid19vaccine’’
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univariate decision trees, benefits from information gain

approach that provides the most considerable information

gain from the targets in each node. In ID3 algorithm, after

trees reach their maximum size, pruning is applied to

improve their ability to generalize invisible data. C4.5

algorithm eliminates the shortcomings of ID3 algorithm

using the gain ratio approach, which is calculated via

division of information and information gain. The C5.0

algorithm is a more effective and memory-saving variant of

C4.5 method. In CART algorithm, a statistical approach,

binary trees are constructed using features and thresholds

that provide the most important information gained from

each decision node.

It usually benefits from the CART (Classification and

Regression Trees) algorithm to perform classification using

decision trees. Starting with a root node, a decision tree

algorithm splits each node into two leaves to form a series

of binary branching nodes. Meanwhile, as each leaf con-

nected to a node represents a class label, it is necessary to

check the number of positive and negative class labels on

the leaves to select the branch representing the best deci-

sion. If a single positive or negative class label is found on

the leaf, the decision tree does not require splitting any-

more, and top-down induction is completed [61].

4 The proposed approach

The flowchart of the proposed approach for the analysis of

the effect of COVID-19 pandemic on the society through

tweets is shown in Fig. 8. The approach consists of three

basic steps.

Step 1: In this step, open-access tweets about COVID-19

are extracted from Twitter. Later, raw data are prepro-

cessed to create a cleansed dataset for sentiment analysis

and polarity detection in each tweet. The flowchart of the

data collection and preprocessing architecture is shown in

Fig. 4.

Step 2: This is the word representation step in which

each tweet obtained from Step 1 is vectorized using Fas-

tText word embedding approach. Later, each word repre-

sentation is converted to an image of 19 9 300. Here, 19

denotes the maximum tweet length, while 300 denotes a

300-dimensional feature matrix for each word

representation.

Step 3: This is the CNN-AOA-based feature reduction

step. Tweet images of 19 9 300 obtained from Step 2 are

given to CNN model as inputs. A total of 3400 features are

extracted from the second max_pooling layer of the pro-

posed CNN model for each tweet. Later, AOA and three

different classifiers (KNN, SVM, and decision tree) are

used to perform feature selection on these 3400 features.

4.1 Datasets and preprocessing

The data in the present study were collected from Twitter,

which was the largest social media platform with 199

million active users around the world in early 2021 [62].

Publicly shared Twitter messages in English about

COVID-19 were used to create a dataset. MAXQDA, a

qualitative data analysis tool [63], collected Twitter data

about COVID-19, such as tweets, retweets, and mentions

between July 25, 2020, and August 30, 2020. Firstly, the

most popular trending topics about COVID-19 were

Fig. 7 CNN-AOA section of the proposed model
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detected to collect related tweets. Secondly, a combination

of search terms, namely ‘‘#covid19, #coronavirus #pan-

demic and #covid19vaccine,’’ was used. Consequently,

173,638 tweets in English were included in the dataset.

Finally, the following preprocessing was applied for data

cleansing to verify the dataset.

The data obtained from Twitter, the largest social media

platform, are not always cleansed. Data cleansing is a part

of text mining that aims to deduce meaning from a text and

omit non-analyzable words and other irrelevant compo-

nents. Twitter data usually contain various irrelevant spe-

cial characters, expressions, links, tags, and emoji signs

which may negatively affect experimental studies during

the analysis process. In addition, such characters often pose

difficulty for SA. As shown in Fig. 4, the following pro-

cesses were applied to the obtained Twitter dataset for data

cleansing.

Figure 5(a) shows the word cloud for the collected tweet

data without any preprocessing and data cleansing. Word

cloud is one of the most popular data visualization tech-

niques to represent text data. Important and frequent tex-

tual data can be emphasized better when visualized on a

word cloud. The main objective of preprocessing is to

reduce the number of words in a given text without cor-

rupting the semantic aspect of that text. It can be seen in

Fig. 5(a) that the obtained raw data contain irrelevant

Fig. 8 The flowchart of TSA-CNN-AOA approach
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words and phrases which do not contribute to SA process.

As such, it was definitely necessary to perform prepro-

cessing on these raw data prior to any data analysis. As

shown in Fig. 5(b), the number of irrelevant and mean-

ingless words was reduced considerably, as the number of

tweets decreased from 173,638 to 147,329 following the

preprocessing.

Following the preprocessing of the collected tweet

dataset, the remaining 147,329 tweets were analyzed using

Textblob and classified into three categories: positive,

negative and neutral. The sentiment distribution based on

class labels of all tweets is shown in Fig. 6(a). According

to the analysis results, the number of positive, negative and

neutral tweets was 54,847 (37.22%), 22,334 (15.15%) and

70,148 (47.61%), respectively. Neutral tweets represent the

majority of all tweets, which can be considered as a sign of

confusion and uncertainty in people’s minds about

COVID-19 pandemic. This is very likely to cause a nega-

tive effect on the public opinion.

For a more detailed analysis of the effect of COVID-19

pandemic on the society, tweets which were collected from

Twitter on four different hashtags (‘‘#covid19, #coron-

avirus #pandemic and #covid19vaccine’’) were categorized

into two sub-topics: pandemic (#covid19, #coronavirus

#pandemic) and covid19vaccine. The sentiment distribu-

tion of both sub-topics, i.e., pandemic and COVID-19

vaccine, is shown in Fig. 6(b) and (c), respectively. As

shown in Fig. 6, the rate of negative sentiments is higher in

vaccine sub-topic compared to pandemic sub-topic, while

neutral sentiments are lower. It can be thus argued that

people with a neutral sentimental attitude toward pandemic

maintained a negative attitude toward vaccination. In this

respect, it bears utmost importance to detect inaccurate or

missing information shared on different social media

platforms about the pandemic.

4.2 The proposed TSA-CNN-AOA approach

The present study proposes a TSA-CNN-AOA approach to

perform SA on tweets about COVID-19. The designed

CNN model was used as a feature extractor. Later, the

features obtained from CNN were selected using AOA for

a classification process using SVM, decision tree, and KNN

methods. CNN-AOA section of the proposed model is

shown in Fig. 7.

The designed CNN model benefits from word embed-

ding as input parameters. Word embedding converts each

tweet to a 19 9 300 matrix consisting of numerical values.

Afterward, these matrices are trained using the designed

CNN model, which consists of two convolution layers, two

ReLUs, two cross-channel normalization layers, two max

pooling layers, one fully connected layer, one softmax

layer and one classification layer.

AOA is used to select among different features obtained

from the second max pooling layer of the designed CNN. A

total of 3400 features are obtained from the second max

pooling layer and, accordingly, each candidate solution in

the initial population of AOA consists of 3400 dimensions

with randomly generated 0 s and 1 s. If the value of a

dimension is 0 in the candidate solution, a dimension with

a value of 1 is selected. For instance, randomly generated

X1 candidate solution with 3400 dimensions is represented

by X1 = [x1,1 = 1, x1,2 = 1, x1,3 = 0, x1,4 = 1,…….,

x1,3400 = 0] vector. Since the value of first, second and

fourth dimensions is 1 in this vector, the proposed approach

will use these features. As given in Eq. 6, the initial pop-

ulation is represented by a matrix:

X ¼

x1;1 x1;2 . . . x1;3400

x2;1 x2;2 . . . x2;3400

. . . . . . . . . . . .
xN;1 xN;2 . . . xN;3400

2
664

3
775 ð6Þ

The fitness value of each candidate solution in AOA is

calculated using three different classifiers (KNN, SVM,

and decision tree). The features with a value of 1 in the

candidate solution are selected by the classifier, and they

are used to perform training and prediction. In the end, the

obtained accuracy value is accepted as the fitness value of a

candidate solution. The candidate solution with the highest

fitness value is given as the problem solution by the

Table 1 Accuracy, F1-score,

precision and recall results
Accuracy F1-Score Precision Recall

TSA-CNN-AOA (Decision tree) 92.533 90.541 90.643 90.444

TSA-CNN-AOA (KNN) 95.098 93.711 94.236 93.230

TSA-CNN-AOA (SVM) 95.007 93.649 94.256 93.100

CNN 89.717 86.502 88.961 84.961

SVM 77.638 73.785 74.006 74.697

Naive Bayes 84.255 80.482 81.505 79.737

Logistic regression 88.942 85.707 87.105 84.641

Decision tree 83.464 80.108 80.086 80.135

KNN 88.434 85.227 86.677 84.121
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algorithm. The proposed TSA-CNN-AOA approach is

shown in the flowchart in Fig. 8. Source codes of TSA-

CNN-AOA are available at https://drive.google.com/drive/

folders/1S3SFatKgOA0IzzITgfyNrBW7gcVwBAGx.

4.3 Experimental results

In the experimental studies, tweets about COVID-19 were

classified into three groups as positive, negative, and neu-

tral, using different methods to compare their respective

Fig. 9 Bar charts of all results

Fig. 10 Confusion matrices of all approaches
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Fig. 11 ROC curves of all methods

Table 2 The accuracy rates of

other proposed approaches for

SA on COVID-19 in the

existing literature

Model Accuracy Reported by

TSA-CNN-AOA (Decision tree) 0.9253

TSA-CNN-AOA (KNN) 0.9509

TSA-CNN-AOA (SVM) 0.9500

SVM 0.8010 Naasem et al. [64]

NB 0.7320 Naasem et al. [64]

RF 0.8230 Naasem et al. [64]

LR 0.8300 Nair et al. [65]

Fusion model (NBSVM-CNN-BiGRU) 0.8580 Basiri et al. [46]

CNN 0.8160 Basiri et al. [46]

LSTM- PCNN 0.8399 Al-Sarem et al. [66]

SVM 0.8500 Khakharia et al. [67]

Conv1D-LSTM-Glove 0.8706 Jalil et al. [68]

KNN 0.7921 Jalil et al. [68]

RF 0.9100 Rustam et al. [69]

SVM 0.8700 Rustam et al. [69]

DT 0.9100 Rustam et al. [69]
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classification performances. Firstly, the designed CNN

model was used for the classification process with the

following parameters: Optimizer ‘‘adam,’’ initial learning

rate ‘‘0,001,’’ mini-batch size ‘‘128’’ and epoch number

‘‘1.’’ Secondly, the designed CNN model was used as a

feature extractor, and the features obtained from CNN were

later used for feature selection via AOA. Thirdly, three

different classifiers, i.e., KNN, SVM, and decision tree,

were used to calculate the fitness value of each candidate

solution in AOA, which yielded three different classifica-

tion scenarios. (TSA-CNN-AOA (KNN), TSA-CNN-AOA

(SVM), and TSA-CNN-AOA (Decision Tree)). The num-

ber of the initial population and maximum iterations was

set to 10 for AOA. Finally, the classification process was

completed using standard SVM, Naive Bayes, logistic

regression, decision tree, and KNN.

Nearly 20% (n = 32,131) of all Twitter COVID-19

dataset were used for testing process in the present study.

Accuracy, F1-Score, precision and recall performances of

all approaches for the test dataset in the experimental study

are given in Table 1. The results are also presented in a

detailed bar graph in Fig. 9. It can be observed that the

highest classification accuracy was achieved by TSA-

CNN-AOA (KNN), followed by TSA-CNN-AOA (SVM)

with an accuracy rate of 95.007%. On the other hand, the

classification accuracy rates of CNN, Naive Bayes, logistic

regression, decision tree and KNN ranged between 83 and

89%. The lowest performance belongs to SVM with 77%.

The experimental results demonstrated that feature

selection via AOA following feature extraction via CNN

significantly contributes to the classification performance.

While the classification accuracy of CNN was 89.717%,

the accuracy rates increased to 92.533% with TSA-CNN-

AOA (Decision tree), to 95.007% with TSA-CNN-AOA

(SVM) and to 95.098% with TSA-CNN-AOA (KNN).

Confusion matrices of all approaches are shown

in Fig. 10. A confusion matrix is a widely used tabulation

system that describes the prediction accuracy performance

of a given model for each class label. In a confusion matrix,

rows and columns correspond to the predicted class (Out-

put Class) and true class (Target Class), respectively. It is

clear from the matrix data that the classification accuracy

rates of TSA-CNN-AOA (KNN) for negative, positive, and

neutral Twitter data were 86.70%, 95.35%, and 97.64%,

respectively. In addition, when all matrices are analyzed, it

is evident that neutral Twitter data were classified with a

higher accuracy rate, whereas negative data were classified

with a lower accuracy rate. Receiver-operating character-

istic (ROC) curves revealing the relationship between false

positive rate (FPR) and true positive rate (TPR) are shown

in Fig. 11.

In Table 2, the classification accuracy performance rate

of the proposed approach was compared with other studies

on SA of tweets about COVID-19 in the existing literature.

It can be observed that the proposed approach displayed a

higher classification performance compared to other pro-

posed approaches in the current literature.

5 Conclusion

CNN has been a popular method for TSA in recent years.

The present study, too, created a database consisting of

tweets about COVID-19 for TSA to propose a new CNN-

based hybrid approach. To this aim, tweets about COVID-

19 were extracted from Twitter to create a large database

and propose Twitter sentiment analysis using convolutional

neural network optimized via arithmetic optimization

algorithm (TSA-CNN-AOA). The proposed approach

attempted to classify individuals’ tweets about COVID-19

into three main categories: positive, negative, and neutral.

Thus, it has become possible to reach significant conclu-

sions about people’s attitude toward the COVID-19 pan-

demic, which can help lessen and eliminate the impact of

the disease on them. The experimental studies were per-

formed to test the classification accuracy performances of

TSA-CNN-AOA (Decision tree), TSA-CNN-AOA (SVM),

and TSA-CNN-AOA (KNN) on the dataset, which yielded

an accuracy rate of 92.533%, 95.007%, and 95.098%,

respectively. Additionally, CNN, SVM, Naive Bayes,

logistic regression, decision tree, and KNN approaches

were also used for the testing process, and the highest

classification accuracy rate was achieved by TSA-CNN-

AOA (KNN). Finally, the classification performance of the

proposed approach was compared with other proposed SA

approaches in the current literature, indicating that the

proposed approach displayed the highest performance. In

conclusion, it can be stated that the present study proposes

a remarkably successful approach for TSA.
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