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Abstract zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
The Time-Diggered Protocol (TTP) is intended for 

use in distributed real-time control applications that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAre- 
quire a high dependability and guaranteed timeliness. 
It integrates all services that are required in the de- 
sign of a fault-tolerant real-time system, such as pre- 
dictable message transmission, message acknowledg- 
ment in group communication, clock synchronization, 
membership, rapid mode changes, redundancy man- 
agement, and tempomry blackout handling. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIt sup- 
ports fault-tolemnt configurations with replicated nodes 
and repltcated communication channels. TTP provides 
these services with a small overhead so it can be w e d  
eficiently on twisted pair channels as well as on fiber 
optic networks. 

1 Introduction 

There exists a growing demand for real-time control 
systems with guaranteed timeliness and a high depend- 
ability. For example, in future computer applications 
within automobiles [16] critical control information will 
have to be shared in a timely and reliable manner be- 
tween autonomous subsystems. 

Provided a specified load- and fault hypothesis are 
maintained, the selected computer architecture must 
assure a predictable and small bounded maximum la- 
tency between a stimulus from and a response to the 
environment. Furthermore the implementation of fault- 
tolerance by active redundancy must be supported. 

Depending on the triggering mechanism employed, 
two fundamentally different paradigms for the design of 
real-time systems can be distinguished: event-triggered 
(ET) architectures and time-triggered (TT) architec- 
tures. In an ET architecture all activities, e.g., task 
activation, communication, etc., are initiated as a con- 
sequence of the occurrence of events, i.e., significant 
state changes. Because all scheduling and communi- 
cation decisions in ET architectures are made on-line, 
they are sometimes called dynamic architectures or in- 
terrupt driven architectures [1,7]. 

TT architectures, on the other hand, are driven by 
the progression of the global time [15]. All tasks and 
communication actions are periodic and external state 
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variables are sampled at predetermined points in time. 
TT architectures are based on stronger regularity as- 
sumptions. They are therefore less flexible but are eas- 
ier to analyze and to test than ET-architectures. 

According to the present state of the art, fault- 
tolerant real-time systems with guaranteed timeliness 
can only be designed if the base architecture is time- 
triggered. If the real-time system is event-triggered 
then it is not known how the problems of replica de- 
terminism, systematic testing for timeliness, and timely 
membership service, can be solved [SI. 

The Time-Triggered Protocol (TTP) is an integrated 
communication protocol for time-triggered architec- 
tures. It provides the services required for the im- 
plementation of a fault-tolerant real-time system, i.e., 
predictable message transmission, message acknowl- 
edgment in group communication, clock synchroniza- 
tion, membership, rapid mode changes, and redundancy 
management. These services are implemented without 
extra messages and with only a small overhead in the 
message size. 

In the next section we describe the architectural as- 
sumptions and the fault-hypothesis. Section 3 intro- 
duces the objectives we had in mind when designing 
the TTP protocol. Section 4 elaborates on the rationale 
behind TTP. The detailed protocol description is con- 
tained in Section zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 .  Section 6 discusses protocol char- 
acteristics and compares the performance of the TTP 
protocol with other protocols that have been proposed 
for control applications. 

2 

The Time-Triggered Protocol (TTP) is intended for 
a time-triggered architecture. In such an architec- 
ture rapid periodic message exchanges form the bulk 
of the load. However there is also a need for sporadic 
event-triggered communication with predictable small 
latency, e.g., the rapid switchover into another opera- 
tional mode (e.g., an emergency mode). 

Architect ur a1 character is t ics 

2.1 System structure 

The distributed computer system consists of a set of 
fail-silent nodes connected by two replicated broadcast 
communication channels. To tolerate the failure of a 
node, nodes can be replicated [22] also and grouped 
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into Fault Tolerant Units (FTUs). It is guaranteed by 
the architecture that replicated nodes perform the same 
state changes at about the same time. As long zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAas at 
least one node of an FTU is operational, the FTU is con- 
sidered operational. The real-time clocks of the nodes 
are synchronized to within a known precision by TTP. 

Every node possesses a communication controller 
with two bidirectional communication ports, connected 
to the two replicated broadcast channels. Interface 
nodes have an additional interface to sensors or trans- 
ducers in the environment. Every node contains error 
detection mechanisms such that it can terminate its op- 
eration in case of an error. 

The communication channel is a passive LAN, e.g., 
a broadcast bus, that transports one message at a time. 
Access to the communication channel is determined by 
a time division multiple access (TDMA) schema con- 
trolled by the global time generated by TTP. We call 
a complete cycle, during which each FTU has been 
granted at least one sending access, a TDMA round. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2.2 Fault hypothesis and system zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAconfigu- 

ration 
Failure rate assumptions: We assume that node fail- 
ures are of the fail-silent type and channel failures are 
omission failures zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[5].  The Table 1 gives an order of 
magnitude of the assumed failure rates. 

Failure type zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 Failure rate zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(IO-'/h) 
Permanent Node Failure I io3 
Permanent Channel Failure 
Transient Node Failure 
Transient Channel Failure 

10' 
1 o5 
106 

Table 1: Failure rates 

Although the transient channel failure rate of 10-3/h 
looks high, it is still low if considered on a per message 
basis. If 1000 messages are transmitted per second, the 
transient message failure rate is still smaller than lo-' 
corrupted messages/message. If the independence as- 
sumption holds, the probability of two or more message 
losses occurring within one TDMA round is very low. 

During temporary blackout periods the transient fail- 
ure rates of the nodes and channels can be significantly 
higher than the failure rates stated above. 

Sys tem configurations: We call the bit packet that 
is transported on the physical level a frame. A frame 
can contain one or more application messages. 

We distinguish between the following system config- 
urations that provide increasing levels of fault-tolerance 
(see Figure 1 and Table 2): zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Class I: One node/FTU, 2 frames/FTU. This config- 

uration is relevant if failures in the cabling (e.g. 
interconnectors, contacts) are dominant. 

Class 11: Two active nodes/FTU, 2 frames/FTU. 
Class III: Two active nodes/FTU, 4 frames/FTU. 
Class IV: Two active nodes and one shadow 

node/FTU, 4 frames/FTU. 

Class I Configuration 

Class II and Class 111 Co,nfigurafions 
Shadow 
Node 

Class IV Configuration 

Figure 1: Fault-tolerant configuration 

Tolerance of 1 Class I Class I1 Class I11 Class IV 
Perm. Node Fail. 1 1 2 
Perm. Comm. Fail. 1 1 1 
Trans. Node Fail. 1/ Recint l/Recint 1 /TR 
Trans. Comm. Fail. 1 of 2 1 of 2 3 o f 4  3 of 4 

Perm.: Permanent, Trans.: Transient, Fail.: Failure, 
Comm.: Communication, Recint: Recovery Interval, 
TR: TDMA Round 

Table 2: Level of fault-tolerance 

The appropriate system coinfiguration class must be 
selected on the basis of the intended dependability char- 
acteristics and the assumed failure rates in the given 
application context. 

3 Protocol objectives 

The objective during the design of the Time-Triggered 
Protocol (TTP) was to develop an integrated proto- 
col that provides all services needed in a fault-tolerant 
real-time application. In an automotive context, TTP 
is intended for class C applica.tions E211 (page 20.272), 
i.e. for real-time control systems requiring guaranteed 
timeliness and fault tolerance. The following goals were 
considered in the design of the protocol: 

Message transport wi th  predictable ].ow latency: 
In a real-time system the temporal accuracy of infor- 
mation is effected by the duration of the protocol ex- 
ecution. A good real-time protocol must have a low 
maximum execution time and a small variability of the 
execution time [13] under all specified load and fault 
conditions. It must handle timetriggered periodic mes- 
sages and event-triggered spor,adic messages. 

Fault tolerance: A real-time computer system for 
safety-critical applications must be fault tolerant. The 
protocol must tolerate all node and channel failures that 



are listed in the fault hypothesis without violating the 
functional or temporal specification. 

Standard communication protocols provide error de- 
tection at the sender’s site. In real-time applications 
communication errors that cannot be masked by redun- 
dancy must be detected at the receiving site zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAas well as 
at the sending site with minimal error detection latency. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Temporary blackout handling: A temporary black- 
out is the temporary interference of some powerful ex- 
ternal disturbance with the operation of the control sys- 
tem. The protocol must detect and handle temporary 
blackouts promptly. 

Clock synchronization: The establishment of a 
global time base with known precision is one of the basic 
services that must be provided to distributed real-time 
applications. 

Membership service: A membership service pro- 
vides a consistent view at  all nodes about which node 
is present and which node is absent zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[4]. In TTP the 
membership service is the basis for the implementation 
of atomic multicast protocols and redundancy manage- 
ment protocols. It is also needed to detect incoming 
and outgoing link failures. Such a failure detection is 
required for the implementation of the fail-silent ab- 
straction of nodes. 

Distributed redundancy management: The re- 
moval of failed nodes and the reintegration of spare 
nodes and repaired nodes has to be controlled by the 
redundancy management protocol. In a distributed sys- 
tem the redundancy management itself has to be dis- 
tributed in order to avoid a single point of failure. 

Support for rapid mode change: In many real-time 
applications a set of different operational modes can be 
distinguished, e.g., start-up, normal operation, emer- 
gency, etc.. The protocol should support the consistent 
and rapid change from one mode to another mode. 

Minimal overhead: In many real-time applications, 
e.g., in automotive electronics, the communication 
bandwidth is limited. The protocol should provide the 
specified service with minimal overhead, both in mes- 
sage length and in the number of messages. 

Utmost flexibility without compromising pre- 
dictability: Flexibility and predictability are compet- 
ing goals. The protocol should provide utmost flexi- 
bility as long as the determinism, i.e., the analytical 
predictability of the timeliness, can be maintained. The 
protocol should be scalable to high data rates. It should 
operate efficiently on twisted wires as well as on optical 
fibers. 

4 Design rationale 
TTP is an integrated protocol that provides the services 
listed above without the strict separation of concerns 
proposed in the layered OS1 model. We consider the 
OS1 model an excellent zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAconceptual model for reasoning zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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about the different design issues. We do not feel that 
the OS1 model is a good implementation model for the 
development of time-critical protocols, since timeliness 
was not a goal in the development of the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAOS1 model. 

4.1 Sparse time base 

Agreement on time, order, membership, and data 
are fundamental problems in any distributed system. 
The slightly varying crystal frequencies in the differ- 
ent nodes of a distributed system or the occurrence of 
faults can lead to major disagreements in the states of 
replicated nodes if proper agreement protocols are not 
provided. 

In the general case, these agreement protocols are 
complex and slow [2,17]. If the occurrence of signifi- 
cant events (e.g., the start of sending and receiving of 
messages) is restricted to the lattice points of a glob- 
ally synchronized action lattice, i.e., a sparse time-base, 
then the solutions to these agreement problems are sim- 
pler and faster [9]. This restriction simplifies the archi- 
tecture by reducing the potential input space in the 
domain of time by orders of magnitude. 

TTP is based on such a sparse time base. The granu- 
larity of the action lattice g - called ‘the basic time gran- 
ule’ - is determined by the precision of the internal clock 
synchronization. This precision depends on the param- 
eters of the communication channel, the quality of the 
quartz crystals and the synchronization algorithm. We 
call the number of bits that can be transported during 
this basic time granule the bit-length of the basic time 
granule. 

According to our experience the precision that can 
be expected in the envisioned environment of TTP is 
less than a few microseconds. On a 250 kbit channel 
the bit-length of the basic time granule is assumed to 
be about 2 bits. The introduction of a time-granularity 
in the microsecond range will have little effect on the 
macroscopic system properties that are in the millisec- 
ond range. 

4.2 Use of apriori knowledge 

In a time-triggered architecture much information 
about the behavior of the system, e.g., which node has 
to send what type of message at a particular point in 
time of a sparse time base, is known a priori - at design 
time - to all nodes of the ensemble. TTP tries to make 
best use of this apriori information. E.g., the message 
and sender name do not have to be part of the frame if 
the name of the message can be retrieved from the point 
in time when the frame is transmitted. Another exam- 
ple relates to error detection. A receiver can detect a 
missing frame immediately after the apriori known send 
time has elapsed. 

TTP takes advantage of the broadcast facility of the 
communication medium. It is known apriori that every 
correct member of the ensemble will hear every frame 
transmitted by a correct sender. This property of the 



broadcast channel is used in the design of the acknowl- 
edgment scheme. As soon as one receiver has acknowl- 
edged a message from a sender, it can be concluded that 
the message has been sent correctly and that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAall correct 
receivers have received it. To make the acknowledg- 
ment scheme fault-tolerant, redundancy is introduced. 
This line of reasoning is valid as long as the probabil- 
ity of successive asymmetric communication failures is 
negligible. Experimental evidence from the observation 
of more than one billion messages has shown that even 
the occurrence of a single asymmetric communication 
failure is very unlikely zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[20]. 

4.3 State agreement 

A receiver can only interpret the frame sent by a sender 
if sender and receiver agree about the controller state 
at the time of sending and receiving. In TTP this 
controller state (the C-state) consists of three fields: 
the mode, the time and the membership. The mode 
field contains the identification of the current opera- 
tional mode of the system. Every operational mode 
has its own (statically assigned) TDMA sequence, mes- 
sage/frame format, and static task schedule. The time 
field represents the global internal time. It is also used 
to denote the position of control within the cyclic mode. 
The membership field reveals which FTUs have been 
active and which FTUs have been inactive at their last 
membership point. The membership points of an FTU 
are the apriori known points in time when the nodes of 
this FTU are supposed to send messages [ll]. 

In order to enforce agreement on the C-state without 
having to include the C-state in each frame, TTP uses 
an innovative technique of CRC calculation. The CRC 
is calculated over the frame contents concatenated with 
the C-state. If the CRC check at the receiver is negative 
this implies that either the frame has been mutilated 
or there is a disagreement between the C-states of the 
sender and receiver. In both cases the frame has to be 
discarded. 

If a particular node did not hear any message from 
a sending FTU zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- e.g, because the incoming link of the 
receiver has failed - it will assume that this sending 
FTU has crashed and eliminate the sending FTU from 
its membership. If however all other nodes received at 
least one of these messages they will come to a differ- 
ent conclusion about the membership. TTP contains a 
mechanism that makes sure that in such a confiict sit- 
uation the majority view will win, i.e., that the node 
with the failed input port, which is in the minority, 
will be eliminated from the membership. Agreement 
on membership is thus zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAalso tantamount to an indirect 
acknowledgment of message reception by the majority. 

4.4 Fail silence 

TTP is based on the assumption that the communica- 
tion channels have only omission failures and the nodes 
support the fail-silent abstraction, i.e., they either de- 
liver correct results or no results at all. This helps to en- 

force error confinement at the system level. If a sender 
attaches a CRC field to each frame a receiver can detect 
with a sufficiently high probability whether a frame has 
been mutilated in the communication channel. If the 
receiver discards mutilated fxames the omission failure 
abstraction is implemented for the channel. 

Designing fail-silent nodes is more complicated. The 
node implementation must assure by the use of space 
or time redundancy [12] that all internal failures of a 
node are detected and the nalde is turned off before an 
erroneous output message is transmittedl. Moreover, a 
membership service is required to detect omission fail- 
ures of the incoming and outgloing communication links. 

4.5 Design tradeoffs 

In TTP the design tradeoff between processing require- 
ments at the nodes and bandwidth requirements of the 
channel is tilted towards optimal usage od the available 
channel bandwidth, even at the expense of increased 
processing load at the communication controllers. Con- 
sidering the advances of the VLSI technology it is 
felt that in many real-time applications, e.g. automo- 
tive electronics, the inherent bandwidth limitations [21] 
(page 20.256) of the channel are much more severe than 
the limitations in the processing and storage capabili- 
ties of the communication controllers. 

5 Protocol description 

5.1 Controller state ((2-state) 

As mentioned before, the state of the communication 
controller (C-state) consists of three fields, a mode field, 
a time field, and a membership field. 

The m o d e  field contains a systemwide unique iden- 
tification of the current operational mode. Each mode is 
cyclic, repeating itself after the mode cycle time. The 
current position within a mode is determined by the 
value of the current time minus the mode start time 
modulo the mode cycle time. The following attributes 
are associated with a mode: 
(1) The TDMA sequence of ithe sending nodes during 

the TDMA round of this mode. 
(2) The attributes (name, format) of each mes- 

sage/frame of each sender at each isending point 
within the mode. 

(3) A static schedule (a dispatcher table) that estab- 
lishes for every point in tlhe sparse time base mod- 
ulo the mode cycle time which task has to be ex- 
ecuted by each node and which message has to be 
sent on the communication channel. 

(4) A list of successor modes (a succession vector). 
The schedule for each mode is developed at compile 
time. The task dependencies (e.g., mutual exclusion, 
precedence, etc.) are already considered during the de- 
sign of a mode schedule [6]. 'There is no need for dy- 
namic synchronization, e.g. , by semaphores. Different 
modes can contain completely different tasks and dif- 
ferent messages. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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The time field denotes the current global time. The 
granularity of the time is a system parameter deter- 
mined by the basic timing granule (see Section zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4.1). 

The membership field indicates which FTU has 
been active and which FTU has been inactive at its 
last membership point. It consists of a bit vector of 
membership flags, the length of which is equal to the 
number of FTUs in the present mode. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
5.2 Frame format 

All information transmitted on the communication 
channels must be properly framed. A TTP frame con- 
sists of the following fields: SOF(start of frame), control 
field, a data field containing one or more messages, and 
a CRC field, Between any two frames there is an inter- 
frame delimiter. 
Start of frame zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(SOF): The start of frame (SOF) iden- 
tifies the beginning of a new frame. 
Contro l  field: The control field has three subfields: 
The first subfield with a length of one bit is the initial- 
ization bit. It specifies whether the frame is an initial- 
ization frame (I-frame) or a normal frame (N-frame). 
I-frames are needed for the initialization of a node. An 
I-frame contains the C-state of the sending node in the 
data field. N-frames are normal data frames containing 
the application data in the data field. 

The next subfield is the mode change field. If it is 
unequal to fiero it specifies an element of the list of 
successor modes to the current mode. 

The third subfield is the acknowledgment field. It 
contains an acknowledgment for the frames sent by the 
preceding FTU. The question of which FTU is the pre- 
ceding FTU depends on the current membership. 

Data field: The data field consists of the concatenation 
of one or more messages containing application data. 
The length of each message zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- and thus the data field of 
each frame - is statically defined in the mode definition. 
The length of the data fields of separate frames within 
the same TDMA round can differ, however they must 
be multiples of a smallest data unit. The length of 
this smallest data unit is determined by bit-length of 
the basic time granule. It is not necessary to carry a 
name field in the frame, since the message name can be 
inferred from the mode field and the point in time of 
sending. 

Cyclic redundancy check (CRC) field: The CRC 
field has a length of two bytes. The method for calcu- 
lating the CRC is described below. 
Interframe delimiter (IFD): The Interframe delim- 
iter is required for the proper bit synchronization of 
sender and receiver. 
Typical frame format: Fig. 2 depicts a typical frame 
format for TTP. The control field has a length of one 
byte. The mode field (3 bits) allows the specification of 
7 successor modes. The length of the acknowledgment 
field (4 bits) makes it possible to acknowledge each one 

of the four frames sent by an FTU in a class 111 or 
class IV configuration. 

Control Field zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA8 Byte Data Field CRC Field 

bmd zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI V x n o w l e d g e m e n t  Bits 

I Mode Change Bits 
Initialisation Bit 

Figure 2: Typical frame format 

_-_ data field in Fig. 2 has a length of 8 bytes. The 
CRC field has a length of two bytes. The length of the 
start of frame (SOF) field and the interframe delimiter 
(IFD) depend on the bus propagation delay, the qual- 
ity of the clock synchronization, and the employed sig- 
nalling method. For transmission speeds below .1 Mbit 
and a bus length below 20 m the SOF length is 1 bit, 
the IFD length is 3 bits and the basic data unit, de- 
termined by the bit length of the basic time granule, 
is 2 bits. The total frame length for the example in 
Fig. 2, including SOF, CRC, and IFD is 92 bits. The 
data efficiency is 69.5%. 

5.3 CRC calculation 

The 16 bit CRC Calculation conforms with the CCITT 
standard [3]. This CRC fields makes it possible to de- 
tect all single bit errors, all parity errors, and all burst 
errors less than 17 bits long. For burst errors longer 
than 16 bits, the CRC misses 0.0015% of the errors. 

The CRC calculation is different for Initialization 
frames (I-frames) and normal frames (N-frames). The 
first bit of the control field, the initialization field, in- 
forms the receiver, whether the frame is an I-frame or 
an N-frame. In case there is an error in the initializa- 
tion bit the wrong CRC check will be applied and the 
frame will normally be discarded. Since it is known 
apriori for each mode at what points in time I-frames 
and N-frames will be sent, it is also possible to detect 
initialization field errors by comparing the actual frame 
type with the specified frame type. 

For I-frames the CRC field is calculated over the con- 
trol field concatenated with the data field of the frame. 
They are only accepted if the receiving node is in the 
start-up phase. 

For N-frames the CRC field is calculated over the 
C-state of the controller (see Section 5.1) concatenated 
with the control field and the data field of the frame. 
Since the time, mode, and membership field are typi- 
cally 2 bytes long, the CRC will detect all errors in any 
one of these fields with a probability of 100 %. If a 
message mutilation error coincides with a C-state error 
- a highly improbable event under the given fault as- 
sumption - the detection probability is still 99.9985%. 

This kind of CRC checking makes sure, that a normal 
frame is only accepted if the sender and the receiver 
have identical C-states, i.e, they agree on mode, time 
and membership. 
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5.4 Clock synchronization zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAThe third condition is introduced to avoid the formation 

TTP provides the fault-tolerant internal synchroniza- 
tion of the local clocks to generate a global time-base of 
known precision. External clock synchronization is not 
part of the protocol but can be added by giving a node 
access to an external time base. 

Since the receiver knows a priori the time of send- 
ing of each frame, the deviation between the a priori 
specified send time and the observed receive time is an 
indication of the clock difference between the sender’s 
clock and the receiver’s clock. Thus it is not necessary 
to carry the value of the send time in the frame. 

Continuous clock synchronization is performed with- 
out any overhead in frame length or frame number by 
applying the fault-tolerant average algorithm periodi- 
cally] preferably with hardware support [14]. 

5.5 Bus access 

Bus access is controlled by the global time. Depending 
on the fault-tolerance class chosen, a FTU slot zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwil l  have 
one or two frame slots. If some senders have to send 
more information than some other senders, their frame 
lengths can be Merent and their sending slot can be 
repeated more than once in a single TDMA round. 

5.6 Membership service 

The membership service records which FTU is active 
and which FTU is inactive at membership points of the 
nodes (see Section zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4.3). We assume that after zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa FTU 
has become inactive - it has failed - it will stay in the 
failed state for at least two TDMA rounds. The join 
protocol has to guarantee this property. 

When an FTU has the right to transmit, i.e., its 
transmission slot has arrived, it sets its own member- 
ship flag in the current membership field to one. At 
the beginning of the sending slot the receiving nodes 
set the membership flag of the current transmitter also 
to one. If no correct frame has arrived from either one 
of its replicas during the sending slot of a sending FTU, 
then the receivers set the membership flag of the send- 
ing FTU to zero immediately after the sending slot has 
terminated. 

Immediately before its membership point a sending 
node checks if it is still operating correctly. A node 
operates correctly 
(1) if none of its internal error detection mechanism 

has indicated that the node is in error and 
(2) if at least one of the frames it has sent at its pre- 

vious sending slot has been acknowledged in the 
acknowledgments field of at least one of the frames 
(from the succeeding FTU and 

(3) if the number of correct frames that it has accepted 
during the last TDMA round is larger than the 
number of frames it has rejected because of an un- 
successful CRC check. 

The second condition makes sure that the input link 
and the output link of the node has worked correctly. 

of cliques, that is the formation of two or more disjoint 
subsets of nodes which agree on the C-state within this 
subset only. If, within a TDMA round, a receiver dis- 
cards more frames than it accepts it is highly probable 
that the receiver C-state is in disagreement with the 
majority of the C-states used in the calculation of the 
CRC field at the sending nodes. If every sending node 
sends the same number of messages during a TDMA 
round, then the receiver has reason to assume that its 
C-state is in disagreement with the C-states of the ma- 
jority of senders. As a consequcence the receiver enters 
the inactive state (Fig. 3). 

If a node does not operate correctly immediately be- 
fore its membership point it does not send a frame and 
becomes inactive. If all nodes of an FTU (are inactive] 
the FTU as a whole is inactive. An inactive FTU will 
be eliminated from the membership by all correct nodes 
of the ensemble. 

5.7 Mode change 

At any point in time, the ensemble of FTUs operates 
in a particular operating mode. If a FTTT intends to 
change this operating mode, iC alerts all other nodes 
about this mode change by slpecifying the successor 
mode in the mode subfield of the control field at its 
next membership point. In orcler to reduce the frame 
overhead, only the position of the successor mode in the 
statically established succession vector (see Section 5.1) 
is indicated. Because of this coding mechanism there is 
no protocol inherent limit in the number of modes that 
can be supported by TTP. 

Mode changes are well-suited to react to sporadic 
events that require immediate service from the whole 
ensemble of FTUs. The maximum guaranteed delay 
interval before a mode change can be activated corre- 
sponds to the maximum interval between two sending 
slots of a FTU. Normally this will be one TDMA round. 
However if this delay is too long, the respective node 
can be scheduled more often in the TDMA sequence 
- with a slot that corresponds, to the minimal frame 
length (without any data field). Such a minimal frame 
slot is sufficient to activate a mode change, since the 
mode change field is a subfield of the control field. 

5.8 Redundancy management and initial- 

Every node has a unique name that refers to its iden- 
tity. At design time an individual start-up number is 
assigned to each node. This start-up number deter- 
mines the position of this node in the TDNA sequence 
for the cold start. 

During the generation of the !static messarge schedules 
it must be assured that 

(1) some nodes send I-frames periodically. The longest 
interval between two I-frames determines how long 
a node has to wait until it can be reintegrated. 

isat ion zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
529 



failure it occupies the TDMA slot of the failed partner 
node and starts sending frames. 

After a node has sent a frame it waits for the ac- 
knowledgment information in the control field of the 
succeeding FTU. If none of the frames it has sent is 
acknowledged in any of the frames from the succeed- 
ing FTU it must conclude that it failed and must enter 
the inactive state. It will then immediately start the 
reintegration procedure described above. In a class IV 
configuration with shadow nodes, the shadow partner zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
will have taken the send slot of the failed node in the 
mean time. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
5.9 Temporary blackout handling 

A temporary blackout is the correlated failure of a 
number of nodes because of a powerful external dis- 
turbance. Temporary blackout handling requires three 
phases, blackout detection, blackout monitoring, and 
recovery from blackout. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Blackout detection: Rapid blackout detection is per- 
formed by continuous monitoring of the membership 
field. If there is a sudden drop in membership - caused 
be the occurrence of a temporary blackout - then the 
node performs a mode change to a blackout monitoring 
mode. 
Blackout monitoring: During blackout monitoring a 
node sends only I-messages and performs - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAas far as 
it is still able to do - emergency local control. It will 
continue to monitor the membership to see if some other 
nodes start to recover. As soon as the external distur- 
bance disappears the membership will stabilize again. 
If this is the case a node will initiate the blackout re- 
covery. 
Blackout recovery: After the membership has stabilized 
a mode change to a global emergency service mode will 
be activated. If during the emergency service another 
temporary blackout is detected, the node will reenter 
the blackout monitoring mode. After the emergency 
service is established, a further mode change to the full 
service mode will be initialized. 

Since TTP monitors the membership continuously, 
blackout handling can be very quick - in the millisecond 
range. 

6 Protocol characteristics 

6.1 

The main advantage of TTP over other proposed pro- 
tocols, such as the contention protocols CAN [21] 
(page 20.342) and J1850, [21] (page 20.212) or the token 
protocol [21] (page 20.287), is the temporal encapsula- 
tion of the nodes. This temporal encapsulation leads 
to significant improvements in the fields of testability, 
system simulation and determinism. 

Testability: In many real-time projects more than half 
of the development resources are spent on testing. The 

Temporal encapsulation of the nodes 
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behavior of real-time systems must be tested in the do- 
mains of value and time. This passage focuses on testing 
the timeliness. 

Demand driven protocols, such zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAas CAN, J1850, or to- 
ken protocols, allocate the communication bandwidth 
to a particular node dynamically on the basis of this 
node's current demand. It is hardly possible to deter- 
mine the peak load interactions of these demands an- 
alytically. Therefore, the confidence in the timeliness 
of an event-triggered system can only be established by 
extensive system tests on simulated loads. Testing on 
real loads is not sufficient, because the rare events zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(e.g., 
the occurrence of a serious fault in the controlled ob- 
ject), which the system has to handle will not occur fre- 
quently enough in an operational environment to gain 
confidence in the peak load performance of the system. 
The predictable behavior of the system in rare-event 
situations is of paramount utility in many real-time ap- 
plications. 

In contrast, TTP allocates the communication band- 
width statically and thus encapsulates every node in 
the domain of time. Since all uncontrolled interactions 
between the nodes are prevented, a constructive test 
methodology can be followed. At first, the temporal 
behavior of every node is tested in isolation. In a con- 
structive second step the system performance is estab- 
lished. Any discrepancy between the intended and ac- 
tual temporal behavior at the system level can be lo- 
calized effortlessly to the offending node. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
System simulation: Since the time-base of TTP is 
sparse and determined by the granularity of the glob- 
ally synchronieed action grid, every input case can be 
observed and reproduced exactly in the domains of time 
and value. This property of TTP is important for sim- 
ulation and debugging. The sparse time-base leads to 
a significant reduction in the possible number of differ- 
ent execution scenarios that have to be considered in a 
simulation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- as compared to a corresponding ET-system 
- since in a TT-system the order of the state changes 
within a granule of time is not relevant [23]. 

Determinism: The implementation of fault tolerance 
by active redundancy requires replica determinism - 
i.e., the replicated nodes must perform the same state 
changes at about the same point in time. TTP sup- 
ports the replica determinism of the nodes. Recently, 
the problems of replica determinism have been investi- 
gated extensively [18]. Whereas, the problems of replica 
determinism in TT architectures have been solved, no 
equivalent solution is known for real-time ET architec- 
tures. 

6.2 Flexibility 

Extensibility: The TDMA sequence and the data for- 
mats of TTP are controlled by the mode definition. If 
a new FTU is to be added to a given system, new mode 
definitions have to be generated that include this new 
FTU. The static scheduler [6] has to check off line if 

these new modes will still meet all response time re- 
quirements of the given applica.tion. If a task in a given 
mode is modified, it has to be checked statically [19] 
whether the maximum response time of %he new task 
will still fit in the preallocated execution slot of the old 
task. If this is the case, this change will have no effect 
on the timing at the system Ilevel. Othebrwise a new 
static schedule for this mode has to be generated. 

TTP allows the design of decomposable systems. 
Each subsystem can be developed independently and 
checked against the given specification in ithe value do- 
main and the time domain. The integratioin of these in- 
dependently developed subsystem is straightforward, as 
the experience with our MARS architecture has shown 
[lo]. This is in drastic contratst to ET-architectures, 
where every local change in once task can have a global 
effect on the timing of other tasks in other nodes. The 
complete regression tests at the system level have to 
be reexecuted in ET-architectures, after even minor 
changes in some application task. In an ET-system it is 
thus hardly possible to determine the proper temporal 
behavior of a subsystem in isoLztion. 

Compatibility: TTP has a pzedictable rcsponse time 
and an unrestricted length of the data field. Therefore it 
is in principle compatible with all protocols that have an 
unpredictable response time and a restricted data field 
- such as the automotive protocols in class A and class 
B 1211 (page 20.272). When lahe informaiion needed 
by a given protocol is not available in the TTP-control 
field it is possible to use some bytes of the TTP data 
field to carry this additional protocol information. The 
required protocol conversion cam be performed locally 
in the communication controller such that the clients 
are not aware of the different law level frame formats. 

Flexible redundancy: TTP supports Merent  redun- 
dant configuration classes. The one byte control field, 
introduced in Section 5.2, is sufficient to support all of 
these configurations. If a system based on TTP is prop- 
erly configured, it is possible to switch from a class I 
configuration to a class IV configuration (011 vice versa) 
with no changes in the application software - only the 
replicated hardware resources have to be provided. It 
is, e.g., possible to start with a class IV configuration 
in a prototype implementation. If enough information 
about the failure rates that occur in real life has been 
gathered, a more economical class I11 or class I con- 
figuration can be implemented in the product market 
without any change in the application software. 

6.3 Performance comparison 

It is a delicate issue to relate the performance of com- 
munication protocols that are based on dlffiparate ar- 
chitectural paradigms and provide different sets of ser- 
vices. Therefore the following tables have to be in- 
terpreted with care. It has to be consitdered that 
time-triggered protocols, e.g., TTP, require the same 
amount of bandwidth independent of the actual de- 
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mand, whereas event-triggered protocols, such zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAas zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAJ1850 
or CAN, are demand driven. The token protocol lies 
someplace in between these two extremes. The compar- 
ison numbers for the token protocol, J1850 and CAN 
are taken from [21] (page 20.301). In TTP we assume a 
class I1 configuration that zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwill tolerate node and frame 
losses. 

Message length and loop size: Table 3 shows the 
message length used by the different protocols and Ta- 
ble zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4 depicts the comparative loop sizes measured in 
bits under the assumptions that 8 nodes/FTUs are 
sending a 16 message loop with 32 total message bytes 
(2  bytes/message) [21] (page 20.301). In TTP the two 
messages per node are packed into a frame with a 4 byte 
data field. The message name can be derived from the 
point in time of sending. All messages are acknowl- 
edged. 

Message/Frame Length 
SOM 
ID 
Control 
Data 
Ack 
CRC 
Inter Fr ame 
overhead with ack 
overhead without ack 

Token J1850 CAN TTP 
1 1 1 1 

16 
0 

var . 
16 
16 
8 

57 
41 

11 0 
32 14 4 

var. var. var. 
0-57 2 4  

8 16 16 
3 3 3  

var 47 28 
43 n.a. n.a. 

Table 3: Message length 

Mess. overhead 
Token overhead 
Message data 
Total loop 
data efficiency 

Token J1850 CAN TTP 
656 688 752 224 

- - - 160 
256 256 256 256 

1072 944 1008 480 
24% 27.1% 25.3% 53.3% 

Table 4: Message Ioop size 

Response time: Given a 250 kbit/s channel, the 
TDMA round of TTP in this example is 1.92 millisec- 
onds in a class I or class I1 configuration. This is also 
the worst case delay for a mode switch. If a class I11 
or class IV configuration with 4 replicated messages is 
selected, the TDMA round is doubled, i.e. just below 
4 milliseconds. 

The global time-base established by TTP makes it 
possible to synchronize the point in time of sampling the 
data with the arrival of the TDMA slot at  the sampling 
node. Therefore the guaranteed data delay of TTP will 
normally be much less than the full TDMA round. In a 
well-designed static schedule this data delay can be one 
or two FTU slots, in the previous example this is in the 
order of 0.1 msec. If an unsynchronized protocol, e.g. 
a token protocol, is employed the delay between the 
sampling point and the transmission point cannot be 
synchronieed and can thus vary by a full Token Rotation 
Time. 

6.4 Implementation considerations 

Signall ing method: This protocol does not specify 
the transmission medium or the signalling method. The 
implementor is free to select the transmission medium 
best suited for the given purpose. Since TTP is not 
an arbitration based protocol, there are no restrictions 
on the signalling method employed. Encoding tech- 
niques, such as Modified Fbequency Modulation, that 
have fewer than one transition per bit can be used to 
increase the channel capacity on twisted pairs. This 
protocol is also scaling well to high transmission speeds 
since no bit wise arbitration is required. It is a very 
efficient protocol for fiber optic systems. 

Host interface: The interface between a host com- 
puter and the TTP Controller can be realized by a dual 
ported RAM. This RAM contains the control regis- 
ters for the TTP controller, the descriptor fields of the 
modes and the memory for the incoming and outgoing 
data objects. The present global time and the recent 
history of membership fields are available in special reg- 
isters. 

VLSI implementation: Eventually, TTP has to be 
implemented at the hardware level in a communication 
controller. We therefore performed a first order esti- 
mate of the hardware complexity of such a controller 
chip. The two most innovative aspects of TTP are the 
fault-tolerant clock synchronization and the member- 
ship protocol. In the context of the research on the 
MARS architecture we have implemented a VLSI cir- 
cuit for clock synchronization (the clock synchroniza- 
tion unit CSU [14]) and have used it experimentally 
during the past five years. This chip has a transistor 
count of about 10 000 transistors, including all interface 
circuitry. We are sure that the clock synchronization in 
a TTP chip will be simpler. The membership protocol is 
conceptually unsophisticated. The innovative technique 
of CRC calculation and the counting of the successful 
and unsuccessful frame receptions can be implemented 
in hardware without much effort. 

TTP does not use contention mechanism for media 
access control. It is a conflict free media access protocol 
which simplifies the interface at  the signalling level and 
makes the protocol scalable to very high transmission 
speeds, e.g., on optical fiber networks. The other func- 
tions of TTP are standard functions found in almost 
any communication controller. We therefore estimate 
that the complexity of a TTP controller chip with the 
two redundant 1 / 0  channel is less than 100 000 tran- 
sistors, excluding the memory. Considering the present 
level of VLSI integration that is far beyond the 1 mil- 
lion transistor boundary it seems technically possible to 
integrate a TTP controller into a single chip microcom- 
puter. 

7 Conclusion 
Distributed real-time control systems must support 
fault tolerance and must have a guaranteed response 
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time, even in the specified peak-load and fault scenario. 
In our research we came to the conclusion that only 
time-triggered architectures can provide such a pre- 
dictable service. In this paper we have presented a 
real-time protocol zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- the Time-Triggered Protocol TTP 
- that provides zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAall services that are needed for the im- 
plementation of a fault-tolerant real-time system with 
guaranteed timeliness. 

By making best use of the apriori information avail- 
able in a time-triggered architecture, we have shown 
that such an integral protocol can be efficient and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAscal- 
able. The protocol has been implemented and experi- 
mentally checked in the context of our MARS project. 
Concurrently, a detailed reliability model of the proto- 
col is being designed and evaluated. 

With the present state of VLSI technology TTP can 
be implemented as part of a single chip microcomputer. 
We hope that such an implementation effort can be 
started in the near future. 
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