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In the nanoregime, chemical species can reorganize in ways not predicted by their equilibrium bulk behavior.

Here, we engineer Ni-Cr nanoalloys at the magnetic end of their compositional range (i.e., 0–15 at. % Cr),

and we investigate the effect of Cr incorporation on their structural stability and resultant magnetic ordering.

To ensure their stoichiometric compositions, the nanoalloys are grown by cluster beam deposition, a method

that allows one-step, chemical-free fabrication of bimetallic nanoparticles. While full Cr segregation toward

nanoparticle surfaces is thermodynamically expected for low Cr concentrations, metastability occurs as the Cr

dopant level increases in the form of residual Cr in the core region, yielding desirable magnetic properties in

a compensatory manner. Using nudged elastic band calculations, residual Cr in the core is explained based on

modifications in the local environment of individual Cr atoms. The resultant competition between ferromagnetic

and antiferromagnetic ordering gives rise to a wide assortment of interesting phenomena, such as a cluster-glass

ground state at very low temperatures and an increase in Curie temperature values. We emphasize the importance

of obtaining the commonly elusive magnetic nanophase diagram for M-Cr (M = Fe, Co, and Ni) nanoalloys,

and we propose an efficient single-parameter method of tuning the Curie temperature for various technological

applications.

DOI: 10.1103/PhysRevMaterials.1.066001

I. INTRODUCTION

Control of the Curie temperature TC , which indicates
the paramagnetic-to-ferromagnetic transition, is one of the
central concepts in magnetism, and it has been investigated
exhaustively over the past half-century [1,2]. Yet, following
recent advances in nanotechnology, interest in efficient TC

control has been rejuvenated in the context of fascinating
memory, sensing, and drug delivery properties of magnetic
nanoalloys. M-Cr nanoalloys (where M = Fe, Co, and Ni),
in particular, have been investigated in a large number of
experiments on nanoparticles, thin films, core-shell structures,
and artificial nanocomposites [3–6]. A major hurdle toward
the implementation of such materials, however, is the devel-
opment of mature technologies for the production of magnetic
nanoalloys with well-defined crystalline phase, size, shape,
and composition, concurrent with an appropriate magnetic
ordering [7,8]. The observed deviation of TC values from those
of bulk materials has been variously interpreted based on either
the oxidation or the segregation paradigm, sometimes even
obscuring the difference between the two distinct physical
phenomena [7–10].

Among other M-Cr alloys, Cr-doped Ni alloys have tunable
TC values with minor compositional changes. For instance,
slight doping of bulk Ni by 5% Cr can set the alloy TC around
the human body temperature (315–320 K) [2], which enables
direct application in self-controlled heating for hyperthermia

*Corresponding authors: pgrammatikopoulos@oist.jp;

mukhles@oist.jp

treatment [4,11]. However, this unique compositional depen-
dence of TC in the bulk phase may change considerably at
the nanoscale due to atomic-scale chemical clustering and/or
chemical concentration gradients triggered by various growth
and annealing conditions [8–11]; for example, a previous
study by the authors suggested high TC values of around
500 K in Ni-5 at. % Cr nanoalloys produced by physical
methods, caused by preferential Cr segregation [8]. On top of
this, nanoalloys synthesized following chemical routes require
30% of Cr doping (caused by non-negligible size distribution
and off-stoichiometry) to achieve bulk Ni-5 at. % Cr TC

values of 315 K [11]. Several methods have been suggested
to overcome this problem, either by fabricating protected
core-shell structures or by fully embedding nanoparticles in
a nonmagnetic matrix; such methods have both merits (e.g.,
protection of surface oxidation) and demerits (e.g., high cost,
bio-incompatibility, etc.) [5,12,13]. Understanding the growth
mechanisms of Ni-Cr nanoalloys is thus crucial to obtain
the desired size distribution, compositional homogeneity, and
crystalline phase.

Another vital problem of technological interest is the
TC behavior in magnetically disordered Ni-Cr nanoalloys,
where the description of the onset of ferromagnetic order is
complicated by the random distribution of both short- and
long-range magnetic interactions [ferromagnetic (FM) and/or
antiferromagnetic (anti-FM)] [14]. The TC of defect-free
Ni-Cr alloys is classically described using magnetocrystalline
anisotropy (depending on the chemical and crystallographic
structure), but at the nanoscale the same mechanistic con-
siderations can lead to surprising morphological (surface and
shape anisotropy) and compositional (exchange anisotropy, if
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any) variations [15]. Both from experimental and theoretical
viewpoints, Ni-rich Ni-Cr nanoalloys form a model system
for such an investigation, because of their expected distinctive
magnetic behavior emanating from itinerant magnetism syn-
chronized with competing interactions and spatially inhomo-
geneous magnetization. Superparamagnetism at high tempera-
tures and spin-glass-type behavior at very low temperatures are
also anticipated to play some role in these nanoalloys [7,13].
The study of incorporating anti-FM Cr dopants (Tn = 313 K)
into FM Ni (TC = 635 K) is of great interest because it
can significantly modify the chemical ordering around the
Ni atoms, thereby optimizing their magnetic properties and
paving the way for numerous new applications.

The aim of the present study is to show the effect of Cr
doping in the compositional range 0–15 at. % Cr in Ni1−xCrx
nanoparticles fabricated using a cluster beam deposition
system. Using various atomistic computer simulation methods,
we elucidate the gas-phase growth mechanism and crystalline
structure of our nanoparticles, which we correlate with their
chemical ordering and resultant magnetic properties. Our
one-step, chemical-free fabrication method enables us to tune
the TC within a wide temperature range to accommodate the
specific needs of particular applications. Most importantly,
this is possible by simply controlling a single parameter,
i.e., the Cr concentration of the nanoparticles. We show that
a mere overcompensation of 5 at. % Cr with respect to
bulk compositions yields similar TC values, a phenomenon
explained by the fact that full Cr surface segregation is
expected up to this concentration, whereas residual Cr remains
in the nanoparticle cores for doping levels >5 at. %. This is
more clearly demonstrated through our constructed nanophase
diagram related to both structural and magnetic characteristics,
which also reveals a cluster glass magnetic behavior of our
samples at low temperatures. Numerous studies are available
for compositions >20 at. % Cr for nonmagnetic Ni-Cr superal-
loys, e.g., nichrome [16]. In this paper, however, we present a
detailed compositional study in the magnetic phase of Ni-rich
Ni-Cr nanoalloys.

II. EXPERIMENTAL AND COMPUTATIONAL METHODS

A. Deposition

Ni1−xCrx (0 � x � 0.15) nanoparticles were deposited
using a modified dc magnetron-sputtering system (Nanogen-
50 Source, Mantis Deposition Ltd., UK) [17] onto undoped
Si dice and 8-nm-thick Si3N4 membrane transmission elec-
tron microscopy (TEM) grids. A water-cooled aggregation
chamber was evacuated down to 10−8 mbar prior to sputtering.
Constant pressures were maintained at 2.5 × 10−1 mbar in the
aggregation zone and 6.0 × 10−4 mbar in the main chamber
with a constant argon (Ar) flow rate set at 60 sccm and a
helium (He) flow rate at 5 sccm. Sputtering targets of Ni-0,
Ni-5, Ni-10, and Ni-15 at. % Cr nominal alloy compositions
were used. The sputtering power was kept constant at 40 W
for all compositions.

B. Characterization

After substrate landing, nanoparticle-loaded Si (100) sub-
strates were load-lock transferred to an inert-gas (N2) glove

box and characterized by atomic force microscopy (AFM) to
determine sample coverage. The phase purity of each sample
was judged by grazing incidence x-ray diffraction (GIXRD,
Bruker D8 Discover XRD2 system with Cu Kα x-ray source)
at a grazing angle of 0.25◦. Ultrathin carbon film and silicon
nitride (Si3N4) membrane TEM grids were used as substrates
for TEM and scanning-TEM (STEM) analysis, using a Cs-
corrected environmental transmission electron microscope
(ETEM, FEI Titan G2TM 80–300 kV) operated at 300 kV. The
composition of the nanoparticles was analyzed by electron-
energy-loss spectroscopy (EELS) elemental maps using a post-
column energy filter. X-ray photoelectron spectroscopy (XPS)
measurements were performed in a separate ultrahigh-vacuum
(UHV) chamber with a base pressure of 2 × 10−9 mbar, using
a Kratos AXIS Ultra DLD Photoelectron spectrometer with an
Al Kα anode.

Magnetic properties were measured using a Quantum
Design physical property measurement system (PPMS), after
correcting for the diamagnetic contribution of the Si substrate
used for sample deposition. For zero-field-cooled (ZFC)
magnetization, the sample was initially cooled to 5 K at a zero
field, and then magnetizations were measured in the presence
of a fixed field upon heating. Subsequently, the field-cooled
(FC) magnetization was recorded during cooling in the same
field. All samples used for the study of the magnetic properties
were fully capped prior to the magnetic measurements using a
method previously reported by the authors to prevent surface
oxidation [18].

C. Computer simulation

Atomic Ni-Ni, Cr-Cr, and Ni-Cr interactions were modeled
with an embedded-atom method (EAM) potential by Bonny
et al. [19]. Interactions between sputter and inert-gas atoms
were represented by a universal, purely repulsive potential
[20], whereas Ar atoms interacted with each other using the
Lennard-Jones potential [21].

For the nanocluster aggregation study, we used the PARCAS

parallel classical molecular-dynamics (MD) code [22–24]. In
a cubic box with a 40-nm side length and periodic boundary
conditions (PBCs), we introduced Ni, Cr, and Ar atoms at
random but isolated positions. To sample a wide compositional
spectrum (exceeding our experimental Cr concentrations), we
created configurations of 1000 sputter atoms, containing 25,
50, and 75 at. % Cr. We introduced 50, 500, or 1000 Ar atoms
in the simulation box, corresponding to different inert-gas
pressures. The initial temperature of both the sputtered species
and the inert-gas atoms was set at 3000 K. However, we
demanded that every time inert-gas atoms passed through the
simulation box boundaries, their temperatures were set at spe-
cific values (see below) using the Berendsen thermostat [25].
For the sputtered atoms, only inert-gas temperature control
was used. The nanocluster growth process was decomposed
into two sequential phases: plasma zone (PZ) and aggregation
zone (AZ) runs; the only difference between them was the
thermostat value for the Ar atoms, i.e., 1500 and 300 K for
PZ and AZ, respectively. PZ simulations ran for 10, 100, and
300 ns, corresponding roughly to various residence times in
the condensation chamber. AZ simulations were continuation
runs, using the final configurations of the PZ runs as starting
points; their running time was up to 300 ns.
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For the MD segregation study and short-range order (SRO)
analysis of perfectly crystalline nanoparticles, the method
presented in Ref. [8] was followed for nanoparticles 3–7 nm
in diameter containing 5, 10, and 15 at. % Cr. For the
segregation study of twinned nanoparticles, MD simulations
were performed with LAMMPS [26] in the canonical NVT

ensemble, utilizing a Nosé-Hoover thermostat [27,28] at
300 K. The Y-shaped, twinned configuration was constructed
by spontaneous relaxation at 300 K of a nanoparticle deliber-
ately initialized in an unfavorable body-centered-cubic (bcc)
structure. MD simulations were complemented by Metropolis
Monte Carlo (MMC) runs so as to sample the potential energy
landscape more efficiently. A Monte Carlo–based swap of
atoms following the Metropolis algorithm was implemented
after short sequences of 5 MD steps in the canonical ensemble,
where the MD temperature was also used in the Metropolis
criterion dictating the swap probability. MMC simulations
were up to ∼4 × 106 steps long. This combined MD&MMC
method is equivalent to a much longer pure MD simulation.

Transition barriers of the first-nearest-neighbor vacancy
jumps were calculated using the nudged elastic band (NEB)
method with the climbing image (CI) algorithm [29,30]. The
bulk system was built up in an fcc Ni lattice containing 10 ×

10 × 10 unit cells and full PBC. A vacancy site and a jumping
Cr atom were placed next to each other at the center of the box.
In each case, a certain number of surrounding Ni atoms were
substituted by Cr atoms. Before the NEB calculation, the initial
and final images were relaxed to the local energy minima.
The NEB calculations were performed by relaxing eight
intermediate images using the “quickmin” algorithm [31,32]
implemented in LAMMPS [26]. The convergence threshold of
the atomic force was set to 10−3 eV/Å and the maximum
iterations for both regular NEB and CI were set to 1000 steps.
The test runs showed that the variance of the barriers converged
to 10−5 eV after 300 steps at most.

III. RESULTS AND DISCUSSION

A. Nanoparticle growth mechanism

Ni1−xCrx (0 � x � 0.15) nanoparticles were prepared us-
ing a modified dc magnetron-sputtering system (see Fig. S1
of the Supplemental Material) [46]. To obtain nanoparticles
with well-defined compositions, namely Ni-0% Cr, Ni-5%
Cr, Ni-10% Cr, and Ni-15% Cr, respective nominal alloy
composition targets were used. As a consequence, both atom
types, Ni and Cr, coexisted throughout the whole duration of
the nanoparticle nucleation and growth process; alternatively,
if two separated single-element targets had been used, the
initial cluster seeds would have been monometallic, only to
coalesce later in the aggregation process [33].

The inert-gas condensation process can be intuitively
explained with the use of classical MD simulations. A 2D
schematic representation of our 3D simulation box is shown in
Fig. 1, where the z-coordinate axis is replaced by one display-
ing potential energy [34]. Ni, Ar, and Cr atoms are represented
by red, blue, and green 3D curves [instances (a), (b), and
(c), respectively] symbolizing their respective potentials; note
that the inert-gas (Ar) potential is purely positive, indicating
repulsive forces only, whereas Ni and Cr potentials are negative

FIG. 1. 2D representation of a 3D simulation box. Ni, Ar, and

Cr atoms are represented by schematics of their potential energies

in red [instance (a)], blue [instance (b)], and green [instance (c)],

respectively. Arrows indicate velocities of atoms. Instance (g) depicts

a Cr and an Ar atom postcollision, with the resultant velocity

exchange, whereas instance (d) shows temporary mutual attraction

of a Ni and a Cr atom, which does not result in bond formation. In

contrast, instance (e) indicates an imminent three-body collision that

may result in bond formation, such as the one shown in instance (f),

where a Ni biatom is formed. The temperature of the sputter atoms and

their potential energy evolution in a simulation containing 1000 Ar,

750 Ni, and 250 Cr atoms are shown in the back, explicitly indicating

the transition from the plasma zone (PZ) to the aggregation zone (AZ).

Initial and final configuration snapshots using the OVITO visualization

software [38] are shown on the left, indicating the formation of mixed

nascent nanoclusters.

at long distances and positive at short distances; as such, they
can produce both attractive and repulsive forces, depending on
interatomic distance. The nature of attraction at long distances
depends on the specific type of bonding between particular
atoms. The strong repulsion at short distances is Pauli-type,
caused by the overlap of outer electron orbitals that occurs
when atoms get too close to each other [34]. The velocities
of the atoms are indicated by arrows of various lengths. Since
stable bonds are associated with a decrease in potential energy,
only the negative components of the potentials can contribute
to nucleation. Ar atoms repel all other atoms; hence, they
cannot form any bonds. Instance (g) represents a Cr and an
Ar atom immediately after collision. Note the exchange of
velocities: the Ar atom is now fast, whereas Cr has slowed
down. Ni and Cr atoms are attracted to each other when
they feel their attractive potentials. Nevertheless, when two
atoms collide, no stable bond can be created; the atoms
either crash on each other, eventually bouncing back after
feeling the repulsive forces at short distances, or just deviate
from their original course [instance (d)]. If, however, their
velocities are low enough, a third atom may collide with
them and carry away some momentum and energy. When
this happens, e.g., in instance (e), the sputtered atoms can
be trapped by the attractive component of their respective
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potentials and thus form stable bonds [such as in instance (f)].
This mechanism is known as three-body collision [35–37]
and explains why cooling by inert gas is an indispensable
mechanism for the nucleation of nanoparticle seeds. Indeed,
we ran MD control simulations without any cool inert-gas
atoms present, and we found that the temperature of the
sputtered atoms always remained too high for any bonding
to occur; thus, no nanocluster formation was observed.

The time evolution of the sputter atoms’ temperature
and average potential energy for an exemplary configuration
containing 1000 Ar, 750 Ni, and 250 Cr atoms is also shown
in Fig. 1, with a clear distinction between interactions within
the hot PZ and the cool AZ. It should be noted that the atomic
densities used here do not necessarily agree with experimental
ones; this representation is meant to be a qualitative expla-
nation of the physical mechanism of inert-gas condensation
(other configurations gave qualitatively similar results with
some variation in their numerical values, due to their sensitivity
on the intertwined parameters). The initial temperature of
all the atoms is 3000 K, but as soon as the Ar atoms pass
through the box boundaries, their temperature drops to 1500 K.
Consequently, when the (now colder) Ar atoms collide with
the Ni and Cr atoms, they cool them. Once atoms start bonding
to each other, their potential energy decreases (blue curve) and
the released energy is transformed into heat, leading to a rise
in temperature (red curve). A maximum is eventually reached,
depending on the bond formation rate; collisions with Ar atoms
not leading to bond formation still cool the system, assisted by
collisions that lead to breakups of bonds, counterbalancing
the heating. Thus, three contemporary rates determine the
temperature of the system: those of bond formation, bond
breaking, and elastic collisions. The balance of the effects of
these rates can be very delicate. In the simulation presented
in Fig. 1, nucleation pauses and the temperature reaches a
plateau when newly formed bonds release enough energy to
break existing ones. Indeed, in various simulations, we tracked
specific atoms and confirmed their rather frequent attaching
and detaching to nascent nanoclusters. As a result, after 300 ns
the system is driven out of the PZ and into the AZ before the
equilibrium temperature is reached, with an instantaneous drop
in temperature due to collisions with room-temperature Ar
atoms. Pronounced clustering resumes, as observed from the
upsurge of the temperature curve after the initial temperature
drop and, more clearly, from the slope of the potential energy
curve. Cooling ensues until the system reaches the equilibrium
temperature (i.e., the thermostat temperature of the Ar atoms).

Snapshots indicating the initial and final (after ∼500 ns)
configurations are also depicted in Fig. 1, clearly demon-
strating the formation of a random-alloy NiCr nanocluster. In
fact, intermediate snapshots (not shown) indicated that mixed
element biatoms and nanocluster seeds nucleated from the very
beginning. This was true for all configurations studied, and it
justifies the use of random solid solutions as starting points
for our segregation MD jobs, below. This result, although
intuitive, is not self-evident: for example, in a previous study
of cosputtering Ag and Si, no mixed nanoclusters were
formed in the primordial growth stage until much later, when
preformed single-element nanoclusters coalesced to form
Janus nanoparticles [39]. It is also noteworthy that clustering
slows down with increasing Cr concentration, leading to

less homogeneous depositions as evident from Fig. S2 of
the Supplemental Material [46], which shows snapshots of
configurations with various compositions after 300 ns in the
PZ and 300 ns in the AZ. However, it should be stressed that our
simulated compositional spectrum is significantly wider than
our experimental one, meaning that no such inhomogeneity is
expected for our deposited samples; this will be our next point
of focus.

B. Crystalline structure and chemical composition analysis

Knowledge of the size and surface structure of the nanopar-
ticles is significant in order to understand their physical prop-
erties. The nanocluster mass distribution dependence on the
synthesis parameters was determined in situ by the quadrupole
mass filter (QMF) spectrometer, capable of high-resolution
measurements and filtering of nanoparticles between 1 × 103

and 4 × 106 amu, prior to the actual depositions; an exemplary
comparison of mass variations of selected Ni and Ni-Cr
nanoparticle beams is presented in Fig. 2(a). After substrate
landing and load-lock transfer, the nanoparticle coverage
and size distribution were measured via AFM. Figure 2(b)
shows typical AFM topography images and size distributions
of Ni and Ni-Cr nanoparticles. We obtained similar height
distributions for each of the four depositions, as shown in the
insets of Fig. 2(b), showing nanoparticles 5.5 ± 1.1, 5.3 ± 0.8,
5.3 ± 1.0, and 5.8 ± 1.4 nm in diameter for 0%, 5%, 10%, and
15% at. Cr, respectively.

Information about the crystalline structure and surface
chemical composition of the nanoparticles was obtained
by x-ray-based measurements. Figure 2(c) shows GIXRD
patterns of Ni1−xCrx (0 � x � 0.15) nanoparticles along with
International Centre for Diffraction Data (ICDD) records of
bulk Ni and Ni-10 at. % Cr alloy for comparison. Three
broad peaks located around 2θ of 44.5◦, 51.8◦, and 76.5◦ can
be indexed to face-centered-cubic (fcc) Ni planes of [111],
[200], and [220], respectively. It is clear that (111) peaks
shift toward lower 2θ angles with increasing Cr concentration.
Lattice constants calculated from the (111) peak width indicate
lattice expansion (3.52–3.55 Å) compared to the Ni bulk
value (3.51 Å). Similar lattice expansion was also reported
in bulk NiCr alloys [40], but the same was not clearly apparent
in reported NiCr nanoparticles [7] or NiCr thin films [41]
prepared by different growth methods for the given Ni/Cr
compositions. The increase in lattice sizes can be ascribed
to the larger atomic size of Cr (1.40 Å) compared to that
of Ni (1.35 Å), and it indicates the presence of residual Cr
inside the Ni core of the nanoparticles. The average sizes of
these nanoalloys, as estimated by the Scherrer equation using
(111) peak widths, are in the range of 4–5 nm, comparable
with our nanoparticle diameters. This result is counterintuitive
considering our previous TEM and MD&MMC simulation
studies [8], which suggested full Cr-surface segregation in 5
at. % Cr-doped Ni nanoparticles. However, due to the low
Cr concentrations, such segregation is not clearly discernible
by XRD alone. XPS spectra of Ni 2p and Cr 2p are shown
in Fig. 2(d). XPS quantification in terms of the Ni/Cr atomic
ratio is consistent with those of parental bulk Ni1−xCrx (0 �

x � 0.15) compositions. The Ni 2p3/2 peak, located at binding
energy around 857.8–853 eV, corresponds to the pure Ni metal,
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FIG. 2. (a) QMF profile showing the mass distribution of individual Ni1−xCrx (0 � x � 0.15) nanoparticles. (b) AFM topography images

and height distributions with fitted Gaussian curves for Ni1−xCrx (0 � x � 0.15) nanoparticles. (c) XRD of Ni1−xCrx (0 � x � 0.15)

nanoparticles along with ICDD reference data for Ni and Ni-10% Cr for comparison. (d) XPS spectra showing the peaks of Cr 2p and

Ni 2p for Ni1−xCrx (0 � x � 0.15) nanoparticles.

while the broad Cr 2p3/2 peak, composed of three energies
577.2, 576, and 574.2 eV, contains contributions by Cr3+, Cr2+,
and metallic Cr, respectively. Since both the deposition and
the XPS measurement were performed under high vacuum,
surface oxidation was mostly prevented; however, limited
Cr2O3 can also be detected due to air exposure during sample
transfer to the XPS chamber.

C. Cr segregation analysis

Structural and compositional analysis was also performed
at the single nanoparticle level using TEM. Both single-
crystalline and polycrystalline nanoparticles were revealed
for all Cr concentrations studied, including various cases of
twinned nanoparticles. Since strain-induced segregation of
metallic atoms along grain boundaries (especially incoherent
ones) has been reported for bimetallic, multiply twinned
nanoparticles [42], emphasis was primarily given to under-
standing this structure in order to quantify any discernible
correlation with the nanoalloy configuration.

Geometric phase analysis (GPA) [43] was implemented to
elucidate the structural morphology of an exemplary twinned
nanoparticle, shown in Fig. 3(a). The corresponding Fourier
transform of Fig. 3(b) is composed of three rotated sets of
[110] Ni reflections (spatial frequencies): 200 and 111 spatial

frequencies are denoted on the dashed red circle and the
interior solid circle, respectively. The three sets of [110]
Ni spatial frequencies correspond to three rotated grains of
the Ni structure in the nanoparticle. The three grains are
denoted a, b, and c on the experimental image, and the
corresponding amplitude image of the 200 spatial frequency
of the a grain is given in Fig. 3(c). Amplitude images are
equivalent to dark-field images using the corresponding spatial
frequency in the Fourier transform; hence, the grain boundaries
are directly revealed. It is obvious that the Ni nanoparticle
contains three grains whose boundaries form a Y shape, as
shown in Fig. 3(c). Taking into account the crystallographic
data of Ni and Cr crystals, the diffraction patterns of all
the high-symmetry directions were simulated. Peak finding
technique [44] measurements of distances and angles between
planes on the experimental image as well as on the Fourier
transform concluded that the zone axis of the nanoparticle
is the [110] of the Ni structure; the corresponding simulated
diffraction pattern is shown in Fig. 3(d), performed using the
EMS-JEMS software [45]. In Figs. 3(e)–3(g), the 200 phase
image of grain a and the 111 phase images of grains b and
c are depicted, elucidating the formation of the triple grain
boundary. The corresponding spatial frequencies of the three
grains are denoted by different colors on the Fourier transform
of Fig. 3(b): yellow, blue, and green for grains a, b, and c,
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FIG. 3. (a) TEM image of multiply twinned nanoparticle, where three grains, a, b, and c are designated. (b) Corresponding Fourier

transform, where the corresponding spatial frequencies of the three grains are denoted by different colors: yellow, blue, and green for grains

a, b, and c, respectively. (c) Amplitude image of the 200 spatial frequency of grain a, as calculated by the GPA. (d) Corresponding simulated

diffraction pattern of the [110] zone axis of the Ni structure. (e) Phase images of the 200 spatial frequency of grain a. (f),(g) 111 phase images

of grains b and c, respectively. (h) Atomistic model of the multiply twinned nanoparticle projected along the [110] direction. The three grain

boundaries forming a Y shape are denoted by a yellow line. Different shades of atoms denote different heights along the projection direction.

(i) Initial configuration of a Y-shaped twin boundary in a Ni nanoparticle, where 5% of the atoms were replaced randomly by Cr atoms. (j)–(k)

Two exemplary final configurations of combined MD&MMC simulations, where the Cr atoms form satellites on the nanoparticle surfaces. Red

spheres represent Ni atoms, while blue spheres represent Cr atoms.

respectively. It is noted that grains a and b have a common
set of 111 spatial frequencies, and hence they form a coherent
twin boundary plane. The other two boundary planes are not
coherent; crystallographic analysis concluded on the (111)
plane of grain a for the ac twin boundary, and the (111) plane
of grain c for the bc twin boundary. Taking into account the
aforementioned analysis and results, an atomistic model of the
triple-grained nanoparticle was constructed, as presented in
Fig. 3(h) along the [110] direction. The three grain boundaries
forming the Y shape are indicated by a yellow line. A coherent
twin boundary between grains a-b is revealed, as well as two
incoherent boundaries between grains a-c and c-b, formed with
a series of strained bonds between Ni atoms.

Simulating surface segregation in twinned nanoparticles
allowed us to resolve whether the presence of twins affects
the segregation or not. In Fig. 3(i), the initial configuration of
a Y-shaped twin boundary is presented. For our configuration
to be directly comparable with those presented in Ref. [8],
where perfectly monocrystalline nanoparticles alone were
examined, 5% of the atoms of the initial Ni nanoparticle
were replaced randomly by Cr atoms. Several different sets
of randomly distributed Cr atoms were tested with different

initial velocity distributions at 300 K to elucidate the effect
of the twin boundaries on the Cr segregation. In Figs. 3(j)
and 3(k), two exemplary final configurations of combined
MD&MMC simulations are shown. It is clear that in all cases,
Ni-core–Cr-satellite configurations emerge, analogous to those
reported in our previous study of perfectly monocrystalline
nanoparticles. The twin boundaries were found to neither
pin or obstruct Cr atoms, nor help their segregation toward
the outer surface of the nanoparticle. In all cases, Cr forms
satellites at random positions with respect to the Y-shaped
twin boundary. Hence, it can be deduced that the frequently
observed low-energy twin boundaries in NiCr nanoparticles
do not affect the formation of the Cr satellites, presumably
due to the small atomic size difference between Ni and Cr.

Once the effect of the twin boundaries on Cr segregation
was found to be negligible, a combination of MD&MMC
simulations was subsequently employed to investigate the
preferential surface segregation (or lack thereof) of Cr in
nanoparticles of higher Cr concentration than those reported
in Ref. [8]. A detailed segregation study of Cr 5–20 at.
% showed that full surface elemental segregation is still
expected, as the thermodynamically stable structure is of a
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FIG. 4. Elemental mapping of a single NiCr nanoparticle by

EELS (15 at. % Cr case): (a) EELS signal of Ni L2,3 edge (scale

bar 2 nm). (b) EELS signal of Cr L2,3 edge (scale bar 2 nm).

(c) Combination of (a) and (b). (d) Line profile from left to right

(width four pixels) suggests residual Cr in the nanocluster core and

Cr enrichment toward the nanocluster surface, rather than a distinct

Ni-core/Cr-shell morphology.

segregated Ni-core–Cr-satellite arrangement (see Fig. S3 of
the Supplemental Material) [46]. Indeed, for the case of 5 at.
% Cr-doped Ni nanoparticles, polycrystalline particles with
Cr-rich partial shells were observed by TEM, as previously
reported in Ref. [8]. In contrast, elemental mapping by EELS
revealed different NiCr nanoparticle morphologies for the
samples with 10 and 15 at. % Cr. Representative results for
elemental mapping of a single NiCr nanoparticle (15 at. %
Cr case) are shown in Figs. 4(a) and 4(b) for the Ni L2,3

and Cr L2,3 edges, respectively [Fig. 4(c) is a combination of
Figs. 4(a) and 4(b)]. Although the corresponding line profiles
[Fig. 4(d)] do show Cr enrichment toward the nanocluster
surface, residual Cr can be expected in the core region since
the maximum of its signal appears around the center, which
corroborates the XRD results described above.

Therefore, the experimentally obtained structures cannot
be explained by energetic arguments alone; kinetics aspects
must also be taken into account, especially considering that
the employed deposition method has been known to produce
kinetically trapped, metastable configurations [33]. Phase seg-
regation due to thermally activated atomic diffusion happens
slowly, typically at the microsecond scale, meaning that
residual Cr can be trapped in the nanoparticle core as a result of
sluggish segregation inside the aggregation zone, or quenching
inside the deposition chamber; naturally, this is more likely
to happen at nanoparticles of higher Cr concentration. SRO
analysis of MD simulations of Ni95−85Cr5−15 nanoparticles
3, 5, and 7 nm in diameter at various temperatures (600–
1200 K) verifies this suggestion, as shown in Fig. S4 of the
Supplemental Material [46]. Most interestingly, it can be seen
that the precipitation rate decreases by almost 50% with an
increase of Cr concentration from 5 to 15 at. %, implying that
there is another, more substantial difference between the two

FIG. 5. 1NN vacancy migration considering the atomic local

environment, including second-nearest-neighbor (2NN) atoms: the

Ni and Cr atoms and the vacancy site are colored in red, green,

and yellow, respectively. The migration path is shown in the enlarged

inset (a). The configurations in insets (b)–(f) correspond to increasing

numbers of neighboring Cr atoms (from 1 to 5).

structures. Indeed, in the latter, the probability for a Cr atom to
be first-nearest-neighbor (1NN) of another Cr atom is signifi-
cantly higher, since the nanoparticles assume overall fcc lattice
structures, i.e., they have 12 1NNs around each lattice site; this
fact can have a profound effect on the segregation process.

To understand the nature of migration of Cr atoms within
the Ni lattice better, we analyzed energy barriers that can
determine the kinetics of the segregation processes in NiCr
nanoparticles. NEB calculations show that the energy barrier
for a single Cr atom to jump to the 1NN vacant site in a pure
Ni matrix is 0.680 eV. We gradually increased the number
of Cr atoms near the jumping atom to analyze the change
in the energy barrier for a Cr atom to leave a Cr precipitate
with increasing size. By a jump, we always assume that the
Cr atom leaves the Cr precipitate. This is the process with the
highest energy barrier that is well defined and can be compared
between the different structures. In Fig. 5 and Table I, we

present the barriers for forward (E
f
m) and reverse (Er

m) transi-
tions, which are defined as the energy difference between the
highest replica and the first and last replicas in the NEB calcu-
lations, respectively. The difference between the two barriers,

TABLE I. Typical forward (Ef
m) and reverse (Er

m) migration

energy barriers (in eV) of Cr 1NN vacancy jump, where one Cr atom

jumps from the Cr precipitate into the Ni matrix. Energy differences

(�E) between the initial and final replicas indicate that the stability

of Cr precipitates depends on their size.

Number of neighboring

Cr atoms Ef
m (eV) Er

m (eV) �E (eV)

0 0.680 0.680 0

1 0.752 0.631 0.121

2 0.786 0.578 0.208

3 0.769 0.500 0.269

4 0.820 0.494 0.326

5 0.863 0.494 0.369
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�E = E
f
m − Er

m, shown in the last column of Table I, corre-
sponds to the energy difference in the initial and the final states;
note that this difference is always positive (i.e., the barrier for
a Cr atom to return back to the precipitate is lower than the
one to leave), and that the two Cr atoms already prefer to stay
together with an energy difference �E = 0.121 eV. However,
this does not necessarily indicate that the precipitate itself is
stable. On the contrary, the Cr atom pair appears to be rather
mobile, since the low reverse barrier is the same for both atoms
of the pair. The energy difference is further increased with an
increase of the Cr precipitate size. This positive correlation
is illustrated in Fig. 5, where specific scenarios of barrier
calculations are shown. We correlate the tendency seen in Fig. 5
with the stability and immobility of the small precipitates. We
also calculated the energy barriers for Ni atoms to exchange
with the vacancy near the Cr precipitate so as to separate the
emitted atom from the precipitate: these barriers are always
found around 0.90–1.25 eV. More generalized configurations
were also considered (see Fig. S5 of the Supplemental Material
[46]). The difference between the mean values of Cr and Ni
jump barriers is 0.288 eV. Hence, it is rather unlikely that
the Ni atom will move between the Cr atoms to promote the
further moving of the Cr atom away from the precipitate. On
the contrary, a Cr atom that left the precipitate has a higher
probability to return to it, while the migration barriers for other
Cr atoms from the precipitate are also rather high. Even though
these are not as high as the barrier for a Ni atom, their values
are increasing with larger Cr precipitate sizes, contributing
to the reduced mobility of small Cr precipitates, which can
remain as residue inside the Ni core of the nanoparticles.

D. Tuning the Curie temperature via Cr concentration

modification

The main goal of this work was to obtain a system that
preserves the onset of ferromagnetism of bulk NiCr at the
nanoscale for targeted applications; to investigate this, we
carried out FC magnetization measurements between 5 �

T � 700 K in a constant applied field of Happ = 1 kOe, as
shown in Fig. 6(a). For comparison, the measured TC’s of
bulk target alloys with corresponding compositions are also
indicated. Clearly, TC values, indicating where spontaneous
magnetization tends to become zero, steadily decrease with
increasing Cr concentration; however, they consistently remain
higher than those of the corresponding parent bulk alloys of
the same compositions.

The drift of TC values toward lower temperatures with
increasing Cr concentration is more clearly demonstrated in
Fig. 6(b), which shows their probability distribution functions
as obtained from FC M(T ) graphs normalized over the lowest
temperature magnetization measurement [i.e., M (5 K)];
details can be found in Fig. S6 of the Supplemental Material
[46]. The obtained values are 620, 550, 340, and 150 K
for 0, 5, 10, and 15 at. % Cr, respectively. Notably, the
standard deviations of the distributions of the alloy samples do
not change significantly, indicating that the samples preserve
their structure in a similar fashion during the measurement
regardless of Cr concentration. Most importantly, the approxi-
mately linear, monotonic character of the drift readily enables
fine-tuning the TC within a wide temperature range by simply

FIG. 6. (a) FC magnetizations vs temperature under a magnetic

field of 1 kOe in the temperature range 5 � T � 700 K. The TC

values of bulk Ni1−xCrx alloys are also indicated for comparison.

(b) Curie temperature probability distribution functions obtained

from normalized FC magnetization vs temperature graphs under 1

kOe, indicating a clear shift toward lower values with increasing Cr

concentration. (c) Corresponding 1/χ vs T curves for the Ni1−xCrx
(0 � x � 0.15) nanoparticles. The red lines represent fitted data to

the modified Curie-Weiss law in the paramagnetic region.

modifying a single parameter, that of Cr concentration; we will
return to this key point later.

To examine whether in the pure paramagnetic regime
the magnetization follows the Curie-Weiss (CW) law [47],
corresponding inverse susceptibility (1/χ ) versus T curves
are plotted in Fig. 6(c) for samples of all compositions under
study. We analyze the data using a modified CW dependence
[48],

1

χ
=

T

C

(

1 −
θ

γ

1

T
+ · · ·

)γ

, (1)

where C is the Curie constant and θ is the paramagnetic Curie
temperature. The truncated form of this expression (up to the
1/T term) yields the Curie point TC = θ

γ
(i.e., the temperature

at which 1/χ vanishes). This is different from well-known
mean-field results, i.e., TC = θ , by an extra factor of 1/γ
(here γ = 1.396, which corresponds to the 3D Heisenberg
universality). Because of this factor, one can measure the
TC with an accuracy of ±15%; otherwise a mean-field
approximation may overestimate the TC value, commonly by
a factor of 1.66 [48]. We find that in the high-temperature
regime, all Ni1−xCrx (0 � x � 0.15) nanoparticles obey the
CW law; however, some deviation occurs at temperatures just
above their respective transition temperature, which can be
attributed to Cr segregation.
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It should be noted that our method entails room-temperature
deposition with no need for high processing temperatures that
could have a detrimental effect on the homogeneity of our
samples. A TC value near the human body temperature can
be observed for our Ni90Cr10 sample; by linear interpolation
we deduce that Ni89Cr11 would have been even closer.
Such a result is valuable for self-regulating, magnetic fluid
hyperthermia treatment, due to the relatively narrow size
distribution of our nanoparticles. Consequently, it can be
expected that results of calorimetric measurements would not
exceed the therapeutic Curie point of 318 K, unlike previously
reported Ni-Cr nanoparticles synthesized by a chemical route,
displaying large heterogeneity both in size and composition
[11]. Beyond hyperthermia treatment, however, Ni1−xCrx
nanoparticles with tunable TC can be used as a supporting
substrate for Ni-based taps and magnetic resonance imaging
applications, where reduced ferromagnetism is desirable to
avoid unwanted hysteresis losses [49]. Further, controlling
the TC around room temperature may pave the way for more
advanced magnetocaloric applications of M-Cr nanoclusters:
for instance, miniaturized versions of thin film devices such as
for coolers on chips [49,50].

E. Determination of the magnetic state

It should be stressed here that the TC is an average
macroscopic property; therefore, identifying its value for each
sample may be important, but it does not fully describe
the structure and various competitive interactions present
inside a system consisting of magnetic nanoparticles. To
understand the magnetic state of our samples, ZFC and FC
magnetization curves under low magnetic field (i.e., 50 Oe)
are shown in Fig. 7(a) within the temperature range 5–400 K.
The ZFC and FC magnetizations of each sample show a
considerable divergence at an irreversibility temperature, Tirr,
defined as the point where MFC(Tirr) �= MZFC(Tirr). Irrespective
of the sample, ZFC magnetizations increase during cooling
to the magnetic transition temperature (TS), estimated from
the maxima in ZFC curves, and then show a downturn
below it. The FC magnetizations consistently retrace the ZFC
magnetizations above TS , but irreversibility in magnetization
occurs around Tirr � TS . The TS values decrease as the
Cr concentration increases. Qualitatively, it is evident from
the ZFC-FC curves that magnetization decreases with the
addition of Cr. This suggests that the volume fraction of
FM contributions decreases as Cr concentration is increased.
Differences between ZFC and FC magnetization curves and
the maxima (TS) in ZFC curves are commonly credited
to the existence of canonical spin glass, cluster glass, or
superparamagnetic phases [50]. However, FC magnetization
below Tirr is not constant here, as in canonical spin glasses, but
continues to increase with decreasing temperature. Moreover,
the irreversibility in the present case occurs in closer vicinity
of TS (Tirr ≈ TS) with increasing Cr content, unlike in ideal
superparamagnetic systems [51], where it is expected to start
well above TS (Tirr > TS). This behavior normally indicates
cluster glass features of concentrated magnetic systems and
magnetic disorder [51,52], or a superparamagnetic material
with dipolar interactions [51,52]. Thus, the samples may
have complex magnetic phases with coexisting anti-FM–FM

FIG. 7. (a) ZFC and FC magnetization curves for the Ni1−xCrx
(0 � x � 0.15) nanoparticles under a low magnetic field of 50 Oe.

(b) Field-dependent ZFC and FC magnetization measured for a Ni-10

at. % Cr sample as a function of applied field. The inset shows TS as

a function of applied field for all samples. (c) Variation of coercivity

(Hc) as a function of temperature for all Ni1−xCrx (0 � x � 0.15)

nanoparticles.

ordering, where the anti-FM (due to the Cr segregates) and
FM (due to Ni-rich particle cores) clusters are competing.
Therefore, TS can be either the cluster-glass transition (TG)
temperature or the blocking temperature (TB).
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To discern between the cluster-glass or blocking property,
the thermal dependence of ZFC/FC curves was obtained under
several applied magnetic fields (Happ = 50–10 kOe), as shown
in Fig. 7(b) for one representative sample of Ni-10% Cr.
As Happ increases, it substantially changes the shape of the
ZFC curves, shifting the TS toward lower values; eventually,
the ZFC and FC curves merge at very high Happ values.
If the progressive spin blocking of the nanoparticles was
governed by the superparamagnetic phenomenon, TS would
correspond to TB , and its field dependence would be given
by TB ∝ V (HK − H )2 [53], where V is the volume of the
spin cluster, HK is the anisotropic field, and H is the applied
field. However, the magnetic state of our nanoparticles can be
better approximated by fitting the field-dependent TS with the
expression [54]

TS(H ) = Tmax(0)

[

1 −

(

H

HG

)n]

, (2)

where Tmax(0) represents the freezing temperature (which
is TG in a vanishing magnetic field, H = 0), and HG is a
“glassy” parameter, pointing to magnetic fields effectively
suppressing the glassy magnetic state of the compound
(around 1–2 kOe). From the fitting shown in the inset of
Fig. 7(b), the obtained values of parameter n range between
0.07 and 0.37, revealing cluster-glass rather than canonical
spin-glass behavior: n < 2/3 is the fingerprint of cluster-glass
formation, whereas for the so-called de Almeida–Thouless
line, characteristic of spin glasses, n = 2/3 [52,55]. Figure
7(c) shows a comparison of HC values for nanoparticles
of all Cr concentrations as a function of temperature. The
curves were fitted with very good agreement to an exponential
law [i.e., HC(T ) = HC(0)exp(−αT ) + C, with the exponent
fitting parameter, α, in the range 0.03–15 K−1], rather than to
the slower decay approach of interacting superparamagnetic

nanoclusters [i.e., HC(T ) = HC(0)(a − bT
1
3 )] [56]. A similar

exponential dependence of HC(T ) was reported in Ni nanopar-
ticles and rare-earth transition-metal magnets, where strong
FM exchange and random magnetic anisotropy are present
[57].

Overall, the obtained data support the hypothesis of a
cluster-glass ground state of the Ni1−xCrx (0 � x � 0.15)
nanoparticles rather than that of a conventional spin-glass state:
(i) the irreversibility temperature Tirr and the glass-freezing
temperature TS do not coincide in the applied low magnetic
fields; (ii) the approximations of TS(H ) in low magnetic fields
H < 3 kOe give the parameter value n = 0.37 ± 0.1, which
agrees with cluster-glass behavior; (iii) HC(T ) follows a rapid
exponential behavior below TS(H ); and (iv) FC curves exhibit
no plateaus below TG.

F. Construction of the nanophase diagram

Changes in the interrelated magnetic and structural prop-
erties of nanoalloys with respect to those of the parental bulk
alloy can be readily explained with the help of corresponding
nanophase diagrams. However, due to size-related inhomo-
geneity specific to each studied system, these are difficult to
construct and, hence, scarce. Here, to highlight the complexity
of alloying at the nanoscale, we constructed a nanophase
diagram at the magnetic end of the compositional range of

FIG. 8. Magnetic phase diagram for the Ni1−xCrx nanoclusters as

a function of Cr atomic concentration. Size-dependent melting point

depression was calculated by MD via corresponding caloric curves.

The Curie (TC) and cluster-glass (TG) temperatures are indicated

by blue and red open circles, respectively. TG is estimated from

expression (2) at H = 0. The blue region represents the long-range-

FM order below TC , covering a larger area compared to the bulk data

(shown by a black dotted line) as a consequence of Cr segregation.

The pink region below TG, which led the system from the FM state

to the cluster-glass state, is detected at very low temperatures.

NiCr nanoparticles, i.e., 0–20 at. % Cr, presented in Fig. 8,
based on our MD (melting points) and experimental results
(magnetic state transitions). More specifically, MD caloric
curves, temperature dependence of magnetization (at cooling
rate 2 K/min), and x-ray and electron-diffraction studies were
used for the proposed magnetic ground-state phase diagram.

The Curie temperature TC decreases continuously (blue
solid line) with increasing Cr content at a slower rate compared
to the bulk Ni1−xCrx (black dotted line), due to the presence
of Cr segregates (note that the TC for Ni0.8Cr0.2 samples was
extrapolated from lower Cr concentrations). As hinted above,
the slope of the FM-to-PM transformation line changes at a
concentration of 5 at. % Cr, indicating the transition from full
to partial Cr segregation. A transition can be observed from
the FM state of Ni to the PM state for x ≈ 0.20 in Ni1−xCrx
nanoalloys, due to modifications in the conduction band
produced by the substitution of Ni by Cr atoms. Accordingly,
the FM order is predicted to vanish close to x ≈ 0.20, whereas
for bulk Ni1−xCrx this happens earlier, at x ≈ 0.13. This
roughly confirms that due to Cr segregation, one needs an
additional ∼5% Cr to obtain bulk TC values when using the
present deposition method.

Furthermore, a cluster-glass-like state (CG, below the red
solid line) was found at temperatures below the FM ordered
state (TG < TC). In all spin glass systems, the common
denominator is some random frustration of the exchange
interactions leading to many nearly degenerate ground states.
In the present case, it is the surface spin disorder and dipolar
interaction of competing FM and anti-FM bonds, combined
with the randomness due to the arbitrary locations of the
magnetic particles, which generate the cluster-glass state in
an ensemble of interacting single-domain particles.
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IV. SUMMARY AND CONCLUSIONS

Control of the Curie temperature TC at the nanoscale is
imperative for a wide variety of potential magnetic applica-
tions; however, the difficulty of controlling simultaneously the
structural homogeneity and magnetic ordering of nanoalloys
has posed a formidable challenge. Herein, we studied the effect
of Cr doping on the structural and corresponding magnetic
properties of Ni1−xCrx (0 � x � 0.15) nanoparticles grown
by cluster beam deposition, a versatile method that allows one-
step, chemical-free fabrication of size-selected nanoparticles
of stoichiometric compositions. We demonstrated the possi-
bility to readily tune the TC within a wide temperature range
via modifying a single parameter, i.e., the Cr concentration of
the nanoparticles. Combined experimental and computational
analysis of the growth mechanism and the structure of the
nanoparticles showed preferential full surface segregation of
Cr up to 5 at. % Cr, but, unexpectedly, the presence of residual
Cr inside the Ni-rich cores for higher concentrations. We
explained the presence of residual Cr in the nanoparticle cores
on the grounds of modifications in the local environment of

individual Cr atoms. This phenomenon, also reflected in our
constructed magnetic nanophase diagram, dictates the various
competitive interactions present inside a system consisting of
magnetic nanoparticles, determining its cluster glass magnetic
state at low temperatures. Further elucidation of the Cr-
segregation effect on magnetic properties may open pathways
toward manipulating the coupling between FM and anti-FM
ordering of core/shell nanoclusters for exchange-bias-based
devices in order to overcome their superparamagnetic limit.
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