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Abstract

In communication systems, the transmitted signals often experience various forms
of corruption, and a very destructive one is the inter-symbol interference (ISI), re-
sulting from the signals travelling through multiple paths and arriving with different
delays. To compensate for the multipath propagation effect, equalization is often
required at the receiver and as a very powerful candidate, the turbo equalization
technique iteratively exchanges soft information between the equalizer and the de-
coder, offering excellent performance.

Meantime, single-carrier frequency domain equalization (SC-FDE) and orthogo-
nal frequency division multiplexing (OFDM) have become two of the most impor-
tant modulation schemes in communications. Both schemes are based on guard
interval assisted block transmissions and both can be implemented by fast Fourier
transform/inverse fast Fourier transform (FFT/IFFT) operations, featuring very
low complexity. Cyclic prefix (CP), as a commonly used guard interval, is typically
discarded at the receiver. However, the fact that it is a repetition of part of the data
suggests that it contains useful information and can be exploited for enhancing the
system performance.

This thesis considers the application of turbo equalization in SC-FDE and OFDM
systems and based on the linear minimum mean square error (LMMSE) principle,
various equalization algorithms are proposed with the aim of exploiting the prefix

redundancy for data detection and channel estimation. To facilitate the description
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of system models and to develop low-complexity algorithms, Forney-style factor
graphs (FFG) and the Gaussian message passing (GMP) technique in factor graphs
are employed.

Compared to the conventional CP-discarding schemes, the proposed CP-exploiting
schemes provide significant improvement in system performance, while exhibiting
low complexity. For the iterative SC-FDE system, a gain of 0.7dB is achieved un-
der both the additive white Gaussian noise (AWGN) channel and the ISI channel
when the CP ratio is 1/4 and the channel is perfectly known at the receiver, with
complexity of O(NlogN) per data block per iteration, where N is the length of the
data block.

For the turbo OFDM system, when the channel is known, a gain of 0.97dB
under the AWGN channel and 2dB under the ISI channel are achieved through
making use of the CP for data detection. Approximations are discussed and a
reduced-complexity version of the proposed algorithm is developed, with complexity
of O(NlogN) per data block per iteration. A thorough SNR analysis is provided to
verify the performance improvement, and the sensitivity of the proposed reduced-
complexity algorithm to channel estimation error is also examined.

When the channel is unknown, a joint channel estimation, data detection and de-
coding approach is proposed for the turbo OFDM system, using the message passing
expectation maximization (EM) algorithm. After convergence, a minimum square
error of 10~ is achieved for the channel estimation performance and the data detec-
tion performance is shown to be close to that when the channel is known. Instead
of only using the means as in the original message passing EM algorithm, both the
means and variances of the channel estimates are accommodated in the system mod-
els, which greatly improves the system performance at early iterations. Discussion of

the different ways of using CP shows that using CP for data detection is more ben-
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eficial than using it for channel estimation, considering the performance gain that
can be obtained and the complexity cost that comes with it. A novel scheduling
scheme is proposed based on that discussion, offering an attractive tradeoff between
performance and complexity.

With the popularity of turbo equalization and the SC-FDE and OFDM systems,
the proposed algorithms in this thesis are believed to be very useful in practice.
Also, with a general nature, the proposed algorithms can be extended to other
communication systems where similar redundancy is present and exploitation of the

redundancy is reasonable.

iii



ABSTRACT

v



List of Publications

1]

J. Yang, Q. Guo, D. Huang, and S. Nordholm, “Exploiting cyclic prefix in
Turbo FDE systems using factor graph,” in IEEE Wireless Communications
and Networking Conference (WCNC), 2013, pp. 2536-2541.

J. Yang, Q. Guo, D. Huang, and S. Nordholm, “Enhanced data detection
in OFDM systems using factor graph,” in IEEE International Conference on
Wireless Communications and Signal Processing (WCSP), 2013, pp. 1-5.

J. Yang, Q. Guo, D. Huang, and S. Nordholm, “A factor graph approach to
exploiting cyclic prefix for equalization in OFDM systems,” in IEEE Trans.
Commun., vol. 61, no. 12, pp. 4972-4983, 2013.

J. Yang, Q. Guo, D. Huang, and S. Nordholm, “Exploiting cyclic prefix for
joint detection, decoding and channel estimation in OFDM via EM algorithm
and message passing,” in IEEE International Conference on Communications
(1CC), 2014, accepted.

J. Yang, Q. Guo, D. Huang, and S. Nordholm, “Exploiting cyclic prefix for
iterative OFDM receiver design via message passing based EM algorithm,” in

IEEE Trans. Commun., submitted.



LIST OF PUBLICATIONS

vi



Acknowledgements

I would like to express my gratitude to my supervisors, Dr. David (Defeng) Huang
and Dr. Qinghua Guo for their support during the course of my studies. This thesis
would have been impossible without their enthusiasm, dedication and assistance.

I would also like to thank my colleagues in the Signal Processing Wireless Com-
munication Laboratory (SPWCL) research group at the University of Western Aus-
tralia. Their insightful discussions and social activities have been invaluable and
have greatly enriched my learning experience.

Most importantly, I thank my family for their understanding and support through-
out the course of my studies and I am forever grateful.

I acknowledge that this work was supported by iVEC through the use of advanced

computing resources located at iVEC@Murdoch.

vil



ACKNOWLEDGEMENTS

viii



Contents

1 Introduction 1
1.1 Turbo Equalization . . . . . . . .. ... ... ... ... ....... 2
1.1.1  Transmitter . . . . . . . .. ... o )

1.1.2 Channel . . . . . . . . ... 7

1.1.3 Receiver . . . . . . . . 7

1.2 Factor Graph Approach . . . . . . ... ... ... ... .. ..... 11
1.3 Cyclic Prefix in SC-FDE and OFDM . . . . .. ... ... ... ... 14
1.4 Thesis Contribution . . . . . . .. .. .. ... 16
1.5 Thesis Outline . . . . . . . . . . ... 18

2 Exploiting Cyclic Prefix in Turbo FDE Systems 21
2.1 System Model . . . . . ... oo 22
2.2 Graph Based Equalization Algorithms . . . . . . .. ... ... ... 25
2.2.1 Conventional Equalizer . . . . ... ... ... ... ..... 25

2.2.2 Proposed Equalizer . . . . ... ... ... .. ... ..., 28

223 Discussion . . . . . ..o 32

2.3 Simulation Results . . . . . .. ... oo 34
24 Summary ... ... 36

3 Exploiting Cyclic Prefix in OFDM Systems With Known Channel 37
3.1 System Model . . . . . . .. .. 39
3.2 Factor Graph Based Equalization Algorithms . . .. ... ... ... 42
3.2.1 FFG of Model (3.13) and Model (3.14) . . . . ... ... ... 43

1X



CONTENTS

3.3

3.4

3.5

3.2.2 Message Passing for the Conventional Equalizer . . . . . . .. 44
3.2.3 Message Passing for the Proposed Equalizer . . . . . .. ... 46
3.2.4  The Proposed Reduced-Complexity Algorithm . . . . .. .. 50
SNR Performance Analysis . . . . . . .. .. ... .. ... ... ... 52
3.3.1 SNR Analysis for the Proposed Reduced-Complexity Algorithm 53
3.3.2  SNR Analysis for the Conventional Algorithm . . . . . .. .. 54
3.3.3 SNR Improvement . . . .. .. ... ... ... ... ..... 54
Simulation Results . . . . . . ... .. oo 58
3.4.1 Performance with Perfect CSI . . . . . .. ... .. ... ... 59
3.4.2 Performance with Channel Estimation Error . . . . . . . . .. 61
3.4.3 Performance Comparison with [50], [55] and [56] . . . . . . . . 64
3.4.4 Performance Comparison with an Ideal Case . . . . . . . . .. 67
3.4.5 Performance with Different Initialization of 7% ........ 68
SUMMATY . . . o o o o e 70

4 Exploiting Cyclic Prefix in OFDM Systems With Unknown Chan-

nel
4.1
4.2

4.3

4.4

4.5

71
System Model . . . . . .. .. 73
EM Algorithm and Message Passing . . . . . ... .. ... ... ... 7
4.2.1 Factor Graph for the y; Part of Observation . . .. ... .. 79
4.2.2 Factor Graph for the y; Part of Observation . . .. ... .. 80
4.2.3 Exploiting the Variances of Channel Estimates . . . . . . .. 85
4.2.4 Factor Graph for the AR Model and the Main Graph . . . . . 87
Message Scheduling and Discussion . . . . . . .. ... ... .. ... 89
4.3.1 Two Scheduling Examples . . . . . ... ... .. ... .... 89
4.3.2 Discussion . . . . ... 92
Simulation Results . . . . . . ... ... o o 94
4.4.1 MSE Performance . . . . . . ... ... oL 95
4.4.2 BER Performance of Set 1 . . . . ... ... .. ... .. ... 97
4.4.3 BER Performanceof Set 2 . . . . ... ... ... ... ... 100
444 BER Performanceof Set 3 . . . . ... ... ... 100
SUMmMAary . . . .. .. 103



CONTENTS

5 Conclusion 105
5.1 Thesis Summary . . . . . . . ... 105
5.2 Future Work . . . . . . . 106

Appendix A A Fast Approach to Calculating ®; in (3.42) and (3.43) 109

Appendix B The Derivation of Var(¢;)5.r in (3.50) 113
Appendix C The Derivation of 7gk in (4.52) and 7% in (4.53) 115

x1



CONTENTS

xil



List of Figures

1.1

2.1
2.2
2.3
2.4
2.5
2.6
2.7

2.8

3.1
3.2
3.3

3.4

3.5
3.6

Transceiver structure of the turbo equalization system. . . . . . . ..

Block diagram of a turbo FDE system. . . . . ... ... ... ....
Data structure of a turbo FDE system. . . . . ... ... ... ... ..
FFG of the kth block of the system model (2.7). . . . . ... ... ..
Block structure for the system described by (2.7). . . . ... ... ..
FFG of the kth block of the system model (2.7) and (2.8). . . .. ..
Block structure for the whole system described by (2.7) and (2.8). . .
Performance comparison of the conventional system and the proposed
system with 16QQAM, Gray Mapping under AWGN /ISI channel.
Performance comparison of the conventional system and the proposed

system with 64QAM, Gray Mapping under AWGN /IST channel.

Block diagram of a coded OFDM system. . . . . . .. ... ... ...
Data structure of a coded OFDM system. . . . .. .. .. ... ...
The kth block of the Forney-style factor graph for both conventional
and proposed equalizers in an OFDM system. . . . .. ... ... ..
The kth block of the Forney-style factor graph for the proposed equal-
izer over AWGN channel. . . . . . . . ... ... .. ... .. .. ...
Sub-carrier SNR improvement over Proakis C channel. . . . . .. ..
BER performance of the conventional equalizer and the proposed
reduced-complexity equalizer over the AWGN channel and the ran-

dom 17-tap channel. . . . . . . .. ..o oL

23

26

29

34



LIST OF FIGURES

3.7 BER and FER performance of the conventional algorithm (conv.) and
the proposed reduced-complexity algorithm with 10 iterations (prop.
#10) over the AWGN and 17-tap channels. . . . . . .. ... ... ..

3.8 BER performance of the conventional equalizer and the proposed

reduced-complexity equalizer over the Proakis C channel. . . . . . . .

3.9 BER performance of the conventional equalizer and the proposed
reduced-complexity equalizer over the AWGN channel and the ran-
dom 17-tap channel, with 64QAM and Gray mapping, (133,171) con-

volutional code and block interleaver [76]. . . . ... ... ... ...

3.10 BER performance of the proposed reduced-complexity algorithm with

different qualities of CSI over the random 17-tap channel. . . . . . . .

3.11 BER performance of the conventional algorithm (conv.) and the pro-
posed reduced-complexity algorithm with 6 iterations (prop. #6) over
ISI channels with L = 17,18, 20 and uniform power delay profile. . . .

3.12 BER performance of the conventional algorithm (conv.) and the pro-
posed reduced-complexity algorithm with 10 iterations (prop. #10)
over ISI channels with L = 17,18,20 and power delay profile ¢q; =
e 0N =0, L—1. ... . . .

3.13 BER performance of the conventional algorithm (conv.) and the pro-
posed reduced-complexity algorithm with 10 iterations (prop. #10)
over ISI channels with L = 17,18,20 and power delay profile ¢, =
e 03 I =0,..,L—1.. . . .

3.14 Performance comparison between the proposed reduced-complexity

algorithm and some previous works over the random 17-tap channel. .

3.15 Performance comparison between the proposed reduced-complexity
algorithm and the PerflC-NoApprox case over the random 17-tap

channel. . . . . . L

3.16 The average a priori variance of a data symbol v, for the proposed
reduced-complexity algorithm over the AWGN channel with 7% =1

at the first iteration. . . . . . . . . . ..

Xiv

63

66



LIST OF FIGURES

3.17

4.1
4.2
4.3
4.4
4.5
4.6

4.7

4.8

4.9

4.10

4.11

4.12

4.13

4.14

4.15

BER performance of the proposed reduced-complexity algorithm over

the AWGN channel with different initializations of 7% ......... 69
Block diagram of a coded OFDM system. . . . . . . . ... ... ... 74
The factor graph for the y, part of observation. . . . . .. .. .. .. 80
The factor graph for the y, part of observation. . . . . ... ... .. 83
The factor graph for the AR model. . . . . . . ... ... ... .... 87
The Main graph that combines Sub-graph 1,2 and 3. . . . . . . . .. 90

The effect of (a) modelling error and (b) different uses of CP on the
MSE performance of channel estimation. . . . . . ... ... ... .. 96
The effect of (a) increasing the number of inner iterations per outer
iteration and (b) exchanging the inner iterations for outer iterations
on the MSE performance of channel estimation. . . . . . . ... ... 96
The BER performance with and without employing the modified noise
models when CP is not exploited. . . . . . . . .. .. ... ... ... 98
The BER performance with and without employing the modified noise
models when CP is exploited for data detection. . . . . . . ... ... 98
The BER performance when CP is not exploited and when CP is
exploited for channel estimation only. . . . . . ... .. .. ... ... 99
The BER performance when CP is exploited for data detection only

and when CP is exploited for both channel estimation and data de-

tection. . . . . . . ..o 99
The BER performance when the number of inner iterations is increased.101
The BER performance when the inner iterations are exchanged for
an equal number of outer iterations. . . . . . ... ... ... ... .. 101
The BER performance when the order of message passing through
three sub-graphs is changed. . . . . . . . . .. ... ... .. ... .. 102
The BER performance when different numbers of iterations are em-

ployed over three sub-graphs. . . . . .. .. .. ... ... ... 102

XV



LIST OF FIGURES

XVl



List of Tables

3.1
3.2

3.3

4.1
4.2
4.3
4.4
4.5

The proposed equalization algorithms with and without approximation 49

Complexity of the proposed algorithm in Section 3.2.3 and the pro-

posed reduced-complexity algorithm in Section 3.2.4 . . . ... . .. 50
The converged values v¢ and the noise variances 5. . . . . ... ... 68
Message passing for the EM algorithm in Sub-graph 1. . .. . .. .. 81
Message passing for the EM algorithm in Sub-graph 2 . . . . . . . .. 84
Message passing for the AR model in Sub-graph 3 . . . . . .. .. .. 88
Complexity per data block required by the three sub-graphs . . . . . 93
Different simulation settings . . . . . . ... ... .. ... ... ... 94

Xvii



LIST OF TABLES

XViil



List of Acronyms

AR Auto Regressive

AWGN Additive White Gaussian Noise
BER Bit Error Rate

CIR Channel Impulse Response

CP Cyclic Prefix

CSI Channel State Information
DAB Digital Audio Broadcasting
DFE Decision Feedback Equalizer
DFT Discrete Fourier Transform
DVB Digital Video Broadcasting
ECC Error Correcting Code

EM Expectation Maximization
FDE Frequency-Domain-Equalization
FDMA Frequency Division Multiple Access
FFG Forney-style Factor Graph
FFT Fast Fourier Transform

GMP Gaussian Message Passing

IBI Inter-Block Interference

XixX



LIST OF ACRONYMS

IC
IDFT
IFFT
ISI
LDPC
LLR
LMMSE
LS

LTE
MAP
MIMO
ML
MMSE
MRC
MSE
NRNSC
OFDM
PAPR

QAM

SC-FDE
SISO

SNR

Interference Cancellation

Inverse Discrete Fourier Transform

Inverse Fast Fourier Transform
Inter-Symbol Interference

Low Density Parity Check code
Log-Likelihood Ratio

Linear Minimum Mean Square Error

Least Square

Long Term Evolution

Maximum a posteriori

Multiple-Input Multiple-Output

Maximum Likelihood

Minimum Mean Square Error

Maximum Ratio Combining

Mean Square Error

Non-Recursive Non-Systematic Convolutional code
Orthogonal Frequency Division Multiplexing
Peak to Average Power Ratio

Quadrature Amplitude Modulation

Quality of Service

Single-Carrier Frequency-Domain-Equalization
Single-Input Single-Output

Signal to Noise Ratio

XX



LIST OF ACRONYMS

SOVA Soft Output Viterbi Algorithm
WSSUS Wide Sense Stationary Uncorrelated Scattering

ZF Zero Forcing

poel



LIST OF ACRONYMS

xxii



Chapter 1

Introduction

In communication systems, the transmitted signal often experience various forms of
corruption, including path loss, noise and fading [1,2]|. Path loss refers to the power
reduction of an electromagnetic wave as it travels through space. Noise includes
the ambient noise generated by the atmosphere, and the thermal noise arising from
the electronic components such as the amplifiers at the receiver. Fading is the
attenuation of the transmitted signal in amplitude and phase, caused by multipath
propagation or time variation of the channel.

Multipath propagation occurs when the transmitted signal arrives at the receiver
via multiple paths at different delays, resulting in adjacent symbols interfering with
each other at the receiver, commonly referred as inter-symbol interference (ISI).
Equivalently, the coherence bandwidth of the channel is smaller than the band-
width of the signal in frequency domain, and the fading effects vary among different
frequency components of the signal, known as frequency-selective fading. The dis-
tortion of the transmitted signal caused by the ISI in time domain or the frequency
selectivity of the channel in frequency domain is a major concern for modern commu-
nication systems, and equalizers are often deployed to compensate for the multipath

propagation effects.
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The commonly used equalizers in communications are divided into two cate-

gories.

1. The linear filtering based equalizers [3]. For example, the zero forcing (ZF)
equalizer applies the inverse of the frequency response of the channel to the
received signals. The minimum mean square error (MMSE) equalizer mini-
mizes the variance of the difference between the transmitted signal and the
signal at the equalizer output. The decision feedback equalizer (DFE) uses
the feedback of the detected symbols and adds a filtered version of previous
symbol estimates to the original filter output.

2. The trellis based equalizers [4]. For example, the Viterbi equalizer finds the
sequence that maximizes the maximum likelihood (ML) probability, and the
MAP equalizer finds the symbol that maximizes the maximum a posterior:
(MAP) probability.

These aforementioned equalizers only take into account the channel information, but
as the focus of this thesis, the turbo equalizer also considers the coding information,
and through iteration the equalizer refines its estimates of data symbols by taking

in the soft extrinsic information from the decoder.

1.1 Turbo Equalization

Consider a communication system as depicted in Fig. 1.1, where the error correction
code (ECC) adds redundancy to the information bits, the interleaver permutes the
coded bits and breaks long error bursts into short ones, and the mapper maps the
interleaved coded bits into complex symbols which contain more data and are more
spectrally efficient.

Optimal receiver as seen in Fig. 1.1(b) jointly takes all the factors into account
including the channel coding, interleaving, mapping and the channel information,

and based on different criteria, it makes decision based on the MAP probability of
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Figure 1.1: Transceiver structure of the turbo equalization system. (a) Transmitter
and the channel (b) Optimal receiver (c) A contemporary receiver with one-time separate

equalization and decoding (d) Turbo receiver

the sequence or the bit. The optimal sequence receiver calculates the most likely
sequence b that maximizes the probability P(b = f)|y), and the optimal bit receiver
calculates the most likely bit b; that maximizes the probability P(b; = l;i]y), i =
0,...,Z—1. As the length of b grows, the computational complexity of both optimal
receivers rapidly becomes intractable. In an attempt to reduce the complexity,
traditional receivers split the task into smaller ones, and equalization and decoding
are performed separately, as shown in Fig. 1.1(c). This sub-optimal approach ignores
the dependence between the coding, interleaving, mapping and the channel and thus
yields significant loss in performance [5].

In 1993, turbo code was introduced by Berrou et al. [6], where at the receiver,
soft information is exchanged iteratively between two decoders and a near-Shannon
performance is delivered. Inspired by the turbo codes, turbo equalization [5,7-11]
was proposed as a new type of receiver design, where the channel is viewed as a

rate-1 convolutional code and the receiver is considered as a similar problem to
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turbo decoding. The turbo receiver consists of a soft-input soft-output (SISO)
equalizer and a SISO decoder, interconnected by a de-mapper/mapper and a de-
interleaver /interleaver. In analogy to turbo decoding, the SISO equalizer is the
decoder that “decodes” the channel distortion and the SISO decoder is the one that
“decodes” the channel code. Soft extrinsic information is exchanged iteratively be-
tween the SISO equalizer and the SISO decoder in the form of log-likelihood ratios
(LLRs) of the coded bits. The de-mapper/mapper and the de-interleaver /interleaver
in between facilitate the exchange, by performing bit-symbol conversions and per-
muting the coded bit LLRs to the right order, respectively. It is shown that through
iterative processing, the turbo receiver offers excellent performance while exhibiting
much lower complexity than the optimal receivers, making it a strong candidate for
the future communication techniques [5,7-11].

Early designs of turbo receivers employ the soft-output Viterbi algorithm (SOVA)
or the MAP algorithm in the equalizer, such as in [12] and [13]. The SOVA algo-
rithm [14, 15] is a modified SISO version of the Viterbi algorithm (VA) [16] which
can take soft input but only outputs hard decisions. Both VA and SOVA algo-
rithms perform maximum likelihood sequence detection and outputs an estimate
of the symbol sequence, X, which maximizes P(y|x = X). The MAP algorithm
[17,18] performs MAP symbol detection and outputs an estimate of each symbol,
#;, which maximizes the probability P(x; = &;|y). In practice, two variations of
the MAP algorithm are more preferable, namely the Log-MAP algorithm and the
Max-Log-MAP algorithm [19,20]. These two variations are numerically more stable,
and require less computation effort since calculations are carried out in logarithmic
domain and some nested multiplications are replaced by additions.

Both the SOVA equalizer and the MAP equalizer are trellis based and when

the constellation size M is large and/or the channel impulse response L is long,
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the number of the trellis states M* grows exponentially and the computational
complexity becomes prohibitively high. Consequently, alternative techniques have
been proposed, for instance, [7] replaces the MAP equalizer with a soft interference
canceler (IC) and [9,10] replace it with a linear MMSE (LMMSE) equalizer. The
turbo receiver in [9,10] shows a close performance to the receiver with the MAP
equalizer, but requires much lower complexity, offering an effective trade-off between
the complexity and performance. In this thesis, we adopt the MMSE-equalizer based
turbo receiver in [9,10].

Before we describe the transceiver structure of the considered turbo equalization
system, the notation systems used in this thesis are as follows.
Notations:
Upper (lower) boldface letters denote matrices (column vectors) and italics denote
scalars. (a); and (A);; denote the ith entry of vector a and the (7, j)th entry of
matrix A, respectively. The superscripts 7, * and # denote the transpose, conjugate
and conjugate transpose, respectively. Fy denotes a normalized N x N discrete
Fourier transform (DFT) matrix with the (m,n)th element given by \/—%e_j%m”/ N
where j = \/—1. Diag(a) denotes a diagonal matrix with the entries of a on its

diagonal. (A) returns a matrix with the diagonal entries of A on its diagonal

diag
and zeros off its diagonal. tr(-) denotes the trace of the matrix in the parentheses.
I and 0 denote an identity matrix and an all-zero vector /matrix, with proper sizes.
(-)¢y returns a vector with the {-}th entries of the vector in (-) if it is a vector in

(+), or a diagonal matrix with the {-}th diagonal entries of the matrix in (-) on its

diagonal if it is a matrix in (-).

1.1.1 Transmitter

As shown in Fig. 1.1(a), let b be an information bit sequence, b = [bo, ...,bz,l]T

of length Z. With coding rate r, the encoder outputs the coded bit sequence
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d = [do,...,dU,l}T of length U = Z/r. The interleaved coded bit sequence is
c = [](d), where J](-) denotes the interleaving operation. Assuming an M-ary
symbol constellation is used and U is a multiple of () = log M, the bit sequence c
is partitioned into N subsequences, ¢ = [co, ...,cN,l]T, where N = U/Q. Each
subsequence ¢, = [cmo,...,cn,Q_l]T, n = 0,..,N — 1, is mapped to a symbol
T, where z, € A and A = {Ai,i =0,..M — 1} is the symbol constellation.
Each constellation point A; corresponds to a binary vector a; = [aiyo, e aLQ,l}T,
and when ¢, = a;, we have x,, = A;. After the mapping, the symbol sequence
X = [xo, ey @ N,JT is formed and will be transmitted over the channel.

Without loss of generality, this thesis employs the non-recursive non-systematic
convolutional (NRNSC) codes [21], the S-random interleaving [22] and the QAM
modulation with Gray mapping [23]. The encoder starts with the zero state and by
feeding K zeros bits into the encoder at the tail of each sequence b, the encoder is
also terminated at the zero state, where K is the number of registers of the encoder.
The K tailing bits may have the effect of improving the overall bit error rate (BER)
slightly because it is known at the receiver that the K tail bits are zero and the last
trellis state is also zero. But this effect is negligible since the length of b is normally
much greater than K, i.e. Z > K. Also, the M constellation points are assumed to
occur equally likely and the symbol energy is normalized to 1, i.e. % Zf\io_l Ai=0
and & SV AR = 1.

Note that the transmitter structure shown in Fig. 1.1(a) is a transmitter for a
typical coded system. When the SC-FDE and OFDM systems are considered later
in Chapter 2, 3 and 4, modules such as ‘Add CP’ and/or ‘IFFT" will be added
in the transmitter structure, and slight adjustments may apply to the notations of

certain signals, for example, x denotes the mapped symbol sequence in Fig. 1.1(a)

but in Fig. 4.1 of Chapter 4, it denotes the symbol sequence after inverse fast Fourier
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transform (IFFT) operation.

1.1.2 Channel

An ISI channel with L paths is considered in this thesis and the received symbol
sequence y = [yo, e yV}T is modelled as the linear convolution of the data and the

channel, i.e.
L—-1
vi= > hywi+n, =0V, V=N+L-1 (1.1)
=0

where h;; is the [th tap of the ISI channel at time index ¢, { =0,...,L — 1, and n; is
the complex additive white Gaussian noise (AWGN) with zero mean and variance
202,

Each tap of the channel h;; is modelled with Rayleigh distribution and the energy
of the channel is normalized to 1, E | 7 Zf:_ol |hi7l]2] = 1. The coherence time of the
channel is considered to be much greater than the symbol time duration, and the
Quasi-static assumption is adopted [24], i.e. the channel taps remain the same

within a block but may vary from block to block.

1.1.3 Receiver

This thesis assumes perfect coherent detection at the receiver, i.e. practical issues
such as imperfect synchronization, non-linearity in amplifiers are not considered.
The convolutional code trellis, interleaving pattern, symbol constellation and the
noise variance 202 are assumed to be perfectly known at the receiver. The coded bits
d, interleaved coded bits ¢ and the data symbols x are assumed to be independent,
thanks to the use of the interleaver/de-interleaver [4]. The probability of each data
symbol z,,, n = 0, ..., N—1, is assumed to be with Gaussian distribution, i.e. P(x,)
exp [ — (2 —my)? /vn}, parameterized by its mean m,, and v,. As illustrated in

Fig. 1.1(d), each module of the turbo receiver functions as follows.
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1. Introduction

Equalizer

The purpose of the equalizer is to calculate the extrinsic means m¢ = [mg, o mﬁv_l] 4
and variances v¢ = [US, e vyy,l} T of the data symbols x, based on the observation y,
the channel h = {hl,l =0,..,L— 1} and the a priort means m® = [mg, e m‘}v_l]T
and variances v® = [vg, s v?\,fl]T of the data symbols.

For the first iteration, there is no information coming from the decoder and the a
priore information of the equalizer is initialized by m® = Oy« and v* = Iyyx;. The
equalizer first calculates the a posteriori mean vector m? and covariance matrix VP
of the data symbol x, based on MMSE principle as in [9,10]. Then the extrinsic

mean m{ and variance v{ of each symbol z,, n = 0,..., N — 1, are calculated as

follows [25].

e = (108 = 1/v2) ™" (1.2)

my, = vy, (mh /vl — my, fvp) (1.3)

where m? is the n-th entry of the vector m” and v? is the n-th diagonal entry of the
matrix VP.

Note that the calculation of m? and V? is based on block-by-block processing
while the calculation of m® and v¢ is based on symbol-by-symbol processing. Also,
the algorithm of calculating m? and V? differs as the system models change, which
will be demonstrated later in this thesis, by showing the different equalization al-
gorithms in the SC-FDE system and in the OFDM system, for the conventional

CP-discarding equalizers and for the proposed CP-exploiting equalizers.
Demapper

The purpose of the demapper is to convert the extrinsic means m® and variances v¢

of the data symbols x into the LLRs L¢ (c) of the interleaved coded bits c.

The LLRs of the bits ¢, 4, ¢ =0, ..., Q — 1, in subsequence c,, (which is mapped

8



1.1. Turbo Equalization

to the symbol z,), n =0,..., N — 1, are calculated as

P(cng =0)

P(epq,=1)

ZVAZEA ai,qZO [P(l’n == A'L> qu/:q/#q P(Cn7q/ = a,i7q/):|
ZV.AZEA: aiq=1 [P(I’n = AZ> HVq’:q’;éq P(Cmq/ = ai,q’)j|

where VA; € A : a;, = 0 denotes all the constellation points A; € A that contain

Liq(cn,q) =In

=1In

(1.4)

a ‘0" at the gth bit position, and VA, € A : a;, = 1 denotes all the constellation
points A; € A that contain a ‘1’ at the ¢th bit position. The probability of the data
symbol z,, being the constellation point A4; is given by

(A; —ms)?

€
U?’L

Pz, =A;) xexp | — ], 1=0,...M—1. (1.5)

The probability of ¢, , is calculated using the interleaved extrinsic LLRs L§,.(c)

from the decoder from previous iteration (which is the a priori LLRs of ¢ for the

demapper in this iteration) as

exp(Lflec(CTMI)) 1

P(cny = 0) = Pleng =1) = '
(Cng = 0) (s =) = T o lTe (o))

B 1 + eXp(Lflec(cn,q))’

(1.6)

For the first iteration, P(c,, =0) = P(c,, =1) = 1/2.

Therefore, the extrinsic LLRs of the bit sequence ¢ from the equalizer are formed

T
as Liq(C) = [qu(0070>, ceey qu(CO,Q—l)> ceny qu(CN_Lo), ceny qu(CN—l,Q—l)} .

De-interleaver

The de-interleaver inverses the interleaving operation on Lf (c), i.e. L, (d) =
“1/re —1 . . . a .
[T (Lg,(c)), where [[ " denotes the de-interleaving operation and L§,.(d) is the a

dec

priori information of the decoder.
Decoder
The purpose of the decoder is to calculate the extrinsic LLRs LG, .(d) of the coded

bits d based on the code trellis and the a priori LLRs L4

dec

(d). This thesis employs

9



1. Introduction

the BCJR algorithm [17] to perform MAP decoding. Both the a posteriori LLRs of
the coded bits d and the a posteriori LLRs of the information bits b are calculated.
By subtracting the a priori LLRs L% .(d) from the a posteriori LLRs of d, the
extrinsic LLRs L§,.(d) are obtained and output to the interleaver. When certain
stopping criteria of the iteration is met, the decoder will make hard decision based

on the a posteriori LLRs of the information bits b.
Interleaver

The interleaver performs LS .(c) = [[(LS..(d)) and feeds LS

dec

(c) into the mapper.
Mapper

The purpose of the mapper is to convert the extrinsic LLRs Lg_.(c) of the coded

dec

bits ¢ into the means m® and variances v* of the data symbols x, which will serve
as the a priori information of the equalizer. For each symbol x,, n =0,...., N — 1

’

the calculation of the mean m,, and variance v,, proceeds as follows.

me =E(x,) = Y APz, = Ay), (1.7)
=0
vy = Cov(zy, x)) Z | A2 P( Ai) — |mn 2 (1.8)

The probability of z, being A; is given by

H P(cpq = aiyg) (1.9)

where a;, is the ¢-th bit of the vector a; (which corresponds to the constellation
point A4;) and a;, € {0,1}. The probability of ¢, , is calculated as in (1.6) but using
the interleaved extrinsic LLRs Lg,.(c) from the decoder from this iteration.

The means m® and variances v® of the data symbols x are passed on to the
equalizer, and the iteration continues until certain stopping criteria is met and the

decoder makes hard decisions b on the transmitted bits. The stopping criteria can
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1.2. Factor Graph Approach

be a) when a predefined number of iterations are exhausted, b) when the BER per-
formance satisfies the QoS requirement, or ¢) simply when the system has converged

and no further improvement is seen in the performance if the iteration goes on.

1.2 Factor Graph Approach

Graphical models [26] in general and factor graphs [27-29] in particular provide
a visual way to describe structured systems and to develop algorithms for those
systems. In [30], Tanner first introduced graphs to describe families of codes, to
which the low-density parity-check (LDPC) codes [31] belong. Wiberg et al. then
generalized the “Tanner graphs” in [32,33] and suggested their applications beyond
coding. Taking one step further, factor graphs [27-29] have applied these graphical
models to general functions.

In signal processing, digital communication, artificial intelligence and many other
research areas, there are a wide variety of algorithms which deal with complicated
global functions and depend on a large number of variables. More often than not,
these functions can factor into products of simpler local functions, each of which
only depends on a subset of the variables. Such factorization can be visualized in a
bipartite graph, called factor graph [27-29].

Depending on the notation system of the graph, factor graph can have different
styles [27-29]. This thesis adopts the Forney-style factor graph (FFG) [28,29].
Different from the original factor graph [27] which have both variable nodes and
factor nodes, the FFG only consists of factor nodes, and the variables are represented
by edges. The definition of an FFG is that, a) there is a unique node for every factor
(i.e. local function), b) there is a unique edge or half-edge (when the variable is only
connected to one node) for every variable, and ¢) the node representing factor f is

connected with the edge (or half-edge) representing variable z, if and only if f is a
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1. Introduction

function of x.

The sum-product algorithm [27] is a message-passing algorithm that operates in
factor graphs and computes various marginal functions associated with the global
function. The update rule of the sum-product algorithm is that, the message out
of the factor f along the edge x is the product of f with all the incoming messages
along all the edges except x, summarized over all the variables associated with f
except x. It is important to note that any message along the edge x does not depend
on any other variable and is a function of x only.

For linear Gaussian models, the sum-product algorithm preserves Gaussianity,
i.e. if the incoming messages of a node are members of the exponential family [3],
so are the outgoing messages of that node. Let x be a vector variable with multi-
variable Gaussian distribution. Then the message of x can be parameterized by
either the mean vector m and the covariance matrix V or the transformed mean
Wm and the weight matrix W. For certain messages, V (or W) can be singular
and its counterpart dual, Wm and W (or m and V), needs to be used (which can
happen quite frequently but is seldom an issue [29]). Computation rules for Gaussian
message passing through equality constraint nodes, adder nodes and multiplier nodes
with known (constant) coefficients have been tabulated in [29]. For multiplier nodes
with unknown coefficients, [34] has presented the EM algorithm as a message passing
algorithm as well.

This thesis are based on the notations and computation rules in [29,34]. A
variable is represented by a directed edge, i.e. an edge with an arrow, in an FFG.
The arrow on the edge shows the natural direction of information flow in the system
and helps with the notation of the multiple messages on the edge. For a vector
variable x, ﬁx and 7,( denote the mean vector and the covariance matrix of the

forward message of x (the message that flows in the direction of the edge, whichever
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1.2. Factor Graph Approach

that direction is), and ﬁx and <\7x denote the mean vector and the covariance matrix
of the backward message of x (which flows in the opposite direction). The product
of the forward and backward message of x is the marginal message of x, denoted
by my, V. In occasions where a variable is shared by many factors, clones of the
variable are used. For example, x’ and x” are two clones of the variable x and they
are essentially equivalent, i.e. x = x' = x”.

If the factor graph is in the form of a tree, i.e. it does not have cycles, the
propagation of the messages can start from the leaf nodes or edges and work along
the tree until finishing at the root nodes or edges (the definition of leaf and root
depends on the marginal function of interest). In a factor graph with cycles, however,
things are much more complex. The transmission of a message on any edge of a cycle
from a node f will trigger a chain of pending messages to be transmitted around
the cycle, which then will return to f and trigger f to send another message on
the same edge. Such propagation goes on and on without natural termination, and
consequently the sum-product algorithm is applied around the cycles in an iterative
fashion [27].

In a cycle-free factor graph, the result of the sum-product algorithm is the exact
marginal function. When the factor graph has one or more cycles, the sum-product
algorithm only leads to an approximation of the true marginal function. This ap-
proximate function, however, can be quite good. Applications such as the decoding
of LDPC codes [31] and the turbo equalization [9,10,35] can be viewed as examples
of the sum-product algorithm operating iteratively on graphs with cycles, and they
have been shown to be able to provide excellent performance. This thesis considers
the turbo equalization system and focuses on the equalizer module at the receiver.
The whole system can be viewed as a graph with cycles but the equalizer considered

in this thesis corresponds to a smaller graph that is cycle-free. The equalizer pro-
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1. Introduction

cesses signals on a block basis (group basis in Chapter 4) and there is no dependence

between the blocks (groups) except when interference cancellation is involved.

1.3 Cyclic Prefix in SC-FDE and OFDM

Single carrier transmission with frequency domain equalization (SC-FDE) [36-38|
and orthogonal frequency division multiplexing (OFDM) [39] are two of the most
important techniques in digital communications. Both schemes are based on block
transmissions and can be implemented using fast Fourier transform/inverse fast
Fourier transform (FFT/IFFT) operations, and both schemes use guard intervals to
mitigate the inter-block interference (IBI). The main difference of the two schemes
lies in the placement of the IFFT module in the transceiver structure. In OFDM, the
IFFT module is at the transmitter to multiplex the data into parallel sub-carriers
while in SC-FDE, the IFFT module is at the receiver to convert FDE signals back
into time domain.

The primary advantage of SC-FDE over OFDM is that SC-FDE has lower peak-
to-average power ratio (PAPR) due to its inherent single carrier structure. It is also
because of this advantage that single carrier frequency division multiple access (SC-
FDMA), the multi-user version of SC-FDE, becomes a favorite transmission scheme
for uplink wireless communications such as 3GPP long term evolution (LTE) [40-42],
where power efficiency is of paramount importance for mobile terminals. On the
other hand, OFDM is more preferable in many applications than SC-FDE because
of its ability to cope with severe channel conditions such as narrow-band interference,
and also its superior performance when coupled with strong error correction codes
(ECC) and higher signal constellations. A wide variety of applications and wireless
broad-band standards have adopted the OFDM scheme, for example, the digital

audio broadcasting (DAB) [43], digital video broadcasting (DVB) [44], IEEE 802.11a
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1.3. Cyclic Prefix in SC-FDE and OFDM

[45], MMAC [46], HIPERLAN/2 [47] and the downlink transmission of LTE [40-42].

As a type of guard interval widely used in SC-FDE and OFDM, the cyclic prefix
(CP) refers to the prefixing of each block with a repetition of the last several symbols
of the block. The length of the CP must be at least equal to the maximum spread
length of the multipath channel for it to be effective, and at the receiver side, the
observation corresponding to the CP part is normally discarded. The use of CP
allows the linear convolution of a multipath channel and the data to be modelled as
circular convolution, which in turn can be transformed to point-wise multiplication
in frequency domain (from time domain). The transformation to and back from
frequency domain can be easily achieved via the FFT and IFFT operations, which
only require a complexity of O(NlogN) per block (N is the length of the block).
Compared to traditional time domain processing, SC-FDE and OFDM have a much
lower complexity at the receiver, thanks to the use of the CP.

On the other hand, the extra transmission time and energy induced by the CP
renders a loss in both spectrum efficiency and power efficiency, especially when the
channel has a long delay spread. However, since the CP inherently is a repetition
of the last several symbols of each block, it contains useful information about the
transmitted data and many studies have been carried out to exploit the redundancy
to improve equalization [48-60], channel estimation [61-65] and synchronization
[66-68], etc. This thesis will focus on utilizing the CP for equalization and channel
estimation.

Some studies are carried out in the context of non-iterative systems. For ex-
ample, [48] investigates the exploitation of CP in the SC-FDE system, where two
independent estimates are obtained from the two observations of the CP and are
combined together based on the maximum ratio combining (MRC) rule. For OFDM

systems, [49] and [50] assume that the length of the CP is designed to be longer than
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the maximum delay spread of the channel, and a portion of the CP, which is free of
interference from the preceding OFDM symbol, is used to improve the data detec-
tion. As an extension, [51-56] exploit the whole CP after performing interference
cancellation. Also, various methods such as the ML search, genetic algorithm and
Newton’s method are compared in [57,58]. Unfortunately, the performance gain of
these works is quite limited, for example, [52] shows 0.58dB gain over the conven-
tional OFDM system when the CP ratio is 1/4. Moreover, a very high complexity
is exhibited, for instance, the minimum mean square error (MMSE) method in [55]
features cubic complexity. In [59] and [60], a more sophisticated receiver is designed
and a greater performance improvement is achieved, but again it comes with a dra-
matic increase in complexity. In the light of turbo equalization [7,9,10], the methods
in [48-60] can all be extended to iterative receivers with proper adjustment. Also,
the CP can be utilized for joint channel estimation and data detection as in [62-65]

when the channel is unknown.

1.4 Thesis Contribution

This thesis considers the application of turbo equalization in SC-FDE and OFDM
systems and based on the minimum mean square error (MMSE) principle, various
equalization algorithms are proposed in order to exploit the prefix redundancy for
data detection and/or channel estimation. To facilitate the description of system
models and to develop low-complexity algorithms, Forney-style factor graphs (FFG)
and the Gaussian message passing (GMP) technique in factor graphs are employed.
The contributions of this thesis are summarized as follows.
1. We have proposed a low-complexity equalization algorithm for the iterative
SC-FDE system [69]. Compared to the conventional CP-discarding scheme,

a gain of 0.7dB is achieved under both the additive white Gaussian noise
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(AWGN) channel and the ISI channel when the CP ratio is 1/4 and the channel
is perfectly known at the receiver, with complexity of O(NlogN) per data block
per iteration, where N is the length of the data block.

. We have proposed a low-complexity equalization algorithm for the turbo OFDM
system [70,71]. Compared to the conventional CP-discarding scheme, a gain
of 0.97dB under the AWGN channel and 2dB under the ISI channels are
achieved when the CP ratio is 1/4 and the channel is known, with complexity
of O(NlogN) per data block per iteration. We have shown that when CP is
exploited for equalization in OFDM systems, the iterations between decoder
and equalizer are necessary for taking full advantage of the CP, since the use
of CP in equalization makes different sub-carriers dependent. We have pro-
vided an SNR analysis, which to the best of our knowledge has not appeared
in the literature before, to verify the performance improvement of the pro-
posed equalizer over the conventional equalizer. We have also investigated the
sensitivity of the proposed equalizer to the quality of the available channel
state information (CSI), and in the presence of channel estimation errors, the
proposed equalizer shows robustness in terms of BER performance.

. We have proposed a joint channel estimation, data detection and decoding ap-
proach for the turbo OFDM system [72,73]. The proposed approach employs
the expectation maximization (EM) algorithm via message passing and can
use CP for both data detection and channel estimation. After convergence,
a minimum square error of 10~* is achieved for the channel estimation per-
formance and the data detection performance is also close to that when the
channel is known. We have accommodated both the means and variances of
the channel estimate in the message passing EM algorithm, contrary to only

using the means in previous literature. We have discussed the different ways

17



1. Introduction

of using CP, i.e. for equalization/channel estimation only or both, and shown
that using CP for equalization is more beneficial considering the performance
gain that can be obtained and the complexity cost that comes with it. We have
discussed the different scheduling schemes in the factor graph and proposed
a novel scheme with complexity of O(NlogN) per block per iteration whose

BER performance is close to that of the known channel case.

1.5 Thesis Outline

The rest of this thesis is organized as follows.

Chapter 2 considers the MMSE-based turbo SC-FDE system when the channel
is known. First, the conventional turbo SC-FDE system model is interpreted as an
FFG and an equalization algorithm is derived. Then the normally discarded CP part
is presented similarly in an FFG and an algorithm that integrates the two FFGs is
developed accordingly. Complexity evaluation and simulation results are provided.

Chapter 3 considers the coded OFDM systems where turbo equalization is em-
ployed and the channel is known. Both the CP and the non-CP parts of the received
signal are presented in an FFG and an equalization algorithm is proposed to exploit
the CP redundancy. An SNR analysis is provided to verify the improvement of the
proposed algorithm over the conventional algorithm. Approximations are discussed
and a reduced-complexity version of the proposed algorithm is proposed. Impacts
of the approximations are investigated in terms of both complexity reduction and
BER performance. The sensitivity of the proposed reduced-complexity algorithm to

channel estimation error is also examined.

Chapter 4 considers joint channel estimation, data detection and decoding in
coded OFDM systems where turbo equalization is employed. First, models for the
CP observation, non-CP observation and the time correlation of the time-varying

channel are presented in three FFGs, and message passing process is described for
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each graph. Modification in the message passing EM algorithm is made to accom-
modate both the means and variances of the channel estimates in the system models.
When three graphs are combined, a larger EM algorithm is formed, and different
uses of the CP and scheduling schemes for message passing between graphs are dis-
cussed. A novel scheduling scheme is proposed as an effective trade-off between the
system performance and complexity. Complexity evaluation and simulation results
are provided.

Chapter 5 draws conclusions of this thesis and discusses future work.
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Chapter 2

Exploiting Cyclic Prefix in Turbo
FDE Systems

SC-FDE is one of the most important techniques to combat the severe frequency
selectivity of the channels in high-rate digital communications [37] and turbo equal-
ization is proved to be able to provide extraordinary performance [4]. When turbo
equalization is employed in SC-FDE systems, namely, turbo FDE [74], the com-
plexity of the receiver can be reduced to O(NlogN) per data block per iteration,
where N is the length of data block. As a result, turbo FDE can achieve superior
performance with limited complexity, making it a promising technique for commu-
nications under frequency selective channels. In a turbo FDE system, the CP is
typically discarded at the receiver before any further processing. In this chapter, on
the contrary, we take advantage of the redundancy imposed by the CP and make
use of all the observations for equalization purpose. To the best of our knowledge,
little research has been done in this regard for turbo FDE systems.

We consider the MMSE-based turbo FDE systems. First, we interpret the con-
ventional turbo FDE system as an FFG, and an equalization algorithm is derived

based on the GMP technique [29]. Then the normally discarded CP part is presented
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similarly using an FFG. An algorithm that integrates the two FFGs is developed
accordingly. As a result, two extrinsic messages about the data are obtained rather
than one. A symbol-wise combination of the two messages produces a better esti-
mation of the data symbols. With proper approximations, the proposed algorithm
is evaluated to achieve the same order of complexity as that of the conventional
one, i.e. O(NlogN) per block per iteration. Simulation results verify that at 1/4
CP ratio, a gain of around 0.7dB is obtained for both 16QAM and 64QAM systems

compared with the conventional algorithm.

2.1 System Model

Consider a turbo FDE system as shown in Fig. 2.1. The information bits are

encoded, interleaved and then applied to a mapper/modulator. Let x be the QAM

modulated symbol sequence, x = [zg,z1, ...,a:Z]T, where Z is the length of the

sequence. By partitioning the frame x into K length-N blocks (assume Z = KN),
T T

we have x = [Xo ey X s ...,Xﬂ_l]T, where X, = [0, T.1 - :ck,N,l]T, k=0,.., K-
1. The cyclic prefix (CP) of each block, Xy, is formed by
Xp = A Xy = [Tp,N_P, T N—P+1s - xk,N—ﬂT (2.1)
. <T 11T
where A = [ Opx(v—p) Ip ] and it extends the block x; to s, = [Xk,Xk} )
PxN

For the CP to be effective, we require P > L — 1, where L is the length of the

channel.
Given the transmitted sequence s = [s{,s], ...,s};fl}T = [0, 51, .., sK(Ner)}T,
the received symbols are
L1
ri=Y huysi+n, i=0,..,V (2.2)
1=0

where V = Z +KP+ L —1, h;; is the [th tap of the channel at time index ¢, and n;
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Figure 2.1: Block diagram of a turbo FDE system.
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Figure 2.2: Data structure of a turbo FDE system. (a) Transmitted signal (b) Received

signal

is the complex additive white Gaussian noise (AWGN) with zero mean and variance
202,

In the following, we assume that the channel is Quasi-static, i.e. the L channel
taps vary from block to block but remain the same within a block. As illustrated in
Fig. 2.2, corresponding to s, = [X}, X;ﬂT, each received block can be split into two

parts, rj, = [Sf{,yﬂT. The term yy, is given by
yk:xké@hk—i—nk, ]CZO,...,K—l (23)

where “®” denotes the circular convolution, h; represents the channel that x; un-
dergoes, and ny, is the noise vector with mean vector 0 and covariance matrix 2021.
) k

The other term yy is
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for k =1,..., K — 1. Here, “¥” denotes the linear convolution and n; is the noise
term of length P. Tail(-) and Body(-) are two truncation functions, which return
the last L — 1 symbols and the first P symbols of the vector in (-), respectively.
Tail(-) also pads P — L + 1 zeros at the end in order to be of the same length as
Body(-) and ng. Specially, for & = 0, we have yq = Body (X * hg) + ny, and for
k=K, yx =Tail (Xg_1 xhg_1) + D, where yx and ng are also of length P.

Alternatively, we can write (2.4) in matrix form as
where T and B are two matrices, both of size Px G, G=P+ L —1

I
T = 0P><P , B = |: IP OP><(L—1) :| . (26)

Op—r11)x(L-1) e PxG

Linear convolution after proper zero-padding and circular convolution in time
domain can be transformed into multiplication in frequency domain by discrete

Fourier transform (DFT) operations. Therefore, (2.3) and (2.5) can be rewritten as

Y = F%HkFNXk + ng, (27)

where H;, and ﬂk are the DFTs of the channel h;, with sizes N x N and G x G

respectively,
) ) hy,
H, — Diag (x/NFNhk) . with By = , (2.9)
0
- - Nx1
N . . hy,
i, = Diag (\/EFth) . with Ty = , (2.10)
0
- - Gx1
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and the use of Q is to add L — 1 zeros at the end of x;

I
Q= . (2.11)
O—1)xp
GxP

In fact, (2.7) represents the model of the conventional FDE systems, where CP

is discarded and only yj is utilized for further processing. On the other hand,
(2.8) offers a description of the CP part, which is normally ignored. As we can see
from (2.7) and (2.8), each data block x;, actually experiences two channels and two
observations are obtained at the receiver, y, and y,. In the next section, we will

present models (2.7) and (2.8) in factor graphs [29] and use the Gaussian message

passing technique [29] to exploit all the observations for equalization purpose.

2.2 Graph Based Equalization Algorithms

2.2.1 Conventional Equalizer

Fig. 2.3 depicts the FFG of the kth block of the system model (2.7) and Fig. 2.4
presents the block structure of the whole system for model (2.7). As can be seen
from Fig. 2.4, each block is independent of others. Based on the message passing
rules in [29], the conventional equalization algorithm is derived and proceeds in the

following steps S1-5S4.
S1. Initialization

In each iteration, the soft decoder outputs the extrinsic log-likelihood ratios (LLRs)
about the coded bits and the LLRs are then interleaved and converted into prob-
abilities about the symbols. Parameterized by mean vector m;” " and covariance
matrix Vi for block k, k = 0,..., K — 1, these probabilities of the data symbols
are fed into the equalizer as the a priori information [9,10,25].

It is reasonable to model the a priori covariance matrix V;” " as a scaled identity
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_______________

' BlockO ! --- !Blockk ' ... Block K-I!

Figure 2.4: Block structure for the system described by (2.7).

matrix, since a) symbols within a block can be considered independent of each other
due to the employment of the interleaver, rendering the matrix diagonal, b) it is a
common practice [9,10,25] to approximate the variances of the symbols within a

block by their average oy, k = 0,..., K — 1, ie. o = & SV v,

where v is
the a priori variance of the symbol xj;. Thus, the forward message at b; in Fig.

2.3 can be given by

M, = m™, V, = V7 =1L (2.12)

k

Note that in Fig. 2.3, the reference of points by, ex, etc, are only for notational
convenience (in particular for notational consistency with Fig. 2.5); for instance,

the mean vector and covariance matrix at point by in fact are the mean vector and
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2.2. Graph Based Equalization Algorithms

covariance matrix of the variable x;.
S2. Backward message at b

According to rules (II1.6) and (IIL.5) in [29], we can obtain the backward message
at b, based on the observation and the noise characteristics. With ﬁek =y and

<\76k = <\7nk = 3,1, where 8, = 202 is the noise power, we have

-1
vbk Ebk = B;;lFﬁHkHFNYka (2.13)

-1
V., =/ FUHIHFY. (2.14)

S3. Combination

Based on rules (I1.3) and (II.1) in [29] and using (2.12)-(2.14), the marginal message

at point by can be determined by

my,, = F¥ (a; T+ ;" HIH,) ™ (ap 'Fym{™ + 8, HIFyyy) | (2.15)

1

Vi, =Fy (a;'I+ 8, 'H/H))  Fy. (2.16)

S4. Extrinsic Information

Following the relations (14) and (15) in [25], the extrinsic information of each symbol

xy; can be calculated as

ext __ emt post |, post apm' apri
mxk,i - -'Ek i ( xk i /Umk i ka,i U-'L'k,i > ) (217)
¢ t N
ext __ pos apri
Vg, = (1/7} 1/vxk’i> (2.18)

where mp"sf and map’": are the ith entry of the mean vector m,, and m{”" respec-
tively, and vg‘;i_t and vgf!’j are the ith diagonal entry of the covariance matrix Vy,
and Vi7" respectively.

Note that V,, in (2.16) is a circulant matrix and only its diagonal elements are

of our interest. Thus, the a posteriori variances of the symbols within a block are
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2. Exploiting Cyclic Prefix in Turbo FDE Systems

Figure 2.5: FFG of the kth block of the system model (2.7) and (2.8).

all identical by nature, i.e. for i =0,.... N — 1,

1 N-1 -1
08 H
j=0

2.2.2 Proposed Equalizer

The FFG of the kth block of the system model (2.8) is shown in Fig. 2.5. Fig. 2.6
presents the block structure of the whole system for both model (2.7) and model
(2.8). As we can see from Fig. 2.6, each block is connected with its two adjacent
blocks, except for the first block and the last. For Block 0, we consider the incoming
message from the left side as a degenerate deterministic Gaussian message, i.e.
ag , = 0 and 7§ . = 0, and for Block K — 1 the tail symbols are taken as
the incoming message from the right side, i.e. ﬁgK ., =¥k and ng . = Va,.

In the following, an equalization algorithm that exploits both model (2.7) and

model (2.8) is proposed and it proceeds in five steps S1-S5. Note that S1-S4 only take
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0 . Block0 > ---—»! Blockk > -

l;’;-l-y‘o L-l-y:k- l-)’k Y- wYE-1 yYK

Figure 2.6: Block structure for the whole system described by (2.7) and (2.8).

the contribution of y; from model (2.8) into consideration and only one extrinsic
information for x, k = 0, ..., K — 1 is calculated; in S5, the extrinsic message ob-
tained from model (2.7) in Section 2.2.1 is added in and combined with the extrinsic

message obtained from (2.8) on a symbol level.

S1. Initialization

In line with (2.12) in S1 in Section 2.2.1, the forward message at point by, is given

by
oy = (QA)m”" = (m@" . om0,...,0)7, (2.20)
7 5, = (QA) ) VP (QA)T = Diagloy, ..., ax, 0, ..., 0). (2.21)

S2. Forward message at point ¢,

According to rules (II1.2) and (III.1) in [29], the forward message at ¢ is obtained

as

m;, = FIH,Fni; (2.22)

b

V., = FIAF.V, FIAIE,. (2.23)
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S3. Backward message at point ¢,
Applying rules (I11.2) and (II1.1) in [29] again, the message passed from Block k—1,

which is also the forward message at gi_1, is

ni;, , = Tﬁégfl, (2.24)
v

—TV. TV (2.25)
€r—1

Jk—1
Then with rules (I1.10) and (I1.8) in [29] for the adder node, we have

— i, (2.26)

ﬁfk =Yk
V; =V +Va (2.27)

where similar assumption is made as in S2 in Section 2.2.1, i.e. Vi, = B¢l and
By = 202. Next, rules (IT1.6) and (II1.5) in [29] brings us to the backward message
at point €, as
-1 R
V. i, =B'V;in;. (2.28)

—1 H —1
V. =B"V; B, (2.29)

and by substituting (2.24)-(2.27) into (2.28) and (2.29), we get

1 -1
V', =B (TV, Ty ga) (5 - T, ). (2.30)
-1 -1
v, - <T7ég+1TH +6inl) B (2.31)

A similar process as the derivation of (2.30) and (2.31) passes the messages from

Block k + 1 to Block k and produces the backward message at €, as

-1

—1
& ﬁég =T" (BVEHBH + 5k+11> (S’kﬂ - Baé;m) ; (2.32)

-1

-1
o =T (3752 BT Bal) T (2.33)
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Specially, when £k = 0 and k = K — 1, we have

-1 ~ 1 .
A ﬁég = [y 'B"yy, vég = 3, 'B"B, (2.34)
-1 — B ~ 1 -
é/[,(ilmé/;{il = BKlTHYKa vé/};71 = ﬁKlTHT. (2,35)

The backward message at € in (2.30) and (2.31) and the message at ¢ in (2.32) and
(2.33) are combined together at the equality node based on rules (I1.3) and (IL.1) in

[29], yielding the backward message at point & as

e, = Ve, (Vi + Vim,), (2.36)
Vo= (Vi + V) (2.37)

S4. Backward message at point b,

To reduce the complexity caused by matrix inversions, we approximate the two

covariance matrices V & in (2.23) and Vek in (2.37) as diagonal matrices, as follows.
7 1 H

& = Mil, = — g (fI ) (fI ) , 2.38

A Hh (;j:ﬂ )5\ ) g (2.38)

and
V. =\ (2.39)

AL = é Z (L= 1) (p—1+8k)+ (P — L+ 1)+ (L — 1) (pthr1+Brs1)] - (2.40)

But for the mean vectors, we still use the exact calculations, i.e. (2.22) for ﬁék and

a simpler form of (2.36) for ;, as

(E@LZ (¥x) L-1<i<P-1 (2.41)
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Thus, to obtain the extrinsic information at point l;k, we can follow the procedure
in Section 2.2.1, i.e. (2.15), (2.16), (2.17) and (2.18), by replacing (M o) with
(ng, a}.), where a, is the average of the diagonal elements of the matrix in (2.21),
o = gak, and also replacing (y, Sx) with (ﬁék, k).

S5. Combination

Now we have obtained two extrinsic messages of x;, one from model (2.7) indicated

exrtl
by <,
erxtl __ extl extl __  extl .
me, . =my’, vt =, =0, N =1, (2.42)
and one from model (2.8) indicated by “*?,
ext2 __ gxt2 ext2 __ g:vt2 . - o
Mg L =T Up =T 1= N—-P,...,N—1. (2.43)

Applying rules (I.3) and (IL.1) from [29] on a symbol level, we merge the two

messages as

for0<i<N—-—P—1,

met = mit, et = o, (244
for N—P<i<N-1,
ext __ ezt extl emtl ext2 ext2
me = Vg ( v g gy ) (2.45)
-1
vt = (1 Jos 1 1o em) . (2.46)

2.2.3 Discussion

There are several scheduling methods in terms of the message passing in a graph.
This chapter only demonstrates the simplest way, as shown in Section 2.2.1 and
2.2.2. In both sections, the extrinsic information coming from the soft decoder is

taken as the a priori message for the equalizer, i.e. m;"" and V;”"". However, one
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can easily replace the a priori message in one section by the a posteriori message
obtained from the other section, e.g. replacing m{*™ in (2.20) and V& in (2.21)
by m,, from (2.15) and V,, from (2.16), respectively. In that case, a better a priori
information of x; is inputted to the equalizer, and a better extrinsic information
may also be obtained at the output.

In regard to the complexity of the conventional equalization algorithm, the cal-
culation of the a posteriori means mggi’f is the most computationally intensive part.
As we can see from (2.15), 2 DFT operations of length N are required per block per
iteration to get my,, since the calculation of Fyy; only needs to be done once for
each block before the iteration starts. In implementation, the DFTs can be efficiently
handled by FFTs, yielding a complexity of O(NlogN) per block per iteration. The
calculation of the a posteriori variances vg‘;i,t in (2.19) and the abstraction of the
extrinsic mean and variance in (2.17) and (2.18) are neglectable, since only scalar
level computation is needed.

The extra complexity that the proposed algorithm brings about, mainly comes
from the message passing for model (2.8). With the approximations we made in
(2.38) and (2.40), the calculation of <\75k reduces to scalar level. From (2.41) and
(2.22), we can see the calculation of Eék results in 2 length-G' DFTs per block per
iteration because the 4 DFTs in (2.41) are shared by two adjacent blocks. The
repeating process mentioned in S4 in Section 2.2.2 generates 2 more length-G DFT's
as analyzed in the last paragraph. Thus the additional complexity that the proposed
algorithm requires is O(GlogG) per block per iteration.

As a result, the proposed equalization algorithm makes use of models (2.7) and
(2.8) and exploits all the observations at the receiver, but with proper approxima-
tions, it attains the same order of complexity as that of the conventional algorithm,

i.e. O(NlogN) per block per iteration.
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BER
S

Conventional System
— — - Proposed System
10°H + AWGN

> ISl channel, 1st iteration
O ISl channel, 2nd iteration
O ISl channel, 10th iteration

2 3 4 5 6 7 8
E/N, (dB)

Figure 2.7: Performance comparison of the conventional system and the proposed system

with 16QAM, Gray Mapping under AWGN/ISI channel.

2.3 Simulation Results

A rate-1/2 convolutional code (23,35)s, an S-random interleaver and the BCJR-
based decoder are employed. Each frame is set to have 64 blocks and each block
consists of 64 symbols, N = 64. With CP ratio 1/4, i.e. P = 16, each block
is extended to have 80 symbols. The wide sense stationary uncorrelated scattering
(WSSUS) model is adopted for the ISI channel. All the channel taps are independent
of each other and the auto-correlation of each tap is the zeroth order Bessel function
of the first kind. For each block, 17 coefficients are independently generated, L = 17.
Perfect channel state information (CSI) is assumed to be available at the receiver.
The channel energy is normalized to 1, i.e. E [|]hk||2} = 1, and the uniform power
delay profile applies. For each Ej/N, point, 105 frames are simulated to get an

average bit error rate (BER).
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BER
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Conventional System
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6 7 8 9 10 11 12 13 14
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Figure 2.8: Performance comparison of the conventional system and the proposed system

with 64QAM, Gray Mapping under AWGN/ISI channel.

Fig. 2.7 and Fig. 2.8 show the BER performance of the conventional system
and the proposed system with 16QAM/64QAM modulation, Gray mapping over
AWGN/ISI channels. As expected, the proposed equalization algorithm delivers a
lower BER curve thanks to the extra information obtained from the CP. A gain
of around 0.7dB is achieved with respect to the E,/Ny at 107°, and it applies to
both 16QAM and 64QAM modulations over both the AWGN channel and the ISI
channel.

For both of the conventional system and the proposed system, the BER perfor-
mance under the ISI channel improves as the number of iteration increases, and it
eventually converges with that of the AWGN channel at high SNR. The only differ-
ence is that the proposed system ISI curves are bounded by lower AWGN curves.
Note that the proposed system does not necessarily outperform the conventional one

at all iterations. It becomes superior only after the second iteration for 16QQAM and
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the fifth iteration for 64QAM. This is because, with the assumptions we made in
Section 2.2.2; poor extrinsic information is passed out at the first several iterations
from model (2.8). But as the iteration proceeds, better estimation is obtained and

the proposed algorithm starts to surpass the conventional one.

2.4 Summary

This chapter considers the MMSE-based equalization algorithms in turbo FDE sys-
tems. By exploiting the information contained in the CP, the proposed equalization
algorithm achieves a gain of around 0.7dB at 1/4 CP ratio for both 16QAM and
64QAM systems with Gray mapping over AWGN or ISI channel. In the meantime,
the complexity is maintained at the same order as that of the conventional algo-
rithm, i.e. O(NlogN) per block per iteration. Furthermore, such improvement can
be anticipated for many other communication systems, such as the OFDM system,

where cyclic prefix is also employed.
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Chapter 3

Exploiting Cyclic Prefix in OFDM

Systems With Known Channel

In OFDM systems, cyclic prefix insertion and removal enables the use of a set of
computationally efficient single-tap equalizers at the receiver. Due to the extra
transmission time and energy, the CP causes a loss in both spectrum efficiency and
power efficiency. On the other hand, as a repetition of part of the data, the CP
brings extra information and can be exploited for detection. Therefore, instead of
discarding the CP observation as in the conventional OFDM system, we utilize all
the received signals for equalization.

We consider the coded OFDM systems where turbo equalization is employed. We
present the models of both the CP and the non-CP parts of the received signal in an
FFG [29]. Then based on the computation rules of the FFG and the GMP technique
[29], we develop an equalization algorithm, which exploits the prefix redundancy
and enhances the system performance. With proper approximation, we propose a
reduced-complexity algorithm without compromising the BER performance. The
complexity of the reduced-complexity algorithm is O(2RNlogN +4RGlogG +2RG)

per data block for R iterations, where NN is the length of the data block and G is
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3. Exploiting Cyclic Prefix in OFDM Systems With Known Channel

equal to P 4+ L — 1 with P the length of the CP and L the maximum delay spread

of the channel. We summarize the contributions of this chapter as follows.

1.

For exploiting the CP in OFDM systems, the equalizers proposed in the litera-
ture such as [55] and [56] are at least of O(NN?) complexity per data block per it-
eration, while our proposed reduced-complexity equalizer is only of O(NlogN)
per data block per iteration, therefore making it desirable for use in practical
applications.

Our proposed equalizer utilizes the full CP observation after interference can-
cellation and the tail of each block in the succeeding block (see the grey tri-
angles in Fig. 3.2(b)) as well, while previous equalizers such as [50], [55] and
[56] only make use of the CP or part of the CP for detection. As a result,
simulation results show that our proposed equalizer achieves 1dB performance
gain over the MMSE equalizers in [55] and [56] and 2dB gain over the MMSE
equalizer in [50] for the system setup in Section V.

An SNR analysis is provided to verify the performance improvement of our
proposed equalizer over the conventional equalizer. Such an analysis for ex-
ploiting the CP in OFDM systems, to the best of our knowledge, has not
appeared in the literature before.

For AWGN channel, we have demonstrated that it is necessary to use an
iterative receiver (i.e. turbo receiver) to take full advantage of the CP energy
in OFDM systems. A bound of 0.97dB for 1/4 CP ratio is achieved within
two iterations.

We have also investigated the sensitivity of the proposed equalizer to the qual-
ity of the available CSI. In the presence of channel estimation errors, our pro-

posed equalizer is robust in terms of BER performance.

In the future, with the aid of interference cancellation among the signals from
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different transmit antennas, it is also possible to apply the proposed factor graph
based approach and its associated approximation in multiple-input multiple-output

(MIMO) OFDM systems|75].

3.1 System Model

Consider a coded OFDM system as depicted in Fig. 3.1. The information bit stream
is encoded by a channel encoder, then the coded bit stream is interleaved and
mapped onto an M-QAM symbol sequence u, u = [ug,uy,...,uz_1]7. This se-
quence is partitioned into K blocks, each of length N, where we assume Z = KN.
The kth block is denoted by wy, = [wgn, wgnt1, - Ugsnn-1]", & = 0,..., K — 1.
An N-point IFFT is applied on ug, producing x; = Filu,. By copying the last
P samples of x;, to its front, the CP is formed, which we denote by X, = Axy,
where A = Opx(n—r) Ipxp |- For the CP to be effective, P > L — 1 is required,
where L is the maximum delay spread of the multipath channel. The extended block
Sk = [Tt 1)N=Py s Tt )N—15 TEN 5 -+ x(kH)N,l]T, is of length M, M = N + P. The
symbol sequence s = [sg, 51, ...,571]7 = [s¢,sT,...;sk |7, where J = KM, is trans-

T

mitted over the channel, and at the receiver side, the sequence r = [rg, 71, ..., "v_1]",

where V = .J + L — 1, is observed, and
L—1
szzhj,l'sj—l+nj7 ]:()77‘/_1 (31)
1=0

where {h;;,l =0,..., L — 1} is the CSI at time j, and {n;} is the AWGN noise with
zero mean and variance 202. In this chapter, we assume that the channel is quasi-
static[24], which means that the channel remains the same within the duration of a
block but it may vary from block to block.

As shown in Fig. 3.2, corresponding to si, the counterpart block at the receiver

Tk = [ThM, TEM 415 - r(k+1)M+L,2]T, is always L —1 symbols longer than s, because of
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. u x s
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Figure 3.1: Block diagram of a coded OFDM system.
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(b)
Figure 3.2: Data structure of a coded OFDM system. (a) Transmitted signal (b) Re-

ceived signal

the multipath channel. In conventional OFDM systems, the CP is usually removed
at the receiver, and only the part yx = [rkamsp, Tem+p—1, ...,r(kH)M,l]T is used for
further processing. This part can be modeled as the circular convolution of the data

block x; and the channel h;, as follows.
yk:hk(@xk—l—nk, kZO,...,K—l (32)

where “®” denotes the circular convolution, h; is the multipath channel that x
undergoes, hy = [A), b, ....ht 1T and ny is the AWGN vector with mean 0 and
covariance 20°1.

The rest part of r, is a combination of the CP observation and the first L — 1

received symbols of the next block. It is of length G = P + L — 1 and denoted by
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Vi = [FkMs TRMA1: ooy TEM4+P—15 T(k+1)M ) - Tkt 1)M+L—2) - Note that yj, contains the

interference from adjacent blocks s;_; and sy, which we denote by wi*} and wj<?,

respectively. Let tail(-) and head(-) be two truncation functions, which return the
L—1 tail and the L —1 head symbols of the sequence in the parentheses, respectively.

Then the interference terms wi*, and w}% can be given by

wih =[tail(hg_q * Xj_1), 01xp)" (3.3)
wiesd =0y, p, head(hyi1 * Xpy1)]" (3.4)

for k = 1,..., K — 2, where “x” denotes the linear convolution. For k£ = 0 and

k=K — 1, we have
tail head

W_1 :0G><17 Wi = OG><1. (35)

Modeled as the linear convolutions of the block x; and the channel hy, this part of

observation, yi, can be written as
Vi = hy * Xy + Wit + wicad 4 fy, k=0,.,K—1 (3.6)

where n; denotes the AWGN vector of length G. For notational simplicity, we put

the last three terms of (3.6) together as one error term

vy =W 4+ wiedt + iy (3.7)
As a result, (3.6) becomes

Since linear convolution after proper zero-padding can be transformed into cir-
cular convolution, and circular convolution in the time domain can be transformed

into multiplication in the frequency domain by DFT operation, we can rewrite (3.2)
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and (3.8) as

yi = FEH,Fyx;, + ny, (3.9)

where Q = [Ipxp Opx(Lq)}T is to adapt X for the DFT operation by adding

L — 1 zeros to its end and
T
H, = Diag (VNFyhy), with by = { WY Onov_s) ] , (3.11)
T
H; = Diag (\/EFGEk>, with by = { h? 0.c_1) ] : (3.12)
Substituting x; = F&u,, and %, = Ax;,, into (3.9) and (3.10), respectively, we have

Vi = F%Hkllk + ng, (313)

Ve = FEH,Bu,, + vy, (3.14)
with B = FGQAFX. The term v, can also be written in a similar form as
Vi = flk; + CFgﬁk_lBuk_l + CHFgI:Ik+1BUk+1 (315)

where the matrix C and its Hermitian transpose C¥ function as tail (-) and head (-),

respectively, and

Oi-1xp Liz—n)x@-1)

C= . (3.16)
Opxp Opx(z-1)

3.2 Factor Graph Based Equalization Algorithms

In this section, we present the models (3.13) and (3.14) in a factor graph, and based

on the computation rules of the graph, we develop an equalization algorithm that
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utilizes all the received signals.

3.2.1 FFG of Model (3.13) and Model (3.14)

According to model (3.13) and model (3.14), we can draw an FFG as illustrated
in Fig. 3.3. The conventional equalizer only uses the yj part of the observation,
which corresponds to model (3.13) and the right branch of the graph, whereas the
proposed equalizer utilizes both yj and yy, which are related to models (3.13) and
(3.14), which are represented by the right branch and the left branch of the graph,
respectively.

In each iteration of the receiver, the soft decoder outputs extrinsic log-likelihood
ratios (LLRs) about the coded bits, which are then interleaved and converted into
probabilities about the data symbols. Characterized by the mean vector ﬁak and
the covariance matrix 7%, these probabilities are fed into the equalizer as the a
priori information. Then based on the a priori information, the observation and the
channel information, the equalizer produces extrinsic means m¢** and variances V¢
about the data symbols. These means and variances are passed onto the de-mapper
where they are converted back to LLRs. Then these LLRs are de-interleaved and
fed into the soft decoder serving as the a priori information.

At the first iteration, we set the a priori information of the equalizer to R{ak =0
and 7% = I because a) the M-QAM constellation points A;, i = 0,..., M — 1, are
assumed to occur equally likely, and the mean of a symbol is ﬁ Zi]\ial A; =0, the
variance of a symbol is 7 Zf\igl |A;|> = E, and the symbol energy E is normalized
to 1, i.e. E =1, b) the equalizer is assumed to know about a) at the first iteration,
but there is no information coming from the decoder. For other iterations, it is a
common practice to model 7% as a diagonal matrix, since symbols within a block
can be treated as independent of each other due to the use of the interleaver.

For the conventional equalizer when applied in an iterative system, the a priori
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Figure 3.3: The kth block of the Forney-style factor graph for both conventional and

proposed equalizers in an OFDM system.

information (ﬁak, 7%) is of no use in the calculation of the extrinsic information
(m§*, Vert), All the sub-carriers are independent of each other in the frequency do-
main, and the a prior: information of one symbol does not contribute to the extrinsic
information of the others in the same block. However, for the proposed equalizer,
the a priori information is very useful. Details are provided in the following two
subsections, where the message passing process is described and points ay, b, ¢k, €x

and € in Fig. 3.3 are used to indicate the location of the message in discussion.

3.2.2 Message Passing for the Conventional Equalizer

1. As the noise is with zero mean and 202 variance, following the rules (I1.10)

and (I1.8) in [29], the backward message at point ey is given by
M, =y, V., =fly (3.17)
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where 8 = 202. Applying the rules (II1.6) and (II1.5) in [29], we have the

backward message at point by as

ka i, = 87" H{'Fyy, (3.18)

W,, = 5 'HI'H, (3.19)

-1
where ka ﬁbk is the transformed mean vector, and ka = <\7bk is the weight

matrix. This message can also be written in the mean/covariance form as

m,, = H,'Fyys, (3.20)

k

V,, = [51H£Hk}_l. (3.21)

. Combining the backward message at point b, with the a priori message of uy,

we have the a posteriori message or marginal message of u; as

-1
W, my, =W, iy, + V,, i, (3.22)

-1
W, =W, + V, . (3.23)
To extract the extrinsic information of each symbol in ug, we use the relations
(14) and (15) in [25]. Since ‘ka and 7% are diagonal, the extrinsic variances

and means of the data symbols in the kth block, £ = 0,..., K — 1, can be

written as

Vet = [Wuk - 7;:} TV, (3.24)

mzzt — szt [Wukmuk . v;jaak} _ Ebk- (325)

Note that from (3.24) and (3.25), the extrinsic information is exactly the same

as the backward message at point by, and that there is no term associated with the

a priori information in the expression of the extrinsic information, i.e. the a priori
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3. Exploiting Cyclic Prefix in OFDM Systems With Known Channel

information does not contribute to the extrinsic information in the conventional
equalizer case.

Once the extrinsic means and variances about the symbols are available, we can
use (16) in [25] to calculate the LLRs about the coded bits. The equalizer presented

here is the same as the conventional soft-output equalizer mentioned in [75].

3.2.3 Message Passing for the Proposed Equalizer

1. As shown in Fig. 3.3, the right branch of the graph for the proposed equalizer
is exactly the same as the graph for the conventional equalizer. Therefore, the
forward message at point ¢, is the same as the a posteriori message of uy in

the conventional equalizer. Using (3.22), (3.23) and (3.18), (3.19), we have

-1
W,, i, = V, M, + 5 HIFyy;, (3.26)

-1
W, =V, +pHIH,, (3.27)
or in the mean/covariance form as

m, = V., (7;:?1% 4 FNyk), (3.28)
V

- (7;: + 57 'H] Hk> o (3.29)

Ck

2. Using rules (I1.10) and (IL.8) in [29], we have the backward message at point

€ as

e, = §4 — Wy, Ve, = V. (3.30)
The mean vector of vy in (3.15) is updated using Bck_l and chn which are
the latest mean vectors about ug_; and ug, 1,

Bv;c = CF{¢, , + CFEg, (3.31)
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with &, = I;IkBﬁck. Using (3.15), we approximate the covariance matrix of

Vi by
vvk = Mg (3.32)
where
= , ,
A =20%+ = [t (L= 1= D[R [+ et [ ] (3.33)
G5
| N )
M= > (W, ). (3.34)
i=0
Based on rules (II1.6) and (II1.5) in [29], the backward message at point ¢y is
W, ., = \;'BYRIFG (7, — mhy,) | (3.35)
W, =\, (3.36)

where W), = BHI:IkHI:IkB.
. To obtain the a posteriori message at point cx, we first have the covariance

matrix as
-1 -1 -1
Ve, = (W + W) = (7% +ATHIH ) (337)

For the mean vector, by substituting rule (I.1) into rule (I1.6) in [29], we get
m = m + V(W% Wﬁ) Using (3.35) and (3.36), the a posteriori mean

vector at point ¢ is given by

ro Vck (ch ﬁck - ch 8%)

—mi,, +A; 'V, B7H! [FG (7% — My, ) — FIkBBCJ . (3.38)

me

Then according to rules (II.5) and (II.6) in [29], we have the a posteriori
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message of uy as

my

—m,, V. =V,. (3.39)

k

4. To calculate the extrinsic information of each data symbol, we extract the a
posteriori mean /variance of the symbol, and subtract its a priori mean /variance

using the relationships (14) and (15) in [25] as

Vit ={ [ (Vi) s . 7;:}_1, (3.40)
it =V (Vi) | o, — V). (3.41)

As shown in (3.39) and (3.37), different from the conventional equalizer, the a
posteriori covariance matrix Vy,, for the proposed equalizer is not diagonal, and the
a posteriort variances of the data symbols are given by the diagonal entries of V, .
Due to the existence of the non-zero off-diagonal entries in Vy,, the a posteriori
information of a symbol includes the a prior: information of other symbols in the
data block, and even after subtracting the a priori information of its own (see
(3.40) and (3.41)), the a priori information of other symbols is still contained in the
extrinsic information of the symbol.

We summarize the proposed algorithm as Parts A, B, and C1 in Table 3.1. Note
that this equalizer features a higher latency than the conventional equalizer and some
of the works in the literature such as [50], [55] and [58]. However, such a latency
is intrinsic to a turbo receiver due to the use of the interleaver/de-interleaver. In a
turbo equalization system, the whole sequence associated with a codeword must be
processed before it can be passed on to the equalizer or the decoder.

Note also that Fig. 3.3 is cycle-free since it only depicts the kth block of the
whole Forney-style factor graph. If we consider all the k£ blocks, £ = 0,..., K — 1,

the dependence of vi on u;_; and ugy; in model (3.15) results in cycles in the
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3.2. Factor Graph Based Equalization Algorithms

Table 3.1: THE PROPOSED EQUALIZATION ALGORITHMS WITH AND WITHOUT APPROX-
IMATION

A. Initialization:

1. The blocks yx, yx, k =0, ..., K —1, are observed. The channel state information
h;, k = 0,..., K — 1 and the noise variance 3 = 202 are either assumed to be
known or made available by estimation.

2. At each iteration, the a priori information (ﬁak, 7%) is fed into the equal-
izer and the following steps are executed to calculate the extrinsic information

(mixt, Vz“”t). Variables associated with indices —1 and K are treated as zero.

B. Calculations of ch, ﬁck, Ax and &
1. for k=0,..,.K—1
-1
(a) W, =V, + B 'HIH,

N-1

0) w =y > (W),
=0
(©) We, =W, [V, Ba, + 5 HI Fry,]

end for
2. for k=0,... K -1
L-1
@) M= B+E T [ (L= 1= ) B [P+ it [ ]
(b) &, = H;Bni,,
end for
C1. Exact calculations of V§{*' and m{*":
for k=0,..,. K -1
(2) Vi = [We, + 2,19 -
(b) my, =m,, +\; 'V, B H] {FG (y1 — CFE&,_1 — CTFEE,,) - €k]

() Vit = { [(Vuk)diag} - 7;:}71
(d) mf*t = szt{ {(Vuk)diag} 71muk - \_f);:r_ﬁak}
end for
C2. Approximated calculations of V§{*' and m{"’:
for k=0,..,. K -1
(a) Vet = [5*1H,€H H, + A,;lqak} o

(b) me = V;ﬂ{ BYHEF yyy, + A\ '@, + Ap  BTHY

. [FG (yr — CFi&, , — CHFgka) - 54 }

end for
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Table 3.2: COMPLEXITY OF THE PROPOSED ALGORITHM IN SECTION 3.2.3 AND THE
PROPOSED REDUCED-COMPLEXITY ALGORITHM IN SECTION 3.2.4

The Proposed Algorithm The Proposed Reduced-complexity Algorithm
H;, H, | O(NlogN + GlogG) Hy, H, | O(NlogN + GlogG)
Wy, O(N3) Py, O(NlogN + GlogG)
HIFyyy, | O(NlogN + N) HIFyyy, | O(NlogN + N)
& O(RNlogN + RGlogG + RG) & O(RNlogN + RGlogG + RG)
Vau, O(RN?) m§* O(RNlogN + 3RGlogG + RQG)
m,, O(RN? 4 RNlogN + 3RGlogG + RG)

graph. Thus, in order to use the GMP technique (which is a special case of the sum-
product algorithm [27]), some scheduling schemes regarding the message passing
must be employed. [27] suggests a serial scheduling scheme and a flooding scheduling
scheme. The algorithms shown in Table 3.1 can be treated as a hybrid scheduling
scheme, which passes messages within a block in a serial manner and passes messages

between blocks in a flooding manner.

3.2.4 The Proposed Reduced-Complexity Algorithm

In general, for an N-point block, the complexity of the FF'T operation is O(NlogN),
while matrix multiplication is O(N?), matrix-vector multiplication is O(N?) and ma-
trix inversion is O(N3). Therefore, it is desirable to avoid the matrix multiplication,
matrix-vector multiplication and matrix inversion and use FFT or other means of
implementation instead. As seen from (3.36), in the proposed algorithm there is a
full matrix Wy, and its calculation involves not only FFT operation but also matrix
multiplication. Moreover, because of the existence of ¥, matrix inversion occurs in
the calculation of V,,, (see Cl.a in Table 3.1) too. Since the calculation of m,,, and
V,, needs to be done every block and in every iteration, a very high computational

demand is incurred.

50



3.2. Factor Graph Based Equalization Algorithms

To reduce the complexity, we make the following approximation
-1
Vo, = {\Tv}ck R (3.42)

where &, = (\I’k) diag® Since ch is diagonal, V,, becomes a diagonal matrix
too. However, its diagonal entries are still different from the exact values (i.e.
[(ch + )\,lellk)_l]diag), due to the matrix inversion.

With the approximation of (3.42), the full matrix inversion originally involved
in Cl.a in Table 3.1 is turned into the computation of scalar reciprocals, and with
V., approximated to be a diagonal matrix, the matrix-vector multiplication that

previously exists in C1.b in Table 3.1 is also reduced to scalar multiplications, i.e.

—1 -
my, =m,, + ;! [ch + ‘e, B
[Fa(9n - CFlg,, — CTFlE,,) - & (3.43)
Furthermore, the calculation of ®, can be accomplished by a fast approach presented
in Appendix A, where full matrix multiplication is avoided and only one G-point
FFT and one N-point FF'T are required.

Substituting (3.42) and (3.43) into Cl.c and C1.d in Table 3.1, we can write the

extrinsic variances and means of the data symbols as
-1
Vi =[5 H{H 4 A @ (3.44)
i =V B H Py + A @y, + A BYH]

|[Fo(9 - CFlg,_, - C"Fle, ) - £)] | (3.45)

The proposed reduced-complexity equalization algorithm is summarized as Parts A,
B and C2 in Table 3.1.

To evaluate the reduction of complexity due to the use of approximation (3.42),
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we count the complex multiplications required for processing one data block for
R iterations between the equalizer and the decoder. In Table 3.2, a breakdown
list of the complexity is provided for the proposed algorithm with and without
approximation. There are three types of computation that significantly contribute
to the overall complexity.

1. Hy, H;, and ¥, for the proposed algorithm without approximation, and Hy,
H, and ®, for the proposed reduced-complexity algorithm, need to be calcu-
lated once per CSI update;

2. HI'F yy; needs to be calculated once per received signal block for both with
and without approximation;

3. &, Vyu, and m,, for the proposed algorithm without approximation, and &,
and m§* for the proposed reduced-complexity algorithm, need to be calculated
once per iteration.

Without approximation (3.42), the complexity of the proposed algorithm is domi-
nated by cubic terms, i.e. O(RN?+ N?) per data block for R iterations, while with
approximation, its overall complexity is dominated by the third type and only a

few FFTs are needed, i.e. O(2RNlogN + 4RGlogG + 2RG) per data block for R

iterations.

3.3 SNR Performance Analysis

To enable the SNR analysis, we rewrite m§*" into the following form

m{" =u;, + ¢, (3.46)

where uy, is the kth transmitted data block, and ¢, is the estimation error vector.
To distinguish from the mean and covariance of a Gaussian message in an FFG,

we use E(¢,) and Var(¢,) to denote the mean vector and covariance matrix of ¢,.
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When E((,) is zero, the SNR of the ith sub-carrier in the kth block is given by

P

SNR; ; =————,
k, Var(Ck)m-

i=0,.,N—1, k—0,. K—1 (3.47)

where Py, is the power of the data symbol and Var(¢);; is the variance of the
estimate of the data symbol. Note that only the diagonal entries of Var((,) are of

our interest.

3.3.1 SNR Analysis for the Proposed Reduced-Complexity

Algorithm

To rewrite (3.45) in the form of (3.46), we a) substitute (3.13), (3.14) into (3.45),
b) replace v with v;, = ﬁvk + wy where wy, ~ (0, 7%)7 and c) replace ﬁak with
ﬁak = uy, + €, where €; ~ (0, 7%) As a result, the estimation error ¢, is obtained

as

—1
Co=[p B H 2[5 (14 @) H Fam,

—1 ~
+ OV, e+ A\ BYH! Fows] (3.48)

where

1

O, =\ (@ — ©) (V,, + 4 "HIH,) (3.49)

Since E(ng) = Onx1, E(wi) = 0gx1 and E(€;) = Onx1, the error vector ¢, has zero
means, i.e. E({;) = Onx1. As shown in Appendix B, we have the diagonal entries

of Var(¢{,,) for the proposed reduced-complexity algorithm as follows.

Var(C)ie =57 HE Hy + A @)~ 4+ A2 (BT HEH, + A @)

diag

[ ) (. ) (- )]

diag

(BTHIH, + A9, (3.50)
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3.3.2 SNR Analysis for the Conventional Algorithm

To rewrite (3.25) in the form of (3.46), we substitute (3.13) into (3.25) and get

mixt =ug + H,;lFNnk . (351)
—_————
Ch
Since E(ng) = Onx1, the estimation error term ¢, has zero means, i.e. E({;) = Onx1-

The covariance matrix of ¢, is

1

Var(¢,) " = [87"H/Hy] (3.52)

and it is diagonal.

3.3.3 SNR Improvement

The SNR improvement of the proposed reduced-complexity algorithm over the con-
ventional algorithm can be evaluated for each iteration by substituting (3.50) and

(3.52) into

SNR}” D/ Var(¢p)r; " Var(¢)i™ (3.53)
SNR;™  Pii/ Var($,)so  Var(C )l '

1,1 0,0

As with iterations the a priori covariance matrix 7% gets very small in the high

SNR regime, (3.50) becomes

Var(¢,)he = (57 HEH;, + A @) (3.54)

diag

and the SNR gain for the ¢th sub-carrier in the kth block is given by

SNRﬁZ‘Op _ Hki + Tk 14 Thyi
SN Zozm M i Hi.i

2

where y,; = 7! (Hr)ii| > ™hi = M (@), fori=0,..,N—1,k=0,...,K — 1.

i
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Figure 3.4: The kth block of the Forney-style factor graph for the proposed equalizer

over AWGN channel.

SNR Improvement over AWGN Channel

For the AWGN channel, we have H, = Iy, Hy = I, and Ay = 8 = 202, and the
matrix Wy is reduced to FyA” AFY with its diagonal entries all equal to the CP
ratio rcp = P/N. The proposed reduced-complexity algorithm improves the SNR
of the ¢th sub-carrier in the kth block by

SNLW =14+rcp (3.56)
SNR;™

fori =0,..,N—1and k£ =0,..., K — 1. For example, when rcp = 1/4, we have
SNR} P /SNRY%™ =1+ 1/4 = 0.97dB.

Note that the proposed algorithm enhances the SNRs of all the sub-carriers
equally by 10log1o(1+rcp) dB, and thus the overall system performance gain is also
10log10(1 4+ rep) dB.

Note also that 10log1o(1 + r¢p) dB is the upper bound of the gain that the r¢p-
ratio CP can offer over the AWGN channel, and iterations are essential for achieving

such a bound. Although there is no ISI between data blocks for the AWGN channel,

the use of the CP observation introduces mutual dependence between the symbols
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within a data block. From (3.13) and (3.14) with H; = Iy and H, = Iy over
the AWGN channel, we can draw the factor graph for the proposed equalizer as
Fig. 3.4. Since the covariance matrix 7% is diagonal (see Section 3.2.1), the a
priori message of u, indicates that the symbols within a block are independent
of each other. However, the backward message of u; indicates some dependence
between the symbols as its associated weight matrix is not diagonal. Details are as
follows.

1. From (3.17), the backward message at point b}, has covariance matrix vb% =
Bly.

2. Using (3.30) with ﬁlvk = 0 and rule (IIL.5) in [29], the backward message at
point ¢}, has weight matrix WCL = B7YAH”A, and it is a diagonal matrix but
not a scaled identity matrix.

3. Using rule (IL.1) in [29], the backward message at point dj, has weight matrix
de = ' (A”A +1y), and it is also a diagonal matrix but not a scaled
identity matrix.

4. Using rule (II1.5) in [29], the backward message at point a; has weight matrix
Wak =3t (FNAHAFﬁ + IN), and it is a full matrix (specifically, a Toeplitz
matrix).

The non-zero off-diagonal entries of Wak demonstrate that there is mutual depen-
dence between the symbols within a data block. As a result, the extrinsic information
that the equalizer produces is relevant to the a priori information fed back from
the decoder, and that leads to performance improvement of the turbo equalization
system during the iteration process.

If the proposed reduced-complexity algorithm is employed (i.e. with approxima-

tion (3.42)), the extrinsic covariance matrix V{** does not contain any term related

to the a priori message of u;, anymore (see C2.a in Table 3.1), but the extrinsic
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Sub-carriers SNR (dB)

—+— Conventional equalizer
—6— Proposed reduced-complexity equalizer
I I I

10 20 30 40 50 60
Sub-carrier index

Figure 3.5: Sub-carrier SNR improvement over Proakis C channel. Sub-carrier SNRs

are normalized by the maximum sub-carrier SNR of both equalizers.

mean vector m§** still does (see C2.b in Table 3.1). As will be shown in Fig. 3.6,
with rop = 1/4, the proposed reduced-complexity equalizer achieves only 0.7dB
gain over the conventional equalizer after the first iteration, and two iterations are
needed to reach the bound of gain 0.97dB.

Note that if the IFFT node (i.e. the F& node) is removed, Fig. 3.4 becomes
the factor graph of the SC-FDE system [69] (where the CP is also being exploited).
In that case, there is no performance improvement with iteration for the AWGN
channel since the weight matrix Wak, =371 (AH A+1 N) of the backward message

of u; is a diagonal matrix and no mutual dependence is introduced.
SNR Improvement over ISI Channels

For ISI channels, we use Proakis C channel [1] as an example to show how the
SNR is improved by the proposed algorithm. This channel has 5 taps in the time

domain, h = [0.227,0.46,0.688,0.46,0.227]7, and in the frequency domain, it has
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two deep fades as can be seen from Fig. 3.5. In conventional systems, it is hard to
recover data from sub-carriers in these fades. However, by adding another branch
in the FFG (the left branch in Fig. 3.3), the proposed algorithm can obtain extra
information from the CP observation, which enhances the SNRs of the sub-carriers
in the fades by as much as 30dB (see Fig. 3.5). Other sub-carriers’” SNRs are also
improved at the same time but only marginally. The unevenness of the SNR gains
over different sub-carriers makes it hard to predict the overall system performance
gain under ISI channels. However, as an example we will simulate a convolutional
coded OFDM system over the Proakis C channel and show the numerical results in

the next section.

3.4 Simulation Results

If not stated otherwise, the simulation settings are as follows. A rate-1/2 con-
volutional code (23,35), an S-random interleaver, a 4QAM modulator with Gray
mapping and the BCJR-based decoder [17] are employed. — Each data sequence
consists of 64 blocks, i.e. K = 64, and each data block has 64 symbols before CP
insertion, i.e. N = 64. With 1/4 ratio, the CP length is 16, i.e. P = 16. For each
E, /Ny point, at least 107 sequences are simulated to get an average BER.

There are three types of channels simulated, the AWGN channel, the Proakis C
channel, and a random 17-tap channel. For the former two, the channel is fixed and
every block experiences the same channel. For the third type, 17 complex coefficients
are generated independently as the channel taps for each block, i.e. L = 17, and
these coefficients vary from block to block. For all the three types, the energy of the
channel is normalized to 1, i.e. E [% ;::—01 |hf€|2] =1, for k=0,..., K—1. Moreover,

uniform power delay profile applies for the random 17-tap channel.
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Figure 3.6: BER performance of the conventional equalizer and the proposed reduced-

complexity equalizer over the AWGN channel and the random 17-tap channel.

3.4.1 Performance with Perfect CSI

In Fig. 3.6, the BER performance of the proposed reduced-complexity algorithm is
compared with that of the conventional algorithm (i.e. without using the CP) over
the AWGN channel and the random 17-tap channel. As the performance of the
conventional algorithm does not improve with iterations, only the BER of its first
iteration is plotted. For the proposed algorithm, we can see that the BER decreases
dramatically within the first two iterations, but after that the improvement is very
small. Compared with the conventional algorithm at the BER of 10~°, the proposed
algorithm achieves 0.97dB gain over the AWGN channel and 2dB gain over the
random 17-tap channel after convergence. Note that as discussed in Section IV.C.1,
0.97dB is the upper bound of the SNR gain that the 1/4-ratio CP can offer over the
AWGN channel.

Fig. 3.7 shows the frame error rate (FER) of both algorithms. At the BER of
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Figure 3.7: BER and FER performance of the conventional algorithm (conv.) and the
proposed reduced-complexity algorithm with 10 iterations (prop. #10) over the AWGN

and 17-tap channels.

107?, the FER of the proposed algorithm is around 1072, and compared with the
conventional algorithm, the proposed algorithm still obtains a gain of 0.97dB over
the AWGN channel and 2dB over the 17-tap channel.

Fig. 3.8 shows the improvement that the proposed reduced-complexity algorithm
provides over the Proakis C channel. This channel has two deep fades in the fre-
quency domain as shown in Fig. 3.5. By exploiting the extra information in the CP,
SNRs of the sub-carriers in the deep fades are enormously enhanced, and after two
iterations the proposed algorithm obtains 6dB gain at the BER of 10~° compared
with the conventional algorithm.

Fig. 3.9 compares the proposed reduced-complexity algorithm and the conven-
tional algorithm when 64QAM with Gray mapping, and the rate-1/2 convolutional
code (133,171) and block interleaver specified in IEEE 802.11a [76] are employed.
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Figure 3.8: BER performance of the conventional equalizer and the proposed reduced-

complexity equalizer over the Proakis C channel.

Compared with Fig. 3.6, a similar gain is achieved by the proposed algorithm in
this case, i.e. 0.97dB gain over the AWGN channel and 2dB gain over the random

17-tap channel at the BER of 1075.

3.4.2 Performance with Channel Estimation Error

This set of simulations are to investigate the sensitivity of the proposed algorithm
to the quality of the available CSI. Three scenarios, with severe, moderate and mild
channel estimation error for the random 17-tap channel, are simulated, and their
performance is compared with that of the perfect CSI scenario in Fig. 3.10.

As in [77], the estimate for the Ith tap of the channel is modeled as At = h! 4 nl,
[=0,...,L—1, where h! denotes the true channel tap coefficient, h! the estimate and

!is assumed to be complex Gaussian with zero-

n! the estimation error. The error n
mean and variance o7, and statistically independent for different I’s. Since uniform

power delay profile is applied in the 17-tap channel, the power of the error for
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Figure 3.9: BER performance of the conventional equalizer and the proposed reduced-
complexity equalizer over the AWGN channel and the random 17-tap channel, with

64QAM and Gray mapping, (133,171) convolutional code and block interleaver [76].

different taps is assumed to be equal, i.e. 07 = 0% 1 =0,...,L —1. The mean-square
error (MSE) of the channel estimation is defined as ZlL:_Ol |hl — h!|?, and therefore
in our case it is equal to Lo?. Three different MSE values, 107!, 1072 and 1073, are
simulated, respectively, as the severe, moderate and mild channel estimation error
scenarios.

As shown in Fig. 3.10, at the BER of 107, there is a performance loss of around
4.5dB for the severe channel estimation error scenario. When the MSE reduces to
1072, the loss is reduced to within 0.5dB, and for the mild channel estimation error
scenario, we can hardly see any performance loss.

Note that the assumed imperfect channel knowledge is partial, since the number
and position of the impulse response samples are perfectly known and the uncer-

tainty only lies on the values of its samples. Now we investigate the case where the
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Figure 3.10: BER performance of the proposed reduced-complexity algorithm with dif-

ferent qualities of CSI over the random 17-tap channel.
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Figure 3.11: BER performance of the conventional algorithm (conv.) and the proposed

reduced-complexity algorithm with 6 iterations (prop. #6) over ISI channels with L = 17,

18,20 and uniform power delay profile.

63



3. Exploiting Cyclic Prefix in OFDM Systems With Known Channel

channel delay spread L exceeds the CP length P. In the simulation, the CP length
is P = 16 and the channel delay spread is L = 17,18,20. We assume that the first
P + 1 taps are known at the receiver, but the last L — P — 1 taps that fall out of the
CP duration are treated as zero by the receiver, i.e. they are treated as interferences
that are not cancelled out.

Fig. 3.11 shows the BER performance of the proposed reduced-complexity algo-

rithm over the ISI channels with uniform power delay profile (PDF), and Fig. 3.12

0.1 0.3l

and Fig. 3.13 are for the exponentially decaying PDFs, ¢; = e %! and ¢ = e %%,
respectively, where ¢; is the power of the [-th tap of the ISI channel, [ =0, ..., L — 1.
The energy of the channel is normalized to 1 in all three figures. We can see that

the proposed algorithm is more robust to this kind of channel estimation error when

the channel has exponentially decaying PDF than when it has uniform PDF.

3.4.3 Performance Comparison with [50], [55] and [56]

In this set of simulations, we apply the methods in [50], [55] and [56] in turbo
equalization systems and compare their performance with our proposed reduced-
complexity algorithm.

The work [50] uses the ‘clear’ part of the CP observation, and under the settings
of this chapter, i.e. P = 16 and L = 17, there is no ’'clear’ symbols left to be
exploited, therefore, the scheme in [50] is reduced to the conventional scheme. As
shown in Fig. 3.14, over the random 17-tap channel, the MMSE solution from [50]
performs the same as the conventional system (see Fig. 3.6), and its least square
(LS) solution leads to an error floor due to the error propagation.

The works [55] and [56] make use of the first P symbols of the vector y; after
interference cancellation, while our proposed algorithm also utilizes the last L — 1
symbols of y;. after interference cancellation, therefore exploiting more information

about the CP part of data. Fig. 3.14 compares the performance of both the LS
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Figure 3.12: BER performance of the conventional algorithm (conv.) and the proposed

reduced-complexity algorithm with 10 iterations (prop. #10) over ISI channels with L =

17,18,20 and power delay profile ¢y = e % [ =0,...,L — 1.

T T
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Figure 3.13: BER performance of the conventional algorithm (conv.) and the proposed

reduced-complexity algorithm with 10 iterations (prop. #10) over ISI channels with L =

17,18, 20 and power delay profile ¢ = e %3, 1 =0,...,L — 1.
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Figure 3.14: Performance comparison between the proposed reduced-complexity algo-

rithm and some previous works over the random 17-tap channel.
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Figure 3.15: Performance comparison between the proposed reduced-complexity algo-

rithm and the PerflC-NoApproz case over the random 17-tap channel.
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and MMSE methods in [55] and [56] with that of our proposed reduced-complexity
algorithm, where perfect interference cancellation is carried out using the true data
for [55] and [56], but not for our proposed algorithm. As we can see, over the
random 17-tap channel, the LS method in [55] and [56] has similar performance as
the first iteration of their MMSE method. With iterations, the MMSE method in
[55] and [56] improves, but its convergence performance can only reach that of the
first iteration of our proposed algorithm, and there is a gap of around 1dB between

their convergence performance and ours at the BER of 107°.

Note that the performance improvement of the proposed algorithm is achieved
at the cost of higher latency, which is inherent in a turbo receiver as discussed in

Section 3.2.3.

3.4.4 Performance Comparison with an Ideal Case

This set of simulations are to evaluate the performance loss due to the use of approxi-
mations (3.32) and (3.42). To this end, we compare the proposed reduced-complexity
algorithm with an ideal case, the PerflC-NoApproz case, where the following two

hypotheses are employed.

1. Perfect interference cancellation is performed, i.e. instead of using (3.31) and

(3.32), iy, and 7% are calculated as follows.

m,, = CFZH,Bu,_, + C"FIH,Bu;,, (3.57)

V., = 20%1,, (3.58)

where the true data uy is assumed to be perfectly known. As a result, each
block is interference free from its adjacent blocks; there is no cycle in the
graph; and there is no approximation to 7%.

2. The approximation of (3.42) is disabled, i.e. the exact algorithm (i.e. Parts A,
B and C1 in Table 3.1) is executed.
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Table 3.3: THE CONVERGED VALUES U; AND THE NOISE VARIANCES f3.

Ey/Ny | 0dB 1dB 2dB 3dB 4dB 5dB 6dB
v 0.2692 | 0.1084 | 0.0610 | 0.0516 | 0.0502 | 0.0500 | 0.0500
B 1.0010 | 0.7951 | 0.6316 | 0.5017 | 0.3985 | 0.3165 | 0.2514

Fig. 3.15 shows that the difference between the PerfIC-NoApprox case and the
proposed reduced-complexity algorithm only exists in the first iteration, and that

the convergence performance of these two cases is the same.

3.4.5 Performance with Different Initialization of 7%

In Section 3.2.1, we have made the initialization of 7% = I at the first iteration.
This set of simulations are to investigate the impact of different initialization of 7%
on the performance of the proposed reduced-complexity algorithm.

We define the average a priori variance of a data symbol by v, = ﬁ 52—01 Zf\;l Vayi
where v,, ; is the i-th diagonal entry of 7%, N is the number of data symbols in
a block and K is the number of blocks in a data sequence. For a particular Ej/Ny
and a particular iteration, v, is averaged over all the simulated sequences.

Fig. 3.16 shows that with 7% = I at the first iteration, v, converges at the
second iteration with lower value for higher E,/Ny. The converged values v5 are
listed in Table 3.3 together with the noise variances 5. Fig. 3.17 compares the
BER performance of the proposed reduced-complexity algorithm over the AWGN
channel with different initializations of 7%, ie. 7% =1 7% = vl 7% = pI,
and 7% = 100I. We can see that except for the case with 7% = vc1, there is slight

difference in the BER performance at the first iteration, and at the second iteration,

four cases converge to the same BER curve.
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Figure 3.16: The average a priori variance of a data symbol 9, for the proposed reduced-

complexity algorithm over the AWGN channel with 7% =TI at the first iteration.
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Figure 3.17: BER performance of the proposed reduced-complexity algorithm over the

AWGN channel with different initializations of Vak.
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3.5 Summary

We have proposed a factor graph approach to exploiting the CP for equalization in
OFDM systems. The models of both the CP part and non-CP part of the received
signal are presented in an FFG, and an equalization algorithm is developed based on
the computation rules of the FFG and the GMP technique. Proper approximation
is made to reduce the overall complexity and SNR analysis is carried out to justify
the improvement. Simulation results show that significant gains are achieved by
using the proposed algorithm and the turbo equalization system converges within

two iterations.
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Chapter 4

Exploiting Cyclic Prefix in OFDM

Systems With Unknown Channel

The quality of the channel estimation has great impact on the OFDM system per-
formance. To this end, pilots can be inserted into the data sequence to estimate the
channel at the expense of overall system throughput. Moreover, as in [78-80], the
soft data information fed back from the SISO decoder can be used to facilitate the
channel estimation based on the turbo principle [8]. On the other hand, when the
channel is perfectly known at the receiver, iterations between decoder and equalizer
(i.e. turbo processing) is not needed for conventional OFDM systems, since differ-
ent sub-carriers are independent and thereby turbo processing can not achieve any
performance gain. Recently, we have shown in Chapter 3 that when CP is exploited
for equalization, the iterations between decoder and equalizer are necessary for tak-
ing full advantage of the CP, since the use of CP in equalization makes different
sub-carriers in OFDM dependent. However, channel estimation is not considered in

Chapter 3.

In this chapter, we consider joint channel estimation, data detection and de-

coding in coded OFDM systems. Detection and decoding are performed iteratively
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between an equalizer and a SISO decoder based on the turbo principle. Inside the
equalizer, the EM algorithm is employed via message passing to exploit the CP
observation for joint detection and channel estimation. First, models for the CP ob-
servation, non-CP observation and the time correlation of the time-varying channel
are each presented in an FFG, and message passing process is described for each
graph. Rather than only using the means of channel estimates as in [34], we modify
the system noise models to accommodate both the means and variances of chan-
nel estimates. Then when the three FFGs are combined, a larger EM algorithm is
formed, and different uses of the CP and scheduling schemes for message passing be-
tween graphs are discussed. A scheduling scheme is proposed as an effective trade-off
between the system performance and complexity. Simulation results show that the
proposed approach effectively achieves channel estimation and data detection with
a BER performance that is close to the case where the channel is perfectly known.
The modification in system noise models improves the BER performance at early it-
erations, and the proposed scheduling scheme achieves good BER performance with
lower complexity.

In comparison to previous works, the contributions of this chapter are listed as

follows.

1. [64] and [65] do not take the coding information into account whereas this
chapter considers joint decoding, detection and channel estimation; [62] does
not make use of the time correlation of the time-varying channel whereas this
chapter does.

2. [62] and [63] use CP in the channel estimator but not in the equalizer (i.e.
the equalizer is still the one-tap equalizer) whereas this chapter compares four
different uses of the CP, i.e. using CP for data detection/channel estimation or

neither or both, and shows that using CP for data detection is more preferable
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in terms of system BER performance and complexity.

3. [62-65] requires cubic complexity for processing one block in each inner it-
eration since full matrix inversion is involved, whereas this chapter proposes
an effective trade-off scheduling scheme between graphs, which only requires
O(NlogN) per data block per outer iteration (see Section 4.3.2).

4. [34,81] and [72] only consider the means of channel estimates in the system
noise models, whereas this chapter also accommodates the variances of channel

estimates and improves the system performance at early iterations.

4.1 System Model

Consider a turbo OFDM system as depicted in Fig. 4.1. The information bits are
encoded, interleaved and mapped onto a symbol sequence u = [uy, ..., uz_1|, where
Z is the length of the sequence. Assume that Z = KN and each sequence consists of
K blocks, each of length N. The kth block, k =0, ..., K —1, is denoted by uy = [ugn,
e u(kH)N,l]T. An N-point IFFT is applied on uy, producing x;, = Fiuy, and the
CP is formed by duplicating the last P samples X in front of x;, where X, = Axy,

and A = [ . For the CP to be effective, we have P > L —1 where

Opx(n-p) Ipxp
L is the maximum delay spread of the multipath channel. After prefixing, the kth
block is extended to S = [i{,xf]T = [x(k-l—l)N—Pa -u,«r(k-i—l)N—lakaa ...,.Z‘(k+1)N_1]T
of length M, where M = N + P. The sequence s = [s{, ...,sk_1]7 = [s0, ..., s7-1]7,
where J = KM, is then transmitted over the channel, and r = [rq, 7y, ...,ry_1]7 is

observed at the receiver, where V = J + L — 1, and

L-1

r=Y hsit g, j=0,.,V 1 (4.1)

1=0
where {h;;, | =0,...,L — 1} is the channel impulse response (CIR) at time j, and

{n;} is the AWGN noise with mean zero and variance 202
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Figure 4.1: Block diagram of a coded OFDM system.

We adopt the wide sense stationary uncorrelated scattering (WSSUS) model
[82] for the multipath time-varying channel, where different taps of the channel
are assumed to be independent of each other. The power delay profile is given
by n = [no,...,nL,l}T, where 7; is the power of the [th tap, [ = 0,...,L — 1. To
characterize the time variation of the channel, we assume that the channel remains
the same within a block but may vary in the next block [83], and we use the following

first-order auto-regressive (AR) model to approximate the channel,
h, =Rh;_| + 9, (42)

where h, = [hg,...,héfl]T is the channel that s, undergoes, R = pl;« is the
correlation function of the channel, with p = Jy(2nfpTs) and fp the maximum
Doppler frequency, T the time duration of a block and Jy(-) the zeroth order Bessel
function of the first kind, and d;_; is Gaussian noise with mean 0 and covariance
(1 — p*)Diag(n).

The counterpart of the block s, at the receiver is ry = [rgar, ..., r(k+1)M+L_2]T of
length M + L — 1. The block rj can be partitioned into two parts, yx = [ream+p,
ceos Teaym—1]T of length N, and §5 = [Frass oo, TRM4-P—15 T (bt 1)M> s Tt )M+ L—2] OF
length G, where G = P+ L —1. In conventional OFDM systems, the CP observation

is usually discarded at the receiver, and only the part y; is processed. We model
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this part as
ykzxk®hk+nk, k’:O,...,K—l (43)

where “®” denotes the circular convolution and ny, is the AWGN vector with mean
0 and covariance matrix 20°I.

The other part y; consists of the CP observation of the kth block and the first
L — 1 received symbols of the (k + 1)th block. It also contains the interference

from the previous block s;_; and the next block s, 1, which we denote by W,ﬁ“_”l and

wiesd respectively. The part yj is modeled as

Vi =Xp xhy + Wi + wid +hy,, k=0, K—1 (4.4)

(132

where “x” denotes the linear convolution, n; denotes the AWGN vector of length
G, and for k = 0, w'® = 0 and for k = K — 1, wh¢® = 0. For notational simplicity,

we put the last three terms of (4.4) together as

Vi :W}i;a_il1 -+ WZiald + ny, (45)
as a result, (4.4) becomes
Vi = Xg * hy + vy (4.6)

Transforming (4.3) and (4.6) from time domain to frequency domain and substi-

tuting x; = Fﬁuk and X, = Ax; in, we obtain

ye =Fy [uk ® (\/NFNShk)] + 1y, (4.7)

. = Fl [(Buk) © (\/EFGShk)} + v, (4.8)

T
where “©” is point-wise multiplication, B = FcQAF with Q = [ Irvp Opy(r-1) ] )

~

A T
and S = S = [ I Onxic i) ] are to adapt hy for DE'T

T
Ipxr OLX(NfL)] ’
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operation. To write vy in a similar form, we have

Vi = flk + CFg [(Buk_l) © (@FGShk—l)}

+ CUF | (Bug) © (VGFGShy 1) | (4.9)

where matrix C and its Hermitian transpose C¥ are used to obtain the interference

terms wj* and w4, respectively, and

Oz—1yxp Ti—1x@-1)
C- . (4.10)

Opxp Opx(L-1)

Let dk =u,© (\/NFNShk> and ak = (Buk) ® (\/@nghk) ASSU.HIng that the
lengths of d; and d,, are integral multiples of L, i.e. N =TL and G = SL, we can
divide d; and dj into 7 and S groups, respectively, to obtain multiple independent

estimates of the channel and then combine them together. The zth group of dy is

given by
di =bjoc;, 2=0,...T-1 (4.11)
where
di = (dk){z,z-i-T ,,,,, 2H(L-1)T}’ (4.12)
bz - ( k){z,erT ..... z+(L-1)T}’ (413>
c; = (VNFyShy) ATt (D-1)T) (4.14)
and the zth group of d;, is given by
d=b:o&, 2=0,.,5-1 (4.15)
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where

BZ = (Buk>{z,z+5 ..... z+(L—1)S}’

& = (VGFsShy)
As in [83], we rewrite ¢ in (4.14) and € in (4.18) respectively as

c; = VLF Diag(1,e 72N 2 =Dz/Np, - 2 =0,..,T -1,

C. = \/ZFLDiag(l,e_ﬂ”/G, ...,e_jQW(L_l)z/G)hk, z=0,..,5—1.
z—1 (=z—1

Moreover, we have the relations between ¢} (¢}) and c; =~ (¢} ) as

-1
c, =Dc;, z=1,...,T -1,

~z—1 ~z
¢, =Ec¢c, =z=1.,5-1,
where

D= FLDiag(l, eI IN eﬂ”(L_l)/N)Fg,

E= FLDiag(l, CAUE ejzﬂ(L*l)/G)Ff,
and specially when z = 0, we have

C% = 62 = \/ZFLhk.

4.2 EM Algorithm and Message Passing

(4.16)
(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

The EM algorithm [84] provides a way of solving the maximum a posteriori (MAP)

estimation problem with tractable complexity. The MAP channel estimation prob-
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lem in this chapter is formulated as

{ﬁo, ey flK_l} :lzlmrglglax logp(hg, ..., hg 1|y, ¥k, k=0,...., K — 1). (4.26)
0yeees K—1

Assuming that there is no correlation between adjacent blocks after inter-block in-
terference cancellation, (4.26) can be decoupled into K independent maximization
problems, i.e. for k=0,..., K — 1,

ﬁk = arghmax log p(hy |y, ¥x)

k

= arghmax log Z p(hy |y, ¥, ue)p(ug). (4.27)
k

ug
Direct calculation of (4.27) requires enumeration over all the possible values of hid-
den variable u; and a prohibitively high computational complexity is induced. The
EM algorithm, however, can solve (4.27) asymptotically by iterating the following

two steps [84]:

E-step: compute Q(hy|h?™")
= Euk{ log p(yw, ¥r|h, uk)‘}’ka Vi fli_l} (4.28)
M-step: solve fli

= arg max {Q(hkﬂﬁfl) + logp(hk)} (4.29)

hy,
where h?™" is the channel estimate of the (p — 1)th EM iteration, and Ep{A|C}
denotes the expectation of function A with respect to variable B given condition C,
and p(hy) represents the a priori probability of hy obtained from other blocks. One
of the properties of the EM algorithm is that the log-likelihood function in (4.27)
always increases with iteration, i.e. log p(ﬁi|yk, Vi) > logp(flzfl|yk, V), and hence,
convergence is guaranteed (although not necessarily to the global maxima) [84].

In [34], the EM algorithm has been viewed as Gaussian message passing in factor
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graphs for linear Gaussian models with unknown coefficients. In this chapter, we
adopt the notations in [34] for a Forney-style factor graph (FFG) and employ the
computation rules in both [34] and [29]. These rules are for real vectors but can be

extended for complex vectors [81].

4.2.1 Factor Graph for the y; Part of Observation

According to models (4.7), (4.11), (4.12), (4.13), (4.14), (4.21) and (4.25), we can
draw a factor graph for the y; part of observation as depicted in Fig. 4.2 (Sub-
graph 1).

To prepare for the message passing EM algorithm, we first use rules (11.10) and

(IL.8) in [29] to obtain the backward message of e as
e, = yi, Vo, = fly (4.30)

where 8 = 20? is the variance of the AWGN noise. Then using rules (II1.6) and

(IIL.5) in [29], we get
ﬁdk = FNyk, vdk = 51]\7 (431)

Reversing through the Aggregation node and going through the Partition node, we
obtain the backward message of dj and the forward message of bj, 2 =0,...,T — 1,

respectively, as

fg; = (ﬁdk){z,z-i—T ..... A(L-DT} (4.32)

Vai = (Va) oo ey (4.33)
and

iy, = (abk){z,z-i—T ..... A (L-1)T}’ (4.34)

Vi: = (Vo) e (4.35)
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Figure 4.2: The factor graph for the y; part of observation, where the Partition node
separates by into sub-vectors b}, z = 0,...,7 — 1, and the Aggregation node groups d7,

z=0,...,7 — 1, into one vector dy.

Using rules (II.1)-(I1.4) in [34], the EM algorithm for Sub-graph 1 can be sum-
marized as in Table 4.1, where the E-step calculates the a posteriori message of by,
using the mean and covariance of d; and channel estimate [hkR} " and the M-step
calculates the forward message of hif. Note that Sub-graph 1 represents the relation
between the data and the channel based on the non-CP observation yg, and the
E-step of Sub-graph 1 (Table 4.1.A) achieves data detection based on y; and the

M-step of Sub-graph 1 (Table 4.1.B) achieves channel estimation based on yy.

4.2.2 Factor Graph for the y; Part of Observation

According to models (4.8), (4.15), (4.16), (4.17), (4.18), (4.22) and (4.25), we can

draw a factor graph for the y, part of observation as shown in Fig. 4.3 (Sub-graph 2).
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Table 4.1: MESSAGE PASSING FOR THE EM ALGORITHM IN SUB-GRAPH 1

Inputs: Bbk,vbk; ﬁdk,vdk; [hg]new
Outputs: my,,Vy,; ﬁhf,vhg

A. E-step of Sub-graph 1:

o} = VIF, [bf]""
c;=Dc;t, 2=1,...T-1

2. calculate the a posteriori message of b}
-1
Ve = |:7bz + 8- Dzag( @ck)}
my: = Vbz [7;i Bbi + /8*1 (CZ* ® ﬁdZ)}
B. M-step of Sub-graph 1:

1. calculate the backward message of cj, as

Ve = 8] (Vi)

-1
diag + Diag (mik)i © mbi)}

Ecz = B*lvcz (m;i O) ﬁdi)

2. set the forward message of ¢, =1 as

Wy =M, Ve =V
3. forz=T-1,...,1do

a) V . \ =DV - DY Hi o1 = Difigr;
7,,.2 1f[v 1z—1 4+ }_1

end for

4. calculate the forward message of h,f as

HhkR — %Fgﬁc//g, vhkR — %ngc//gFL

1. initialize cf using channel estimate [h,]f] new, z=0,...

mcniflzvc//zfl |:7 12— lmc/z 1 +v Z lm z li|
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From (4.9), we have the mean vector for v in Sub-graph 2 as

avk = CFg£k71 + CHFg€k+1 (4.36)
where

¢, = (Bmy,) © (VGF¢Smy,), (4.37)

and m,, and my, are the a priori means of u; and h;. The covariance matrix of

vy is given by

Vo = Mo (4.38)
where
1 L-1 .2 e
M =h+ G Zl:o [WH(L = 1= 1) |y | + il |y | } , (4.39)
and
1 N-1
W=y 2y Vadip b= (mny), (4.40)

and Vy,, is the a priori covariance of uy, and my, is the a priori mean of hy. Then
similar to (4.30)-(4.35), to prepare for the message passing in Sub-graph 2, we have

the backward message of ak as
ﬁak =Fg (S’k - mVk)? v&k = vvw (4.41)

and the zth group, z =0, ...,.S — 1, of the backward message of d; and the forward

message of by is respectively given by

ﬁdi - (ﬁak){z 248,....2+(L—1)S}’ (4.42)
vai = (vak){z St (L-1)S}? (4.43)
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Figure 4.3: The factor graph for the y; part of observation, where the Partition node
separates by, into sub-vectors Bz, z=0,...,5 — 1, and the Aggregation node groups EIZ,

z=0,...,5 — 1, into one vector ak

and

i (ng) {2,248,....2+(L—1)S}’ (4.44)

- ( l?)k){z,z—&-S,...,z-{—(L—l)S}' (445)

The message passing EM algorithm for Sub-graph 2 is listed as in Table 4.2,
where the E-step calculates the a posterior: message of b using the mean and

new

covariance of d;, and channel estimate [hﬂ , and the M-step calculates the forward
message of hf. Note that Sub-graph 2 represents the relation between the data and
the channel based on the CP observation ¥y, and the E-step (Table 4.2.A) achieves
data detection based on ¥, and the M-step (Table 4.2.B) achieves channel estimation

based on yy.
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Table 4.2: MESSAGE PASSING FOR THE EM ALGORITHM IN SUB-GRAPH 2

Inputs: B Vzb ; md ’v&k; [hﬁ]new
Outputs: mg Vi ; I?lhgvvhg

A. E-step of Sub-graph 2:

1. initialize ¢}, using channel estimate [hﬂnew, z=0,...,5—-1

& = VIFL[nf]"™"
&=Efg, 2=1,..,9-1

2. calculate the a posteriori message of B,Zi
-1
V |:7bz + A, Dwg( RO} ck)}
-1 -1/
B. M-step of Sub-graph 2:

1. calculate the backward message of ¢}, as

-1
véi = Ak [(Vf)z)diag + Dlag(m~ © mbz)]
ﬁéi = )‘lzlvéi (m:i)i © ﬁaz)

2. set the forward message of ¢"} S=1 g

ﬁé,,gq = ﬁég—l, 76,,271 = véfq
3. forz=5-1,...,1do

a) 7~/z 1 —E7CNZE H>1~/z 1= Eﬁcuz
7~,,z 1= [7C/z 1+ v% 1:| 71
ﬁé”z_lzvé"i_l [vélz_l ﬁlé,i—l =+ vgzl—l Eéi_l]

end for

4. calculate the forward message of hL as

BhL - 1 FLHC//O, v L - L 76”21—“[/
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4.2. EM Algorithm and Message Passing

4.2.3 Exploiting the Variances of Channel Estimates

In Sub-graph 1 (Table 4.1.A) and Sub-graph 2 (Table 4.2.A), channel estimates
[hf]™" and [hf]™" are used respectively to calculate the a posteriori messages of
b, and Bk, instead of the exact channel itself. These estimates show partial knowl-
edge of the channel, and can be unreliable at early iterations, as will be illustrated
by the simulation results in Fig. 4.8 and Fig. 4.9. Therefore, rather than only using
the means of the channel estimates like in Table 4.1, Table 4.2 and [34], we also
include the variances of the channel estimates into the system models. To achieve
this, (4.7) and (4.8) are rewritten as

/

'

!
ng

. =F1 [(Buk) © (\/EFGSB,C)} tvy + FH [(Buk) ® [VGFS(hy — ﬁ,c)ﬂ

/

'

!
Vi

(4.47)

where nj, and v}, are regarded as the augmented noises that absorb both the channel
noise and the uncertainty in the channel estimate (v}, also absorbs the inter-block
interference cancellation noise, i.e. the first and second terms in (4.5)).

To calculate the mean vectors and covariance matrices of nj and v}, we first

write their second terms respectively as

gr = VNFRDiag(u,)FnS(hy, — hy), (4.48)

g, = VGFZ Diag(Bu,)FgS(hy, — hy). (4.49)
Then we decompose hy into
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4. Exploiting Cyclic Prefix in OFDM Systems With Unknown Channel

where flk is deterministic with Bk = my, and my, is the mean vector of channel
estimate flk, and € is random with €, ~ N (O,Vﬁk) and Vﬁk is the covariance
matrix of channel estimate hy. It is obvious that the means of g and g are null,
iLe. mg, = 0, my = 0. Then assuming that each of the modulation constellation
points occurs equally likely and the energy of each symbol is normalized to 1, we

have

Vy, =1Iy. (4.51)

k

It follows from the independence of the data and the channel that we obtain a simple
expression for each of the covariance matrices of g, and gj. Details of the derivation

can be found in Appendix C and the expressions are respectively

Ve = tr (Vi )In, (4.52)
P
Vi ~ =t (Vi) o (4.53)

Hence, the mean vectors and covariance matrices of nj, and v}, are given by

My, = i, = 0, Vo = fly + Vg, = B, (4.54)

m,, = m,,, Vv;g = Ml + vg% ~ N le (4.55)

where ' = [+ tr (Vﬁk) and A\, = A\, + gtr (Vﬁk)‘

Note that if the channel is perfectly known at the receiver, the second terms of
n; and v; are null and n; = ny, v;, = v;. However, if the channel is unknown,
neglecting the two terms results in unmodeled system driving noise and statistical
modeling errors. Such errors may cause degradation in the system performance and
even possibly non-convergence of the estimator [85]. To include the ‘missing’ system
noise, which is not accounted for in Section 4.2.A and Section 4.2.B, one only needs

to replace 5 by (' in Table 4.1 and A, by A, in Table 4.2 without making other
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Sub-graph 3

Figure 4.4: The factor graph for the AR model.

changes, since the mean vectors remain the same as shown in (4.54) and (4.55).
Note also that the difference between § and f’, and A\ and A, is more promi-
nent for high Ej /Ny regime than for low Ej,/Ny regime, which is why the estimator

becomes very sensitive as Fj, /Ny increases, as will be shown in Section 4.4.2.

4.2.4 Factor Graph for the AR Model and the Main Graph

Given the observations y, and y;, Sub-graph 1 and Sub-graph 2 show constraints
of the data and the channel, and the two sub-graphs can be combined together in
order to integrate two copies of information and enhance the data detection and the
channel estimation. Likewise, other relations such as the AR model (4.2), which
shows the variation of the channel with respect to time, can also be used. Note that
the AR model (4.2) only shows the constraint of the channel (not of the data) and
thus can only be used to facilitate the channel estimation.

Fig. 4.4 (Sub-graph 3) depicts the factor graph for model (4.2) and Table 4.3
describes the message passing for Sub-graph 3. Note that the EM algorithm is not
used in Sub-graph 3 since there is no multiplier node with unknown coefficients.
Table 4.3 takes the a prior: message of hy as its input, and outputs the a posteriori
message of hy for k =0,..., K — 1.

Fig. 4.5 demonstrates the combination of Sub-graph 1, Sub-graph 2 and Sub-
graph 3 in one graph (the Main graph). The Main graph corresponds to a larger

EM algorithm, with the E-steps of Sub-graph 1 and Sub-graph 2 being the E-step
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Table 4.3: MESSAGE PASSING FOR THE AR MODEL IN SUB-GRAPH 3

Inputs: mhk,th Outputs: my,,Vy,

A. Forward recursion: calculate (Bhﬁc’ 7112)’ k=0,...K—1

1) set the forward message of hy, as
Hhé) = 0, Vh{) = o0
2) fork=0,..,K —2do
-1 —17—1
a) v)hg = [th + h;c}
-1 -1
Bh// — 711// [vhk ahk + Vh/ mh/ :|
b) 7gk - RthR Mg, — R,
C) vh;ﬁ_l: vgk + 76k? ﬁlh/ = ﬁgk
end for

B. Backward recursion: calculate (ﬁhg, th), k=0,...,.K—1

1) set the backward message of h. | as
My =0, Vi =oo
2) fork=K—-1,...,1do

a) vh/ = {th + Vlﬂ_l
= Vh/ [7hk Bhk + th mhu]
vgk = vh, + mk L g, =y
C)thl RY v R| o

8k—1

Ehg71 = vhchl [RHv;k—1 EEIFJ

end for

C. Combination: calculate (my,,Vy,), k=0,..., K —1
for k=0,...,K —1do

Vi, = [7;: +7;,1 ;j]_l
= Vh, [7hk ahk + 7}1, ﬁh/ + <\7h,, mhu]

end for
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of the whole EM algorithm (which detects data) and the M-steps of Sub-graph 1
and Sub-graph 2 and the message passing for Sub-graph 3 being the M-step of the
whole EM algorithm (which estimates the channel). Between the three sub-graphs,
the message passing process can vary significantly according to different scheduling

schemes, which we will discuss in detail in the next section.

4.3 Message Scheduling and Discussion

In this section, two scheduling schemes {R-AR-L} and {R-L-AR} are given as an
example to show the possible message passings between the three sub-graphs in
Fig. 4.5. More scheduling schemes are listed in Table 4.5 and will be compared in
Section 4.4. For the name of each scheme, {R}, {L} and {AR} respectively stand
for the right branch of the Main graph (Sub-graph 1), the left branch (Sub-graph 2)
and the AR-model branch (Sub-graph 3).

4.3.1 Two Scheduling Examples

Assume that there are I,,; outer iterations between the equalizer and the decoder in

Fig. 4.1. For the gth outer iteration, ¢ = 1, ..., I,,;, the equalizer takes (mzp”’q,VZm’q)

as its input and produces (mzxt’q,Vth’q) as its output. Inside the equalizer, I;,, inner

iterations are performed and for the pth inner iteration, p = 1, ..., I;;,, the following

steps take place for the schemes {R-AR-L} and {R-L-AR} respectively.

The scheduling scheme {R-AR-L}:

S1. Table 4.1. The input (ﬁdk,vdk) is obtained from (4.31); (Bbk,ka) and

[hff]™" are initialized by
R, =m0, Vo, = VI W) R (450)
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S52.

S3.

Ug 1

th—l

Sub-graph 3

Figure 4.5: The Main graph that combines Sub-graph 1, 2 and 3.

where m{”">? and V"% are the a priori mean vector and covariance matrix
of u, passed from the decoder in the gth outer iteration, and fli_l’q is the
channel estimate of the (p — 1)th inner iteration in the gth outer iteration.
Note that for the first outer iteration, m{*"*! = 0, V&' =1, and ﬁz’l = 0.
The output (mbk,ka) is used in S3 and S5, and (ﬁhkRVh?) is used in S2.
Table 4.3. The input (ahk,th) is initialized by

mh = ahgu 7hk = 7h§ (4.57)

k

where (Hihg,th) is the channel estimate from S1. The output (mhk,th)
is used in S3 and S4.
Table 4.2. The input (ﬁgk,ng) is obtained by

My = Bm{”", Vi = BVZBI (4.58)

and (i3 ,V; ) is obtained from (4.36)-(4.41), where (my,,Vy,) in (4.37)
(4.40) is initialized by (mp,,Vp,) from S1 and my, in (4.37) (4.40) by my,
from S2. The input [hﬂnew is initialized by my, from S2 as well. The output

m; V¢ ) is used in S5, and BhL,th is used in S4.
by by k k

90



4.3. Message Scheduling and Discussion

S4.

S5.

The channel estimate from S2, (mhk,th), and the channel estimate from S3,

(Bhﬁ,V}hﬁ), are combined as

—17—-1
Vi = [Vg}j + Vhd : (4.59)

1
mgy = Vi, [ngmhk + Vhéﬁhﬁ] (4.60)

which yields the channel estimate of the pth inner iteration, i.e. flﬁ’q = myp.

After I;;, inner iterations (i.e. running S1-S4 for I;, times), the equalizer cal-
culates the extrinsic means and variances of the data symbols (m;™ V),
using (my,,Vp, ) from S1 and (ﬁgkﬁgk) from S3 (see [71])'. These extrinsic
means and variances can be converted into log-likelihood ratios (LLRs) of the

coded bits as in [25], which are then fed back to the decoder.

The scheduling scheme {R-L-AR}:

S1.

S2.

S3.

Table 4.1. Same inputs as S1 in {R-AR-L}. The output (mbk,ka) is used in
52 and S4, and (mhg,th) is used in S2 and S3.

Table 4.2. The input (ng,7gk) is obtained the same way as in (4.58), and
(ﬁakﬁak) is obtained from (4.36)-(4.41), where (my,,Vy,) in (4.37) (4.40)
is initialized by (mbk,ka) from S1 and my, in (4.37) (4.40) by ﬁhg from S1.
The input [hﬂnew is also initialized by ﬁhkﬁa from S1. The output (mgk,VBk)
is used in S4, and (Bhﬁﬁkhé) is used in S3.

Table 4.3. The input (ahk,th) is initialized by

Vi, = [7;% + V;g] - (4.61)
M, = Vi, [7;%3115 + Vigﬁhi] (4.62)

k

where (ﬁhg,vhf) is the channel estimate from S1 and (ﬁhﬁ,Vhﬁ) is the

'In S3, Table 4.2 only outputs (™s.,Vs,) but (s ,Vy ) can be obtained by
ng:[vggfvgﬂ and fag =V; [Vg:mgk —Vggﬁgk} , where (™5, , Vi ) is from (4.58).
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4. Exploiting Cyclic Prefix in OFDM Systems With Unknown Channel

channel estimate from S2. The output of this step is the channel estimate of
the pth inner iteration, i.e. ﬁi’q =my,.

S4. Same as S5 in {R-AR-L}, except that (ﬁgkﬁgk) is from S2 instead of S3.

4.3.2 Discussion

Regarding how to use Sub-graph 2, here we discuss two variations, {L¢} and {Lp}.
{L¢} only uses Sub-graph 2 for channel estimation while {Lp} only uses Sub-graph 2
for data detection. The difference between {L} and {L¢} is that in {L¢}, the output
of Table 4.2, (ﬁgk,vf,k), is not combined for the calculation of (mzxt’q,Vth’q) as in
S5, {R-AR-L}, while the difference between {L} and {Lp} is that in {Lp}, the M-
step of Table 4.2 is omitted and its supposed output, (th ,7h£), is set to Bhé =0
and 7;; = 0, i.e. no channel estimate is provided by Sub-graph 2.

Table 4.4 lists the complexity required by Sub-graph 1 and Sub-graph 2 to process
one data block (only the complex multiplications are counted). Sub-graph 3 ({AR})
is not listed because it only needs scalar computations which are negligible. As we
can see, there are two categories of calculation in Table 4.4.

1. One needs to be done every inner iteration. Both {L¢} and {L} use CP for
channel estimation and the a priori covariance matrix of by, is not diagonal (see
(4.58)), therefore, L-length matrix inversion and matrix-vector multiplication
(with the complexity of L3 and L? respectively) are involved in the E-steps of
Table 4.1 and Table 4.2. In this category, the remaining complexity in {L¢}
and {L} and the overall complexity of {Lp} and {R} are dominated by the
L-length FFTs.

2. The other needs to be done every outer iteration. When Sub-graph 2 is em-
ployed for data detection, i.e. {Lp} and {L}, combination of two copies of
data estimates and calculation of the extrinsic information as in S5, {R-AR-L}

require complexity of 2NlogN + 4GlogG + 2G [71]. When Sub-graph 2 is em-
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Table 4.4: COMPLEXITY PER DATA BLOCK REQUIRED BY THE THREE SUB-GRAPHS

per inner iteration per outer iteration
(R} NlogL + 4(T — 1) LlogL B
+2LlogL
(Lo GlogL + GL? + GL 2NlogN + 2GlogG
+4(S — 1)LlogL + 2LlogL | +GL* + GL
{Lp} | GlogL 2NlogN + 4GlogG + 2G
L GlogL + GL? + GL 4NlogN + 6GlogG
+4(S — 1)LlogL + 2LlogL | +GL? 4+ GL + 2G

ployed for channel estimation, i.e. {L¢} and {L}, calculation of (4.58) renders
complexity of 2NlogN + 2GlogG + GL? + G L.

Since {Lp} requires lower complexity than {Lc} or {L} and in terms of sys-
tem performance, {Lp} is more advantageous than {Lc} and has similar perfor-
mance to {L} as will be shown in Section 4.4.3, we propose the scheduling scheme
{{R-AR}*I;,-Lp } *I,,; as an effective trade-off between the system performance and
complexity. The overall complexity of {{R-AR}*I;,-Lp}*I,,; is dominated by the
second category of calculation and is O(NlogN) per data block per outer iteration,
much lower than that of the equalizer in [63] with (N + P)3* I, per data block per
outer iteration.

The use of interference cancellation in {L} (or {L¢}, {Lp}) and the use of AR
model {AR} may cause an increase in latency compared to the conventional equal-
izer with perfect channel information. However, such a latency is acceptable in
turbo receiver since the use of interleaver /de-interleaver requires the whole sequence
associated with a codeword to be processed before being passed to the decoder or

back to the equalizer.
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Table 4.5: DIFFERENT SIMULATION SETTINGS

Channel Modified CP used for | CP used for . \
Case ) 1 channel data Scheduling scheme
status noise models .. o . 3
estimation detection
a - - N {R} *1 *10
Known
b - - {R-Lp} *1 *10
c N N N {R-AR} *3 *10
d Y N N {R-AR} *3 *10
e N N Y {R-AR-Lp}*3 *10
f Y N Y {R-AR-Lp}*3 *10
g Y Y N {R-AR-L¢}*3 *10
Unknown
h Y Y Y {R-AR-L} *3 *10
i Y Y Y {R-AR-L} *5 *10
j Y Y Y {R-AR-L} *1 *30
k Y Y Y {R-L-AR} *3 *10
Y Y Y {{R-AR}*3- Lp}*10

14y’ — modified noise models (4.54) and (4.55) are in use; ‘N’ — otherwise.

24Y’ — CP is used for channel estimation; ‘N’ — otherwise.

34y’ — CP is used for data detection; ‘N’ — otherwise.

4 The format is {scheduling scheme between three sub-graphs}*I;,*I,,;. For example, {R-AR-
L}*3*10 means 3 inner iterations over {R}, {AR} and {L} and in this particular order {R-AR-L},

and 10 outer iterations between the equalizer and the decoder.

4.4 Simulation Results

A rate-1/2 convolutional code (23,35)s, an S-random interleaver, a 4QAM modula-
tor with Gray mapping and the BCJR-based decoder are employed. Each symbol
sequence consists of 64 data blocks, i.e. K = 64, and each data block has 64 sym-
bols before CP insertion, i.e. N = 64. With 1/4 ratio, the CP length is 16, i.e.
P = 16. For each E,/N, point, 107 sequences are simulated to get an average BER
(bit error rate). The MSE (mean squared error) of channel estimation is obtained

by averaging Zf;ol |h — R!|? over all the 107 sequences, where k! denotes the true
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coefficient of the Ith tap and k! denotes the estimate of the Ith tap.

The time-varying multipath channel has 16 taps, i.e. L = 16, and the power
delay profile is given by n = e %% [ = 0,...,L — 1. The energy of the channel
is normalized to 1, i.e. E %ZZL:_OI R’ =1, k = 0,..., K — 1. The carrier fre-
quency is set to 2GHz, the symbol duration is 0.25us and the mobile velocity is
550km/hr. Therefore, the duration of a data block is Ty = 20us, the maximum
Doppler frequency is fp = 926Hz and the value of p in the matrix R in (4.2) is
Jo(2m fpTs) = 0.9966.

The 25th root length-139 Chu sequence [86] is selected to be the training se-
quence, as defined in the long term evolution (LTE) specifications [42]. To avoid
spectral loss, the Chu sequence is periodically extended and superimposed onto the
data symbol sequence [87]. The power ratio of the training sequence to the data
sequence is 0.1, i.e. the power overhead is 0.45dB.

Simulations are carried out with 12 different settings as listed in Table 4.5, which
can be categorized into three sets. Set 1 includes Cases a — f, and compares the
proposed joint data detection and channel estimation cases with the known channel
cases and shows the effect of remodeling the system noise. Set 2 includes Cases
d, f, g, h, and investigates the different uses of the CP, i.e. using it for channel
estimation/data detection only or for neither/both. Set 3 includes Cases h, i, j,
k, I, and compares the different scheduling schemes of the equalizer, where the

performance of Case h serves as a benchmark.

4.4.1 MSE Performance

Fig. 4.6(a) compares Case e with Case f and shows that channel estimation is
more sensitive to the modeling error at high FEj,/Ny than at low E,/Ny, which is
consistent with the analysis in the last paragraph of Section 4.2.3. To be specific,

for the first two iterations, the MSE performance of Ej,/Ny = 10dB is worse than
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Figure 4.6: The effect of (a) modelling error and (b) different uses of CP on the MSE

performance of channel estimation.
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Figure 4.7: The effect of (a) increasing the number of inner iterations per outer iteration
and (b) exchanging the inner iterations for outer iterations on the MSE performance of

channel estimation.
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that of E,/Ny = 3dB when n; = 20%Iyy; and (4.38) are used for noise models
(Case e). Fig. 4.6(b) shows that different uses of CP only have slight impact on the
MSE performance of channel estimation at low E,/N, regime. Fig. 4.7 compares
two scheduling schemes, Cases 7 and j, with the benchmark, Case h, and shows that
both increasing the number of inner iterations and exchanging inner iterations for

outer iterations can boost the speed of convergence of channel estimation.

4.4.2 BER Performance of Set 1

When the CP is not in use (i.e. the conventional system), Fig. 4.8 compares the
BER performance with and without the modified noise models (4.54) and (4.55)
employed when the channel is unknown (Cases d and ¢) with the BER performance
when the channel is perfectly known (Case a). Fig. 4.9 compares the corresponding
cases (Cases f, e, b) when the CP is used for data detection. Note that Cases a and
b are the same as the cases considered in [71].

After convergence, Cases ¢ and d are both within 0.5dB from Case a at the
BER of 10~° and so are for Cases e, f and b, which means that the proposed
equalization algorithm achieves effective channel estimation. Also, Case a reaches
the BER of 107° at 7.3dB and Case b at 9.1dB, i.e. there is a gain of 1.8dB achieved
by exploiting CP for data detection. For Cases ¢ and e, the BER curves tend to
rise as Ej, /Ny increases at the first two outer iterations, while Cases d and f do not
have this behavior, which is consistent with the analysis in the last paragraph of
Section 4.2.3. After convergence, Cases ¢ and d (or e and f) have the same BER
performance because both cases can produce reliable channel estimates at later

iterations regardless of the noise models.
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Figure 4.8: The BER performance with and without employing the modified noise models

when CP is not exploited.
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Figure 4.9: The BER performance with and without employing the modified noise models

when CP is exploited for data detection.
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Figure 4.10: The BER performance when CP is not exploited and when CP is exploited

— — -Cased

for channel estimation only.

BER

Figure 4.11: The BER performance when CP is exploited for data detection only and
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when CP is exploited for both channel estimation and data detection.
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4.4.3 BER Performance of Set 2

With the modified noise models (4.54) and (4.55) employed, the BER performance of
the four combinations of CP being used for channel estimation and/or data detection
(Cases d, f, g, h) is compared in Fig. 4.10 and Fig. 4.11. Note that Case g is similar
to the proposed equalizer in [63] in that they both use CP for channel estimation
only, but they are different because [63] does not consider different noise models and
if listed in Table 4.5, it would be equivalent to the ‘N-Y-N’ case and have similar
performance to Case ¢ (see [72]). Comparing Case d with Case g (or f with h),
using CP for channel estimation brings about a gain of 0.2dB, while comparing
Case d with Case f (or g with h) shows a 1.8dB gain obtained by using CP for data
detection. Apparently, the latter way of using CP is more beneficial than the former
in terms of system BER performance. Also, as seen from Table 4.4, {Lp} costs less
than {L¢} in terms of complexity, making using CP for data detection even more

favorable.

4.4.4 BER Performance of Set 3

Fig. 4.12 shows that with a higher number of inner iterations (Case ¢) the system can
converge faster. In Fig. 4.13, the inner iterations are exchanged for an equal number
of outer iterations, i.e. 3 inner iterations and 10 outer iterations in Case h are
changed to 1 inner iteration and 30 outer iterations in Case j. In the inner*outer
iteration scale, Case h converges after the 9th iteration (its 3rd outer iteration),
while Case j converges after the 6th iteration (its 6th outer iteration). Note that
in both Fig. 4.12 and Fig. 4.13, faster convergence is achieved at the cost of higher
complexity, i.e. more calculations in the equalizer or in the decoder.

With a different order of message passing through the three sub-graphs, Fig. 4.14
shows that {R-AR-L}*3*10 (Case h) produces a slightly better BER performance
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BER

Figure 4.12: The BER performance when the number of inner iterations is increased.

BER

Figure 4.13: The BER performance when the inner iterations are exchanged for an equal
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Figure 4.14: The BER performance when the order of message passing through three

sub-graphs is changed.
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4.5. Summary

than {R-L-AR}*3*10 (Case k). The reason is that in each inner iteration, {R-AR}
provides more accurate channel estimate than {R} does, improving the performance
of interference cancellation and the update of the augmented noise in {L}.

As the trade-off between performance and complexity (see Section 4.3.2), Case [
achieves similar BER performance to Case h as shown in Fig. 4.15, but with lower
complexity since {Lp} is less costly than {L} in complexity (see Table 4.4) and
also there is less iterations over {Lp} than over {R-AR}. The reason for the BER
performance of two cases to be so close is that the channel estimate from {R-AR}

alone is reliable enough for {Lp} and the equalizer to detect the data properly.

4.5 Summary

We have proposed an approach to exploiting the CP for joint detection, decoding
and channel estimation via the EM algorithm and message passing in OFDM sys-
tems. Models of the non-CP part of data, CP part of data and the time-varying
multipath channel are presented in FFGs and message passing processes through
graphs and scheduling schemes between graphs are discussed. Modification is made
in the system noise models to accommodate both the means and variances of chan-
nel estimates. A scheduling scheme is proposed as an effective trade-off between
the system performance and complexity. Simulation results show that the proposed
approach effectively achieves channel estimation and data detection and the modi-
fication in system noise models improves the BER performance at early iterations.
Also, the proposed scheduling scheme achieves good BER performance with lower

complexity.
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Chapter 5

Conclusion

5.1 Thesis Summary

This thesis has considered applications of the turbo receiver in SC-FDE and OFDM
systems. Equalization algorithms have been proposed based on the linear MMSE
principle with the purpose of exploiting the cyclic prefix for data detection and/or
channel estimation. Factor graphs and the Gaussian message passing technique in
factor graphs are employed to facilitate describing the systems and developing low-
complexity algorithms. Compared to the conventional CP-discarding schemes, the
proposed CP-exploiting schemes have been shown to offer significant improvement
in system performance while exhibiting very low complexity.

Firstly, we have proposed a low-complexity equalization algorithm for the itera-
tive SC-FDE systems. With complexity of O(NlogN) per data block per iteration
where N is the length of the data block, a gain of 0.7dB is achieved under both the
AWGN channel and the ISI channel when the CP ratio is 1/4.

Secondly, we have proposed a low-complexity equalization algorithm for the
turbo OFDM system. With complexity of O(NlogN) per data block per itera-
tion, a gain of 0.97dB under the AWGN channel and 2dB under the ISI channels are
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achieved when the CP ratio is 1/4. We have provided an SNR analysis to verify the
performance improvement of the proposed equalizer over the conventional equalizer.
The sensitivity of the proposed low-complexity algorithm to channel estimation error

is also examined.

Lastly, we have proposed a joint channel estimation, data detection and decod-
ing approach in turbo OFDM systems by using the message passing EM algorithm.
This approach achieves good channel estimation performance and its data detection
performance is close to that with perfect channel information. We have accommo-
dated both the means and variances of the channel estimate in the message passing
EM algorithm. Different ways of using CP and different scheduling schemes have
been thoroughly discussed. Using CP for equalization has been shown to be more
beneficial than using it for channel estimation, and the proposed scheduling scheme

is verified to be a novel tradeoff between complexity and performance.

5.2 Future Work

In Chapter 2 and Chapter 3, through exploiting CP, different gains have been ob-
tained for the SC-FDE and OFDM systems. With the same CP ratio of 1/4 and both
under the AWGN channel, the bound of gain 0.97dB has been achieved in OFDM
system but not in SC-FDE system. Improvement on the proposed algorithm for it
to achieve the same bound of gain in SC-FDE system is possible since in general
SC-FDE system should produce the same performance (and therefore performance

gain) as OFDM system under the AWGN channel.

For the ISI channel, a comparison between the mechanisms of SC-FDE and
OFDM systems may be worthwhile in explaining the big difference in performance

gains in the two systems (0.7dB for SC-FDE and 2dB for OFDM).

This thesis has focused on exploiting CP in the context of SISO systems. It is also

possible to extend the proposed approach to MIMO systems. In fact, the proposed
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approach is of a general nature and can be applied to any other communication
contexts where similar redundancy is present and exploitation of the redundancy is
reasonable.

This thesis has demonstrated the performance improvement of the proposed ap-
proach over the conventional approach under certain system settings. Future work
can be done to investigate the performance of the proposed approach when the
system is with different ECC such as the LDPC code (which is stronger than the
convolutional code this thesis has used), different mapping such as the set partition-

ing [88], or different channels such as the Porat and Freidlander channel [89].
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Appendix A

A Fast Approach to Calculating
®;. in (3.42) and (3.43)

From the approximation (3.42), we have

®, = (B"H/H,B) (A1)

diag
with B = FgQAF]HV. As I:I,{{f{;,C is diagonal, the matrix A; = FgI:IkHI:IkFG is
Hermitian circulant and its first column is given by

b = %Fga (A.2)
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where the vector a contains all the diagonal entries of I;I,cH H,.. Then we define matrix

A, = Q" A Q, which is an Hermitian Toeplitz matrix

_ bo by - bp_, b*P_l_
by bo - bp_g Up_y
Ay = b, (A.3)
bp_o : b}
_bp,l bp_o -+ by bo |

where the superscript * denotes the conjugate operation and the first column [by,
b, ...,bp_1|T is the first P entries of vector b. Therefore, the matrix Az = ATA,A
takes the following form
Ov—pPyx(N—P) O(n—P)xP
Az = . (A.4)
Opx(n—P) A,

The jth diagonal entry of ®; = (F NA;;F%) diag is calculated as

£17 Ayf, (A.5)

=N [Pbo + (P — 1)516_27”% + (P — 2)b26_2”%
(P—1)j
N

+...+ bp_16_2m

+ (P — 1)ble?mix

—|—(P 2){)* 27er + .. +bP 1@ (PNIM]
-1

(P o n)b —2mi%t + Z b* 2mi 5

w

1
N

3
Il
o

where f; is the jth column of F&, j = 0,..., N — 1. The first term in (A.5) can

be obtained by taking the FFT of the sequence 1 and the second term is just the
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conjugate of the first term, and

0, n=~FP . ,N-1
Thus the diagonal entries of ®; can be calculated as

, | | P
Diag (®r) = \/_NFN"? + (\/_NFN'U) — yolwxi. (A7)

The proposed approach of calculating ®; only needs one G-point FFT for (A.2) and
one N-point FET for (A.7).
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Appendix B

The Derivation of Var(¢ k)Zzgg in

(3.50)

Using (3.48) and E(¢;,) = 0, the covariance matrix of ¢, is given by

Var(¢,) =E(¢iCy)
Vi[5 T+ @) HEH(T+ ©,)" + 0,(V,) 0l + 31wy (vi)”

(B.1)

where the variance matrices Var(ng) = Sy, Var(e) = 7% and Var(wy) = A\ Ig are
used, and the cross-covariance matrices between any two of ny, €, and wy, are treated
as zero since they are independent of each other. Meantime, we have ¥, = 'IlkH ,
®;, = &/ and (VE“)H = V¢ and (7;:)H = 7;: After simplification, (B.1) can

be rewritten as
-1
Var(¢,) =Vt + Vet [A,;l@k(cbk _ W) + A HIH, -V, OF } Vet (B.2)

Since V¢ is diagonal and (@k) diag = 0 (®; and ¥, have the same diagonal entries),

-1
the two terms '@, HIH;, and 7% ©; have no contribution to the diagonal entries
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diag

of Var(¢,,) at all. After removing them, the following diagonal matrix is obtained.

Var(Claiag =VE©+ NV O (@6 — W) | Vi, (B.3)

diag

Substituting (3.44) into (B.3), we have the diagonal entries of Var({,) for the pro-

posed algorithm as (3.50).
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Appendix C

The Derivation of ng in (4.52)
and 7g;€ in (4.53)

The covariance matrices of g and g are derived as follows using (4.48), (4.49),

(4.50) and (4.51). The covariance matrix of gy is

- {sal]

NFHDmg FNSekekS FNDzag(uk) FN}

/—H

= { FHDzag FNSV SHFHDzag(uk) FN}

=NFRE {Dzag (uk)FNS VﬁkSHFNDmg (uk) }FN

=NFEQFy (C.1)

where
Q=E {Diag (ux)©Diag (uk)H}, (C.2)
© =FySV; SYFY. (C.3)
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The matrix © is a circulant matrix with its diagonal entries 6,,, p = 0,..., N — 1,

given by
Opp = tr (Vi) /N.
The (p, q)th element of @, p=0,...,.N —1,¢=0,...,N — 1, is given by
Wpg = B (trp Opg UZ,q)
=0,,FE (ukyp u}';,q)
where 6, , is the (p, ¢)th element of ® and

1, when p=gq
E (uk@u;q) -

0, when p#q

since Vy,, = Iy as in (4.51). Therefore, we have

tr (Vi)

Q:
N

INa
and the covariance matrix of gy, is

or (V;
V,, = NF%%INFN

= tr (V}‘lk)IN

as in (4.52).

116



Similarly, the covariance matrix of g is

Vg =E {g’kgﬁcH}
- {GFg Diag(Buy)FoSeel! S"FH Diag(Buy) HFG}
=B {GFl Diag(Bu,)F4SV5, $"FA Diag (Buy) "Fo}
— GFY E {Diag(Buy) FoSVy, 8" F4 Diag (Bu;) “} Fg

=GFE Q' Fq
where

Q' =E {Dz’ag(f)@'Dz’ag(E)H},
©' =F:SV; S"Fg,

& = Diag (Buk) = Diag(FgQAF%uk).

(C.8)

(C.9)
(C.10)

(C.11)

The matrix @' is a circulant matrix with its diagonal entries ¢/ , p = 0,...,G — 1,

p,p’

given by
H;%P =tr (Vflk)/G
The (p, q)th element of @', p=0,....,G—1,¢=0,....,G — 1, is given by

wzlhq =E (gp ezlhq 5;)

=0,,E(6€)
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C. The Derivation of ng in (4.52) and 7% in (4.53)

where @) is the (p, ¢)th element of @',

E(6&) = E[(Bw), - (w/'BY) ]
=E (f,QAFyuu/FyATQYE])
=f£,QAFY E (uu ) FyATQYEN
=f£,QAFyV, FyATQ"EN

(p )
=5 Z (C.14)

and f, and f; are the pth and gth rows of the DF'T matrix Fq respectively, Vy,, = Iy

as in (4.51) and AA =Tp. Specially, we have

E(§&) ==, whenp=gq. (C.15)

Ql v

When p # ¢, E(&€) is much smaller than P/G (see (C.14)). Hence, we can

approximate €' by its diagonal matrix as

, _tr(Vy) P
@~ g, (C.16)

and the covariance matrix of g; can be given by

tr (Vi
7g;€ ~ GFg% : gIG FG

P
el (Vi )Ie

as in (4.53).
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