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The interaction of a sharp density interface with oscillating-grid-induced shear-free 
turbulence was experimentally investigated. A linear photodiode array was used in 
conjunction with laser-induced fluorescence to measure the concentration of dye that 
was initially only in the less dense layer. A laser-Doppler velocimeter was used to 
measure the vertical velocity in and above the density interface at a point where the 
dye concentration was also measured. Potential refractive-index-fluctuation pro- 
blems were avoided using solutes that provided a homogeneous optical environment 
across the density interface. Internal wave spectra, amplitudes and velocities, as well 

as the vertical mass flux were measured. The results indicate that mixing occurs in 
intermittent bursts and that the gradient (local) Richardson number remains 
constant for a certain range of the overall Richardson number R3, defined in terms 

of an integral lengthscale, buoyancy jump and turbulence intensity. The spectra of 
the internal waves decay as f -’ a t  frequencies below the maximum Brunt-Vaisala 
frequency. These findings give support to a model for oceanic mixing proposed by 
Phillips (1977) in which the internal waves are limited in their spectral density by 
sporadic local instabilities and breakdown to turbulence. The results also indicate 
that, for a certain R, range, the thickness of the interfacial layer (normalized by the 

integral lengthscale of the turbulence) is a decreasing function of R3. At sufficiently 
high R, the interfacial thickness becomes limited by diffusive effects. Finally, we 
discuss a simple model for entrainment a t  a density interface in the presence of shear- 

free turbulence. 

1. Introduction and literature review 

Turbulent mixing, and especially turbulent mixing within density-stratified fluids, 
continues to be a perplexing problem in environmental and geophysical fluid 
dynamics. Of particular interest is the mixing in the neighbourhood of relatively 

sharp density interfaces in the oceans, lakes, reservoirs and the atmosphere. In 
environmental fluid mechanics, an understanding of these mixing processes is 
essential in determining water quality in water bodies containing a sharp density 
interface. The presence of such an interface, by suppressing fluid turbulence, limits 
the downward transfer of pollutants and gases such as carbon dioxide and oxygen 
from the upper mixed layer (Fischer et al. 1979), and the upward transport of 
nutrients to organisms that live in the surface layer (Scavia & Robertson 1981). This 
has important consequences in the design of wastewater and thermal outfalls. In the 
atmosphere severe air-pollution problems may result from the presence of thermal 
inversions that inhibit the vertical transport of pollutants. Here again, a knowledge 



213 I .  A. Ha,nnoun and E. J .  List 

of the exchange processes across the inversion layer can be important in predicting 
and controlling air quality in the lower atmosphere. 

Many prior attempts (Rouse & Dodu 1955; Cromwell 1960; Bouvard & Dumas 
1967; Turner 1968; Kato & Phillips 1969; Wu 1973; Linden 1973, 1975; Crapper & 
Linden 1974; Thompson & Turner 1975 ; Wolanski & Brush 1975 ; Hopfinger & Toly 
1976; Kantha, Phillips & Azad 1977; Gartrell 1979; McDougall 1979; Kantha & 
Long 1980; Folse, Cox & Schexnayder 1981 ; Hopfinger & Linden 1982; Fernando & 
Long 1983, 1985), both experimental and theoretical, have been made at  observing 
and modelling the mixing across sharp density interfaces. The laboratory 
experiments tend to fall into three categories: (i) those where the mixed layer is 

driven over the non-turbulent layer thus creating a mean velocity shear, (ii) those 
whcrc the turbulence is generated by a vertically oscillating grid and hence exhibit 
no mean shear, and (iii) those where the turbulence is generated by convective 
heating or cooling a t  a surface. Extensive discussion of the progress of research in 
these areas is given in the reviews by Turner (1979) and Phillips (1977). 

1 . 1 .  Oscilbating-grid experiwients 

For oscillating-grid experiments Turner (1979) proposed that the entrainment 

velocity u,, defined as u, = dD/dt, where D is the depth of the upper layer, is given 
by a simple law of the form 

,ue / ( ru)o  N Ria (R, > 7), ( 1 . 1 )  

where ru is the r.m.s. horizontal velocity and the subscript o here and subsequently 
refers to the quantity being measured in a homogeneous fluid at the same distance 
from the oscillating grid as the density interface. Ri is an overall Richardson number 
defined by Ri = A b l o / ( r u ) z ,  where Ab is the buoyancy jump and I, is an integral 
lengthscale of the turbulence defined as the area under the auto-correlation 
coefficient curve for the horizontal velocity component,. Turner (1979) suggested that 
n = $when the stratification was due to salt. When the density stratification resulted 

from a temperature gradient, the value of n was found to be about 1 .  Turner (1979) 

suggested t>hat viscosity differences cannot be used to explain the different values of 
n. He proposed that the large differences in u, that occur when using salt and heat 
as the stratifying agents can onIy be explained by consideration of the molecular 
diffusion of mass and heat as defined by the appropriate diffusivity K .  He added a 
second dimensionless number, a P6clet number P, = (ru)oZo/~, and proposed that the 
ent>rainment velocity would be a function of both an overall Richardson number and 
this PGclet number. Turner (1968) suggested that 

ue/(ru)o = R,-'(c+ R&-;, (1.2) 

where c is a constant. When P, is small this relationship reduces to ue/(au), - R;'. 
When P, is large (1.3) becomes ~ , / ( r ~ ) ~  - R$ P-t e '  

After Turner's work clearly showed different entrainment rates for heat and salt 
interfaces, other investigators attempted to explain the differences both theoretically 
and experimentally. A problem that confronted experimentalists was that the 
molecular diffusivities of heat and salt differ by about two orders of magnitude and 
that other suitable solutes with intermediate diffusivities are unavailable. This made 
the systematic study of the problem over a continuous range of P, difficult. As a 
result, the available experimental data tends to  be a t  either low P, (using heat) or 

rather high P, (using salt or other solutes with comparable diffusivities). The results 
for each of these ranges, as well as those obtained for very high Ri, will be discussed 
next. 
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1 . 1 . 1 .  High-Pei.let-num.ber inwstigations 

Several attempts have been made to  explain the observed entrainment law near 

high P, density interfaces. Linden (1973) experimentally investigated the effects of a 
vortex ring impinging on a sharp density interface and developed a model for the 

ring-interface interaction. The model was then extended to calculate the rate of 
entrainment a t  a density interface in the presence of oscillating-grid turbulence. This 
was done with the conjecture that, in this particular case, a vortex ring appears to 

be a good approximation to a turbulent eddy. More recently, Linden (1975) proposed 
another model in which he postulated that the rate of change of potential energy due 

to mixing is proportional to the total kinetic energy flux available a t  the interface. 
This explanation leads to a ue/(cr,), - R;’ relationship. As much as this simple idea 
is physically attractive, other investigations (Turner 1968 ; Hopfinger & Toly 1976 ; 

Fernando & Long 1983) found that the entrainment rate is much slower than 
predicted by Linden (1975). Long (1978) incorporat.ed some of the ideas of the rapid 

distortion theory of Hunt & Graham (1978) and suggested t,hat the turbulent eddies 
tend to flatten as they approach the density interface, thus rendering the turbulence 
anisotropic. This is partly supported by a study of vortices impinging on a density 

interface (Linden 1973) and Dickey et al.’s (1984) work on turbulent eddies below an 
air-water interface. Long’s model also postulates that the entrainment occurs owing 
to the breaking of interfacial waves in the interfacial layer. This wave-breaking is 
considered to occur through a resonance mechanism in which the forcing is 
accomplished by the ‘quasi-isotropic’ eddies of the mixed layer acting on the upper 
surface of the interfacial layer (Fernando & Long 1983). 

The thickness of the interfacial layer h in salt-stratified experiments was 

determined by Crapper & Linden (1974), who used both a travelling conductivity 
probe and shadowgraph techniques. Although 1, was not measured directly, they 

found h/l, to be independent of Ri and given by h/l ,  - 1-1.5. Moreover, they 
observed that there was no significant difference between their time-averaged and 
instantaneous density profiles. Hopfinger & Toly (1976) also measured h/l, and found 
a clear dependence on Ri, which contradicts the observations of Crapper & Linden. 
Hopfinger & Toly also measured h,, the ‘static’ thickness of the interface after the 
stirrer had been stopped and the turbulent motion had calmed down. They observed 
that h, - 1, and that the relative difference in the dynamic and static layer thickness 
(h-h,)/h, - Ril. Measurements made by Fernando & Long (1985) using a travelling 
conductivity probe suggest that a t  low Ri an instantaneous density profile is not a 

good indicator of the average profile. They also find that h / D ,  where D is the depth 

of the upper layer measured from a virtual origin, is constant but is considerably less 
than that obtained by Crapper & Linden. By using shadowgraph techniques, 
Wolanski & Brush (1975) also found h / D  to be a constant whose value is comparable 
to that in the experiments of Fernando & Long (1985). 

As evident from the above discussion, there is considerable confusion regarding the 
thickness of the interfacial layer and the shape of the density profile. Some of these 
discrepancies might be partly due to the experimental methods employed. The use 
of a shadowgraph might be misleading in determining h because the method averages 
over the entire width of the experimental facility a t  constant depth, which might be 

different from the time-averaged interfacial thickness. Moreover, we note that a 
travelling conductivity probe may produce significant perturbations as it penetrates 
the density interface. 

In experiments using different types of solut’es, Wolanski & Brush (1975) observed 
that n is a function of P,, where P, is the Prandtl number given by P, = Y / K ,  and Y 
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is the kinematic visc,osity. This is e,quivalent to  a functional dependence on the PBclet 

number, since 1' was not varied significantly. The obscrvations of Wolanski & Brush 
(1975) cannot be explained by either Linden's (1973, 1975) or Long's (1978) 

theoretical models, since both are independent of viscosity and diffusion effects (at  
sufficiently high Reynolds numbers). McDougall ( 1979) suggested that this 

observation might be due to non-Newtonian effects exhibited by some of the fluids 

used by Wolanski & Brush (1975). 

1.1.2. Lou~-Pdctet-n.urnber iwuestigations 

In  experiments involving heat as a stratifying agent, Crapper & Linden (1974) 

found that molecular diffusion is important in the determination of the interfacial 
structure at, P, < 200. In  this case they found that a diffusive core is formed a t  the 
centre of the interfacial layer, across which all transport occurs by molecular 

diffusion. Fernando (1986) pointed out that if all transport is due to molecular 
diffusion then u, - K / h .  By invoking the relationship h/ l ,  - Pi;, a result in 
agreement with the findings of Crapper & Linden (1974), Fernando obtained 
ue/(gU), - Pit. This is clearly different from the R;' behaviour observed by Turner 
(1968). Denton & Wood (1981) suggested that a t  sufficiently large R,, , U , ~ / ( C T ~ ) ~  - 
P;' and that the R;' behaviour observed by Turner occurs in a transition between 
the R;: and the Pi1 regimes when ue/(rU),  is plotted against Ri. 

1.1.3. High-Richardson-number range 

At very large R,, Turner (1979) suggested that all mixing curves flatten out and 

become independent of Ri. Fortcscue & Pearson (1967) showed that a t  very large 
R,, ue/(gU),  - P;: in the context of gas absorption into a water surface. Turner 
(1979) suggested that their explanation of the Pet behaviour using a theory based on 
molecular diffusion into the large eddies of turbulence in the water, also seems 
appropriate for a very stable liquid-liquid interface. The P$ dependence is 
equivalent to stating that u, - K / h ,  with h given by h - [KT,]; and 7, being the 
integral timescale of the turbulence. 

a t  sufficiently high Ri when the entrainment is governed 
by molecular diffusion, Denton & Wood (1981) used u, - K/h together with h - I ,  as 

observed by Crapper & Linden (1974) a t  high P, with the stratification due to salt. 
Denton & Wood also suggested that their model could be improved by allowing for 

a change in the interface thickness a t  low P, as observed by Crapper & Linden. A 
consequence of such an improvement implies that the rate of entrainment changes 
from P;; to Pi1 as P, increases for sufficiently high Ri. 

As evident from the above discussion there is a considerable amount of uncertainty 
in characterizing the nature and the dynamics of interfacial mixing processes. In  
particular, the mechanisms leading to the instability of the interface and subsequent 
mixing, as well as the turbulence-internal wave interactions, are not very well 
understood. In  this paper, we report on the details of an investigation to study the 
nature of turbulent density interfaces by measuring the properties of the internal 
wavefield (amplitude, velocities and spectra) and characterizing the mechanisms 
that lead to wave breaking and mixing. Moreover, we measure the interfacial layer 
thickness, the vertical mass flux, and discuss the evolution of intermittent mixing 
events. Concentration measurements along a straight line were obtained by using 
laser-induced fluorescence (LIF) in conjunction with a linear photodiode array (with 
matching of refractive indices using salt and alcohol as solutes in the lower and upper 

To obtain U , / ( C T ~ ) ,  - 
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layers respectively). The LIB’ technique is non-intrusive and is capable of providing 
both temporal and spatial resolution unattainable by conventional methods. 
Additionally, a laser-Doppler velocimeter (LDV) system was used to measure the 
vertical velocity component a t  a point where the concentration was also measured. 
We also discuss, based on the results of our experiments, a simple model for turbulent 
mixing at  a shear-free density interface. 

2. Experimental method 

The experiments described in this work consist of linear concentration measure- 
ments through a density interface as well as velocity-concentration correlations. 
The bulk of the experimental procedures and equipment used in these experiments 

were discussed in Hannoun, Fernando & List (1988). We will confine our discussion 
here to the linear photodiode camera system. 

2.1. La,ser-induced Jluorescence s y s t e m  

The method of measuring concentrations by LIF is becoming increasingly popular. 
In  the last few years Papanicolaou (1984), Koochesfahani (1984) and Papantoniou 
(1986) among others have successfully used this technique to obtain further insight 
into the nature of mixing in turbulent flows. The technique, as used in this study, is 
based on the ability of Rhodamine 6G dye to  fluoresce at wavelengths near 570 nm 
when exposed to a laser light beam having a wavelength of 514 nm. For a range of 
dye concentrations, the intensity of the emitted light is proportional to the 
concentration of the dye. This provides a non-intrusive method for measuring 
concentrations. The details of the method of concentration measurement by LIF will 
not be discussed here but a comprehensive discussion on this subject can be found in 
Liu et al. (1977). 

In our set-up the 514 nm line of a 2 W argon-ion laser (Spectra Physics model 265) 

is directed vertically downward by the use of a combination of front-surfaced 
mirrors. The beam then passes through a small glass window placed a t  the free 
surface as shown in figure 1 of Hannoun et al. (1988). Before it enters the water the 
beam also passes through a 200 cm converging lens that is placed appropriately so 
that the beam is of nearly uniform thickness of about 0.5 mm in the test section. A 

section of the laser beam was imaged by an array of 1024 photodiodes (EG & G 

Reticon model RL1024G). The photodiode array is encased in an LCSOOA camera 
from EG & G Corporation. This camera is about the size of, and its operation is 

analogous to, an ordinary photographic camera, with the exception that the film is 
replaced by the photodiode array and its associated electronic circuitry. The array 
diodes are in a single row with a centre-to-centre spacing of 25 pm. The aperture 
width of each pixel is 26 pm. The field of view of the camera depends on the lens 
selected and its distance away from the laser beam. The object resolution is therefore 
determined by the field of view. In  our experiments a 50 mm f l . 8  Nikon lens was 
used and the LC300A camera was supported on a rigid surveying tripod. The imaged 
laser beam passes through the centre of the tank and the camera was a t  a distance 
of 65-80 cm away from the beam thus giving a spatial resolution of about 0.3-0.4 

mm. The array was scanned by a sample-and-hold circuit controlled by a clock, 
which switches from diode to diode a t  an adjustable frequency fa. After scanning the 
last diode, there is an adjustable blanking period before sampling the first diode of 
the next scan. f a  was supplied by a signal generator and was in the range of 
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85-1 10 kHz. The frequency at. which data are available from each pixel is given by 
fa/count, where ‘ count ’ equals the number of array diodes (1084) plus the blanking 
period clock cycles (fixed a t  64 in this study). This gives a data output rate of about 

80-100 Hz per pixel. However, owing to the large amount of data generated and the 
limited magnetic disc storage volume, only a.fraction of the available data was 

digitized and st0re.d on the disk. Typically, we digitized every fourth scan thus 
yielding a frequency of about 20-25 Hz per pixel. Alternatively, we, could have 

obtained these frequencies by using a smaller fa and digitizing every scan. However, 
large values of fa help in preserving the sharpness of the flowfield image. A total of 
5120 array scans were recorded in each experiment. Details of the electronic circuitry 

are included in the Reticon LCSOOA manual (1981). 

The analog output of t,he camera has an amplitude of zero to 1.0 V. Dark noise is 
typically less than 10 mV, giving a dynamic range of 100: 1 .  The analog output is 
digitized using a custom’built A/D converter as discussed in Hannoun et a.l. (1988) 
(details are in Papantoniou 1986). The data acquisition software was written by Dr 
D. Papant.oniou and used assembly language subroutines that maximized the 
efficiency of the process. The program also sampled two AD1 l-B analog-to-digital 
converter channels that were connected to the analog outputs of two LDV signal 
processors that measured a horizontal and the vertical velocity components. The 
AD11-K channels were sampled synchronously a t  the end of each array scan. Thus, 

velocities were also sampled a t  a rate of 2&25Hz. Other details of the data 
acquisition process are in Papantoniou (1986). 

Before experiments to  measure concentration were carried out, a calibration was 
performed in order to account for the effects of lens aberration, variable beam width, 
and various imperfections such as distortions caused by the glass windows of the 
tank. Rhodamine 6G dye was mixed with dechlorinated water in the tank thus 
yielding a homogeneous fluid with a known dye concentration. The beam was then 

focused onto the camera and the average output from 512 scans was recorded by the 
computer to provide a camera calibration output as a function of the pixel number. 
Subsequent to the calibration, special care was taken to ensure that the camera was 
not touched until the experiment was over. The dye concentration during a 

calibration was determined so as to be within 10% of the dye concentration in an 
actual experiment. This was necded since the emitted fluorescent light seemed to 
attenuate as i t  propagated through the fluid containing Rhodamine 6G on its way 

towards the photodiode array. It is to be noted that this kind of attenuation is 
different from the attenuation of the original incident laser beam as it passes through 
the Rhodamine 6G solution. Within the range of dye concentration used in this 
experiment, the attenuation of the emitted fluorescent light was estimated to be less 
than 10% of the light received by the array. Another precaution that was taken to 
reduce the effect of fluorescent light attenuation was the positioning of the camera 
a t  a higher vertical position than the density interface. This was needed to ensure 
that all the emitted fluorescent light incident on the array passed through a 
homogeneous solution, i.e. the upper mixed layer, and was therefore attenuated 
equally. By positioning the camera above the interface and using similar dye 
concentration values in both the calibrations and the experiments, errors due to the 
attenuation of the emitted fluorescent light are limited to less than 1 % of the values 
recorded by the photodiode array. 

After the data were recorded on magnetic media, they were transferred to a PDP 
11/24 and a VAX 750 computers for data reduction. The LIF data were corrected 
by taking into account the previously obtained calibration curves. The data were 
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also corrected for the attenuation of the laser beam as i t  passed through the 

Rhodamine 6G solution by using a relationship of the form : 

I =I , ,  exp( - I e C d z ) ,  

where I is the intensity of the laser beam after it traverses a distance x in the fluid, 

I,, is the initial intensity of the laser beam a t  x = 0, C is the dye concentration, and 
e is the dye absorption coefficient (constant for the range of dye concentrations used 
in this study). The laser beam attenuation is actually determined by replacing the 
integral in the last equation with a summation and using the values of C as obtained 
from the array output. The details of the method of correction for attenuation are 

discussed in Koochesfahani (1984). The maximum correction due to beam 
attenuation was kept to below 20% by using sufficiently low dye concentrations. 

Moreover, owing to the fact that the dye concentration away from the interface is 
almost constant, large errors resulting from miscalculating the attenuation can be 

detected. The constant E was determined experimentally by recording the fluorescent 
light intensity after the beam traversed a measured distance in several solutions with 
different but known dye concentrations. The value of E was found to be 300/cm g/l 
and details of its method of determination are found in Hannoun (1987). Other 

details of the data reduction process are in Papantoniou (1986). 

3. Preliminary observations 

The most convenient and illustrative method of presenting the linear concentration 
data is by displaying them in false colour images using a colour video screen and an 
image processor. Figure l (a-d)  (Plates 1 and 2 )  presents such images of the flow 
reconstructed from the Reticon camera data. I n  this figure, the vertical axis 
represents a vertical distance whereas the horizontal axis represents time. The 
concentration data, which have values from 0 to 255 (with 0 corresponding to fluid 

with no Rhodamine 6G dye), are colour coded according to the spectrum 
accompanying figure 1. It is worth noting that C is the tracer concentration and 
C, is the average concentration in the upper mixed layer. The form of the Richardson 
number that will be used in interpreting the data is R, = AbL,/[u,]; where [ ] denotes 
a spatial average in a horizontal plane and Lo is an integral lengthscale of the 
turbulence. Lo is determined as Lo = [a,lo [710 where [TI, is the integral timescale of 
the turbulence defined in this study as the area under the vertical velocity auto- 
correlation coefficient curve. Moreover, the subscript 0, here and subsequently, refers 

to measurements in homogeneous fluid a t  the vertical location of the interface. Note 
that this definition of the Richardson number differs from R, used by other 
investigators only in the definition of the integral lengthscale Lo and in the fact that 
the turbulent velocity variance used is a spatial average over a horizontal line rather 
than that measured a t  a single point. We experimentally determined that Lo = 0.1D 
where D was measured from a virtual origin coinciding with the lowest point during 
the grid displacement cycle. Owing to the transient nature of the experiments, D, and 
hence R,, are slowly increasing functions of time. However, the maximum change in 
D in any one experiment was limited to less than 13 % of its original value (and much 
less than that a t  higher R,). R, was based on average values during each experiment 
and was in the range 24-98. 

While concentration profiles along a vertical line do not provide clear information 
regarding the horizontal structure of the fluid motion, they reveal some striking 
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FIGURE 2. -. .-, 30 s time-averaged concentration profile. -, ‘instantaneous ’ concentration 
profile obtained in less than 10 ms. R, = 24. 

features of the interfacial structure. In figures 1 (a )  and 1 ( b ) ,  which present sequential 
flow images a t  Rj = 24, it can be seen that the amplitude of the interfacial wavest 

is of the same order of magnitude as the thickness of the interfacial layer. We can also 
observe that the shape of the concentration profile varies with time and cannot be 
adequately described by any one specific profile. In  particular, an instantaneous 
concentration profile does not bear much resemblance to the average concentration 

profile, a result which is in disagreement with Crapper & Linden (1974). Figures 1 ( a )  

and l ( 6 )  also indicate that the interfacial waves seem to break intermittently thus 
giving rise to localized patches of turbulent fluid. This breaking of the internal waves 
seems to occur predominantly at the crests of the waves (i.e. when the interface is 
near its highest point of oscillation). After the occurrence of these local instabilities, 
some mixed fluid is transported upwards and ultimately becomes fully incorporated 

into the upper mixed layer. As R, increases, as shown in figures l ( c )  and l (d) ,  the 
amplitude of the interfacial waves as well as the thickness of the interfacial layer tend 
to decrease. Additionally, the interface seems to get ‘calmer’ and the frequency of 
violent overturns decreases with increasing Rj. At Rj = 98 as shown in figure 1 ( d ) ,  the 

mixing events seem less frequent and not as violent as a t  lower Ri. However, this 
should be regarded with caution, since in this case the thickness of the interfacial 
layer is comparable with the spatial resolution of our equipment. As a result, some 
mixing events might go undetected. 

In figure 2 ,  a concentration profile a t  Rj = 24 and time-averaged over 30 s is 
shown, where z, is a distance from an arbitrary origin. An ‘instantaneous’ 
concentration profile obtained in less than 10 ms is also presented. We can observe, 
in a more quantitative way than in figure 1,  that’ the instantaneous concentration 
profile does not bear much resemblance to the average profile. This is thought to be 
due to both (i) the contribution of internal waves to  the average thickness of the 

It is not obvious that the interfacial displacements are in fact waves, but given that t,he 
interface only ‘breaks ’ occasionally, we refer to the disturbances as waves. 
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FIGURE 3. Time history of the vertical velocity, concentration, and the vertical flux of clear fluid 
as measured a t  the vertical location x in figure 1. (a )  vertical velocity w in cm/s ws. time. ( b )  C/ 
C, us. time. ( c )  Vertical flux of clear fluid $ (cm/s) VB. time. The events marked A-H correspond 
to those marked in figure 1 (a ,  b) .  R, = 24. 

interfacial layer and to (ii) the temporal change in the shape of the instantaneous 
profile. The significance of the internal wave motions in determining the time- 
averaged concentration profile depends on the ratio of the amplitude of the internal 
waves to the instantaneous thickness of the density interface. The larger this ratio, 
the more important the interfacial wave contribution will be. It will be seen from 
results in $4 that this ratio increases with increasing R,. The temporal change in the 
shape of the instantaneous profile is determined by the dynamics of the interface and 
the occurrence of instabilities and mixing events. It can be observed from figure 1 
that the temporal variability in the shape of the instantaneous concentration profile 
decreases with increasing Rj. Quantitative results concerning the thickness of the 
interface and the properties of the internal waves will be presented in $4. 

It is of interest to investigate further the intermittent mixing events within the 
density interface. Figure 3 presents a time history of the vertical velocity component 
w a t  a point near the interface for the same experiment depicted in figures 1 ( a )  and 
1 (b).  The vertical position of the point at which the velocity was measured is marked 
on figure 1 (a ) .  Moreover, the normalized dye concentration C/C, a t  that same point 
is also shown. Another quantity that is presented in figure 3 is @ = [C-C,)/C,] w 

which represents the vertical flux of the clear (lower) fluid. I n  this particular case, @ 
is more useful as an indicator of interfacial activity than (CIC,) w, the vertical dye 
flux. This is a result of @ preferentially disclosing motion of lower fluid mixing into 
the upper layer fluid as shown in figure 3. The temporal relationship between figure 
3 and figure 1 (a,  b )  is established by the use of alphabetically labelled arrows that 
cozrespond to the same instances in time. 

Event A depicted in figure l ( a )  indicates that some lower-layer fluid is being 
ejected upwards. An examination of figure 3 indicates that a t  A, the vertical velocity 
maintains significant upward (positive) values. Figure 3 also shows that @ remains 
positive for about 5 s. These observations imply that event A represents a situation 
where there is a net vertical mass flux and can hence be labelled a mixing event. On 
the other hand, $ in event B switches signs going from positive to negative. The net 
vertical mass flux associated with B is small. This implies that the observed 
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behaviour at B is due to  an interfacial wave since the net vertical mass flux 
associated with internal waves is zero. An examination of figure 1 ( a )  also supports 
this observation. 

Other occurrences of events leading to a net vertical mass transport can be 
determined from an examination of $ in figure 3. There are several discrete positive 
peaks in $ without accompanying comparable negative values. The arrows labelled 
C, D, E, G and H all indicate such events. It can also be observed from figure 3 that 
the vertical velocity maintains significant upward values for these events. The length 
of time during which ui is upward is usually longer than the time + remains positive 
for the individual events. The flow images at E and G in figure 1 ( b )  clearly reveal that 
some fluid is being ejected whereas the processes involved at C, D and H are less 
obvious. However, we can see that a t  C, D and H, the interfacial structure is abrupt 
and pointed and does not exhibit the smoothness associated with relatively 
uninterrupted internal waves (such as B). It can also be observed that at C, D and 
H, the breakdown of the interfacial waves occurs at the crests. Furthermore, the 
abruptness of the concentration contours for these events is most obvious near the 
top of the interfacial layer. In  particular, events C and H indicate that the lower part 
of the interfacial layer (displayed in yellow and red) remains virtually unaffected by 
the wave breakdown. 

The events marked A and E have some similarities in that they both clearly reveal 
lower-layer fluid being scoured upward, and also exhibit relatively large slopes of the 
concentration contours. However, the thickness of the interfacial layer prior to  these 
events is markedly different. The images a t  these locations suggest that an interfacia1 
instability occurs at A and E, with a lengthscale of the order of the interfacial 
thickness just prior to the occurrence of the events. The event marked F indicates 
that  $ switches sign from positive to  negative. The net flux of clear fluid associated 
with F is upward since the net area under the $ curve in the vicinity of F is positive. 
All these observations, when viewed in their entirety, indicate that the intermittent 
mixing events occur sporadically in time. 

4. Characteristics of the interface and the internal wave field 

In  this section we will present some quantitative results concerning the dynamics 
of the density interface and the internal wave field. Figure 4 presents concentration 
contours of C/C,. Three contours are shown corresponding to C/C, = a with a taking 
the values 0.1, 0.5 and 0.9. To obtain a certain C/C, = a contour the following 
procedure was followed : (i) for each array scan determine, starting from the bottom 
of the scan, the vertical position of the first point at which C/C, exceeds a (ii) repeat 
(i) for every scan (iii) plot the vertical position versus time. One consequence of the 
use of this method for determining contours is its inability to determine multiple 
occurrences of C/C, = a in the event of concentration inversions. However, the 
fraction of time when there is an inversion in the concentration profile is small in all 
our experiments. 

Contours similar to the ones presented in figure 4 are very useful in studying the 
dynamics of the density interface. The slope of a least-squares straight line fitted to 
a particular contour is a measure of the vertical velocity u, of the interface. Such 
least-squares lines were obtained and a representative one is shown in figure 5. The 
results indicate that u,/[a,],, - R;" with n being close to $, as shown in figure 6. This 
result is in agreement with Hopfinger & Toly (1976) and Turner (1968). The 
magnitude of the deviations of a certain contour from the least-square straight line, 
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FIGURE 4. Concentration-time contours corresponding to C/C, = 0.1, 0.5 and 0.9. R3 = 24, 
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FIGURE 5. Concentration-time contour for C/C, = 0.5 at Rj = 24. The straight line is a least- 

squares best fit for the contour. 

ienoted by 2 ,  yields a measure of the amplitude of the interfacial waves. To 
jetermine a representative quantity that characterizes the amplitude of the internal 

naves we located the CIC, = 0.1, 0.5 and 0.9 concentration contours for each 
:xperiment and then determined the least-squares best fit line for each of these 
:ontours. The r.m.s. value o f x  was then computed and its average for the three 
lifferent contours in each experiment, denoted by 6, was determined. 6 is an overall 
neasure of the amplitude of the internal waves. The averaging procedure was used 
;o compensate for the limited length of record available in each experiment. 

8-2 
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FIGURE 7. Variation of the normalized internal wave amplitude [ /Lo  with the overall 
Richardson number R,. 
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Figure 7 presents a plot of [/Lo versus Rj. It can be seen that a relationship of the 
form {/Lo - By1 provides a good fit for the experimental data. Actually, a least- 
squares line fit to the data yields [/Lo - R;Q.91. An c/L0 - R;l relationship implies 
that [ - [u , ] z /Ab,  i.e. the amplitude of the interfacial displacements (waves) is 
determined by a balance between the kinetic energy of the eddies and the buoyancy 
jump across the density interface. 

If x, is a vertical distance to a certain contour line measured from an arbitrary 
origin as shown in figure 5 ,  then wd = d(z,)/dt represents an instantaneous vertical 
velocity of the internal waves. Figure 8 presents w, as a function of time obtained 
from the C/C, = 0.5 concentration contour a t  Ri = 24. Every tenth point in the 
original concentration contour was used and the derivative was calculated by taking 
the difference between two adjacent points. No smoothing or filtering was applied. 
The r.m.s. value of wd was determined and the average of the r.m.s. values from the 
C/C, = 0.1, 0.5 and 0.9 contours, referred to as wi, was then computed. Here again, 
the averaging procedure was used to compensate for the limited time record in the 
experiments. wi is a measure of the vertical velocity of the internal waves. Figure 9 
presents wi/[gul0 as a function of Rj. It can be observed that wi is well represented 
by a relationship of the form W ~ / [ U , ] ~  R$. After the determination of interfacial 
wave amplitudes and velocities, we obtained a measure of the internal wave 
frequency n, defined as n, = cl(wi/[) where c1 is a constant. By invoking the 
u ~ ~ / [ u , ] ,  - R;i and [/Lo - R;l relationships we obtain n, - (Ab/L0$. It is to be 
noted here that if most of the energy resides in the lowest internal mode, as is usually 
the case when the thermocline is relatively sharp (Phillips 1977), then n, is 
approximately equal to the frequency of the lowest internal wave mode. 

The vertical concentration gradient in each scan was determined by evaluating the 
spatial derivative of the concentration profile. The derivative was computed by 
taking the difference in concentration as defined by adjacent pixels. The maximum 
value of the vertical concentration gradient was obtained and its average over 

- 
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FIQURE 10. Variation of the normalized maximum Brunt-Vaisiila frequency A':/(A6/LO) with 

the overall Richardson number Rf. 

time, denoted by p, was computed. The maximum average Brunt-VZiisalS fre- 
quency, N,,  in each experiment was computed using iV& = (e /Cu) 6b . f  A plot of 
N ; / ( A b / L J  versus Rj is shown in figure 10. It can be seen that the data for Ri < 50 
can be well represented by a relationship of the form Nh/ (Ab /L , )  - RLAt  higher 
Ri the interface becomes sharp enough so that the calculation of c' becomes 
significantly affected by the limited spatial resolution. For example at  Rj = 61, the 

f I t  is worth noting that the concentration and density gradients are essentially equivalent if 
molecular diffusion is not important. This is the case because the fluid density is an almost linear 
function of the solute concentration considering the very low solute concentrations used in this 
study (Weast 1976). As a result, the value of N ,  based on the concentration gradient will be 
approximately equal to that obtained from using the density gradient when the above conditions are 
satisfied. 
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calculated ?? equals 0.49Cu/Az where Az is the spatial resolution of the camera, which 
was 0.038 cm in that experiment. We anticipate that the effects of limited spatial 
resolution become important when is about 0.5Cu/Az.  As a result, we can conclude 
that for Rj > 50,  we are underestimating N ,  because of limited spatial resolution. 
Hence, the results for Ri > 50 should not be viewed with much confidence. They 
provide only a lower limit on N ; / ( A b / L , ) .  If an interfacial layer thickness 
h, is defined as h, = CJP,  then the N k / ( A b / L , )  N R; relationship would lead to 
h , / L ,  - Ry2. 

The results of saline density profile measurements at high P, obtained by Crapper 
& Linden (1974) indicates that h/l, is constant with Rj. In Crapper & Linden's 
experiments h was determined by least-squares fitting a straight line to the central 
50% of the data points (at  least 20 points) in the interface and extending this line 
until it intersected the mean density in the upper and lower layers. In  the instances 
when the interface is sufficiently sharp in our experiments, the determination of the 
interfacial layer thickness by a method similar to that of Crapper & Linden is not 
possible. This is due to the fact that the number of points with concentrations 
between 0.25 and 0.75Cu is usually much less than 20 and can be as low as zero. This 
makes a direct comparison with the results of Crapper & Linden impossible. 
Although there is some difference in the method used to calculate h and h,, it is 
thought that these differences alone cannot account for the discrepancies in the 
observed dependance of hll, and h, /L ,  on Ri. It is also worth noting that values of 
hJL, as small as 0.03 were observed in our experiments. This is much smaller than 

the hl l ,  = 1-1.5 values in Crapper & Linden. Some of the discrepancies in the 
interfacial thickness measurements may be due to the difference in spatial resolution 
between the two experiments. Crapper & Linden used a conductivity probe 
travelling a t  5 cm/s with a vertical resolution of 0.1 cm. Since the probe was 
travelling the actual resolution exceeds 0.1 cm and depends on the frequency 
response of the instrument and the 'washing of the probe'. The vertical resolution in 
our experiments was in the range of 0.03-0.04 cm. 

It is to be noted that the Ri range is limited in our experiments due to some 
practical considerations. At very small R, the interface migrates very quickly, and 
as a result, we are not able to obtain records that are long enough for statistical 
purposes a t  fairly constant Ri. High values of Rj may be obtained by either 
increasing the density difference, increasing the depth of the upper layer, or 

decreasing the grid-oscillation frequency. The latter option was not used because the 
Reynolds number would have been substantially lowered. Moreover, the density 
differences that were used were kept low so as to reduce the effects of refractive index 
fluctuations. The depth of the upper layer D was kept to below 25 cm to eliminate 
the undesirable wall effects observed by Fernando & Long (1983) a t  large D .  
Additionally, higher Ri values were not used because the resolution of the equipment 
becomes a limiting factor for Ri > 50.  

5. Entrainment model 

Phillips (1977) has investigated theoretically the evolution of infinitesimal 
disturbances a t  a sharp density interface in the ocean in the absence of mean shear. 
He studied a case when the Brunt-Vaisala frequency is appreciable only within a 
small depth surrounding the thermocline. The analysis was focused on the lowest 

t Reynolds numbers based on the integral lengthscale and turbulence intensity were about 
120. 
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mode of the internal wave a t  the interface. For the case 
thermocline is only a small fraction of the local depth, 
frequency of the first mode internal wave w is given by 

w2 = (Ab)  [k/( 1 + coth ( k D ) ) ] ,  

I .  A .  Hannoun a,nd E.  J .  List 

when the layer above the 
Phillips showed that the 

where k is a horizontal wavenumber and D is the depth of the layer above the 
thermocline. In the special case that k - 1 / D  the above relationship reduces to 
w2 = Ab/D. This last relationship is equivalent to a result obtained in $4, namely 
ni - AbIL,, if we take into account that L, = 0 . l D .  

Phillips then investigated the degradation of the first internal wave mode and 
considered the possibility of occurrence of a dynamic instability in the thermocline 
where the maximum rate of shear induced by the internal waves is maximum. He 
postulated that if the rate of shear induced by the lowest mode is large compared 
with the rate a t  which the basic flow changes, i.e. if U k  + w ,  then it  might be 
anticipated that the stability criteria developed for stratified shear flows (Miles 1961) 
would be relevant for the case of the lowest internal wave mode a t  a relatively sharp 
thermocline in the absence of mean shear. Motivated by the results of instability 
theory in stratified shear flows, Phillips investigated the possibility of occurrence of 
similar interfacial instabilities when the local gradient Richardson number J < t for 
the case of the lowest internal wave mode a t  a sharp density interface. The local 
gradient Richardson number J ,  defined as J = (N, /U&)2,  was calculated by Phillips 
for this case to be 

where s is the amplitude of the thermocline displacement. When the wavelength of 
the internal wave is large compared with the thermocline thickness, i.e. w 4 N,,  we 
obtain J = ( ~ / N , ) ~ ( k s ) - ~ .  The condition J = a yields a limiting slope 

( k s ) ,  = 2n,/N, (n,/N, 4 1 ) .  

Phillips suggested that if the energy supply to the internal wave mode continues 
after the above limiting condition is attained, a local instability may develop, with 
a lengthscale of the order of the interfacial layer thickness, giving rise to a patch of 
intense, small-scale turbulence. Phillips added that the energy acquired (and then 
ultimately dissipated) by the turbulence is a t  the expense of the internal wave, so 

that an occasional local instability of this kind can restrict the magnitude of the 
internal waves in a similar fashion to the way breaking limits the growth of surface 
waves. 

The possibility of the occurrence of such an instability in our experiments will be 
investigated next. To compare our experimental results with the theory we will take 
s - f since f is a measure of the amplitude of the interfacial waves. If we take 
k - l / L , , t  then it follows that o - n, and J - (L, / f )2(n, /N,)2.  The assumption that 
n, 4 N ,  was used and is valid because in our experiments N ,  - 5 Hz whereas n, as 
determined from visual observations of concentration contours is about 0.1 Hz. A 
plot of J, ,  defined by J ,  = (L, / f )2(n, /N,)2,  versus R5 is shown in figure 1 1  and 
indicates that J ,  is constant with Ri (R5 < 50). For Ri > 50, the N ,  values are 
significantly affected by the limited experimental spatial resolution as previously 
discussed, and as a result, we anticipate that the J ,  values are overestimated. 

t The assumption that k N 1/L, implies that the wavelength of the lowest internal mode is set 
by the integral lengthscale of the turbulence near the interface (or equivalently the depth of bhe 
upper layer). The consequences of this assumption will be disriissed later. 
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FIGURE 11. Variation of the local gradient Richardson number Ji with the overall Richardson 
number Rj .  0, experimental points; -, J ,  = 1.96. 

Actually, if we use the results from $4, i.e. c - Lo R;l and Nk/(Ab/Lo) - Rj” (Rj  < 50) 

we obtain J ,  = constant. 
The facts that ni - (Ab/Lo) and J ,  = constant for a range of Rj, when viewed by 

themselves, may not provide sufficient evidence that an instability similar to the one 
discussed by Phillips (1977) is limiting the amplitude of the lowest-mode waves. To 
further test the applicability of Phillips’ theory to our experiments, we will compare 
the theoretical predictions of the amplitude of the interfacial displacement and the 
internal wave spectra with our experimental results. 
- Phillips (1977) had calculated the mean square displacement of the thermocline 
a: when the process of local breakdown described above limits the amplitude of a 
single wavetrain with wavenumber k .  He found 

- 
a; = 2 n ; / ( N ,  k)’. 

If most of the total energy resides in the lowest mode, as is usually the case when 
the thermocline is relatively sharp (Phillips 1977), then the internal wave amplitude 
is approximately determined by the mean square - displacement of the thermocline 
due to the first mode. This implies that s2 - a; = ~ ( u L , / N , ) ~  N L: RY2 if we take 
k - l/Lo and o - n, for the lowest internal mode. This result is equivalent to our 
experimental observation in $4, namely c/Lo - RY1, if we take s - 5. 

If the lowest-mode waves are visualized as a random succession of wave groups at  
different wavenumbers, and if the growth of all wavenumbers is limited by an 
instability similar to the one discussed above, then the spectrum of the internal 
waves @(I), f )  where f is the frequency is predicted (Phillips 1977) to be 

@(D,f) - (DAbN~~2)f - l  

- (Ab)’N;’f -’ 
( f  6 o),  

(0 6 f < N , ) ,  

where o is the lowest-mode frequency. 
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FIGURE 12. Internal wave spectrum @ at R, = 24. 

An internal wave spectrum, obtained by a fast Fourier transform applied to the 
C/C, = 0.5 contour at Rj = 24 is presented in figure 12. An f -3 range is observed for a 
range where n, < f c N,.  Moreover, spectra from different experiments, normalized 
by (Ab)2N;2 with N &  - ( A b / L , )  R;, are shown in figure 13. All the spectra collapse 
thus giving support for Phillips' theory. If we use the actual measured N ,  to 
normalize the spectra for R, > 50, the collapse is not as good. This might further 
indicate that N ,  values in that range are significantly attenuated by the limited 
experimental spatial resolution. 

The close agreement between our experimental results and the theory suggests the 
existence of a saturated wave field at the density interface and reveals that the 
process of local breakdown is limiting the growth of various wavenumber 
disturbances. The form of the spectra, the behaviour of the wave amplitude and 
frequency, as well as the constancy of J ,  with R,, are all in agreement with the 
theoretical model. This agreement between the theory and the experiments, after 
invoking k - l /Lo ,  suggests that this relationship might be valid, thus implying that 
the wavelength of the lowest-mode internal waves is determined by the large 
turbulence scales. This is not surprising in view of the flattening of the large eddies 
near a density interface as observed in oscillating-grid experiments by Dickey et al. 
(1984) and Hannoun et al. (1988). As a result of this flattening, we might anticipate 
that the largest eddies in the mixed layer impose the largest horizontal lengthscale 
of the internal waves. The flow images shown in figure 1 also provide qualitative 
support for the above theory in that they show that the breakdown of the internal 
waves is a sporadic intermittent process. The images also seem to indicate that the 
lengthscale of the interfacial instability is comparable with the thickness of the 

interface. The events marked A and E in figures 1 (a )  and 1 ( b )  clearly show that. 
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FIGURE 14. Different entrainment regimes for various values of the P6clet number P, and the 
overall Richardson number R,. 
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In  order to calculate the rate of entrainment a t  a shear-free density interface, we 
have to determine (i) the volume of fluid entrained in individual mixing events and 
(ii) the frequency of occurrence of these events, f,. The above theory indicates that 
the lengthscale of the interfacial instabilities is of the same order as the thickness of 
the interfacial layer. This suggests that the volume of fluid entrained per unit area 
per event is proportional to h,. It was not possible to determine f, in the 
experiments, but in general, it  may be expressed as f , ~ ~  = g(R,) where g is some 
function, Furthermore, we may write : 

ue - (volume entrained per event per unit area) x (frequency of occurrence of 
mixing events) 

or u e  - (hc ) fm,  

thus, ~ e / [ a u I o  - hcfm/[cuIo -frn70Ry2. 

The experiments of Fernando & Long (1983) and Folse et al. (1981) indicate that 
ue/(au),  - R;f whereas Hopfinger & Toly (1976), Turner (1968) and this study found 
that U ~ / ( C T ~ ) ~  - R;:. These results imply either that f m ~ o  - R;i or fm70 - R;; 
respectively. We may thus conclude that the frequency of mixing events is a 
decreasing function of Ri, a result which is in qualitative agreement with our visual 
observations in figure 1. 

It is anticipated that the decrease of h,/L, with Ri cannot continue indefinitely. 
We suggest that a lower limit on h, a t  sufficiently high Rj is determined by molecular 
diffusion. A possible scaling of the interfacial thickness under these conditions is 
h, - ( ~ 7 , ) :  which yields h,/L, N Pi;. The latter result was observed in heat stratified 
experiments when the interface is governed by molecular diffusion (Crapper & 
Linden 1974). The above conjecture implies the existence of a cut-off region in which 
the processes determining the interfacial structure are altered. The cut-off point is 
obtained when h, N Lo RY2 becomes of the same order as (KT,):, i.e. Lo Ri2  - {KL,/ 
[c,],}:. This yields an Rj N criterion for the onset of diffusive effects. In  figure 14 

we plot Rj P;: = constant (roughly estimated to be about 4) in the (Pe, Ri)-plane. 
Below the line and sufficiently far from it, we expect the interfacial structure to be 
governed by molecular effects. Sufficiently above the line the interfacial structure 
can be described by the local wave breakdown model as discussed in this paper. It 
is also worth noting that for small enough Rj, say Rj < (Ri)a, the buoyancy effects are 
not important and the upper layer grows in a similar fashion to a turbulent front in 
a homogeneous fluid. The value of (Rj)a based on Turner's (1968) measurements is 
estimated at about 1. 

6.  Discussion 

This paper presents a simple model for turbulent entrainment a t  a shear-free 
density interface. The entrainment process and the interfacial structure are proposed 
to be, in general, functions of PBclet and overall Richardson numbers. The model 
suggests the existence of three distinct entrainment regimes where the interfacial 
dynamics are governed by different force balances. At very low R,, i.e. Ri < (Rj)a, it 
is expected that the buoyancy effects are negligible and the mixed layer grows in a 
similar fashion to a turbulent front in a homogeneous fluid. For (R,)a < R, < p@, 
where p is a constant, the interface may be characterized by the existence of a 
saturated wave field and the occurrence of intermittent and sporadic local 
instabilities that provide a mechanism for fluid mixing. A t  Rj >> /3@ the interfacial 
structure is governed by molecular diffusion. 
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Although no experiments were carried out within the last range, our experiments 
suggest that due to the sharpening of the interface with increasing R,, molecular 

effects are bound to become important a t  sufficiently high R,. For example, a 
simple calculation shows that for an h, of about 0.05 cm, as obtained in our experi- 
ments at  R, = 98, K / h c ,  which presents an estimate of the molecular flux, is about 
2 x cm/s. The measured u, at R, = 98 is 8 x lop4 cm/s. This implies that the 
molecular flux contributes a significant amount to the total mass flux a t  Rj = 98. 

Actually, h, = 0.05 cm at R, = 98 provides a high estimate for the interfacial thick- 
ness. This is due to the limited spatial resolution of our equipment as discussed 
in $4. The above calculation suggests that molecular effects become important a t  
R, N lo2 for P, - lo5. Turner's (1968) results suggest that molecular effects become 
important at  Ri - 10 for his heat-stratified experiments. P, in those experiments 
is estimated to be about a factor of 2000 lower than our experiments. The P, N Rf: 
scaling for the onset of diffusive effects implies that, based on Turner's findings, 
we should expect diffusive effects to become significant a t  R, N 10 (2000); N 50 

in our experiments. Considering the different methods for obtaining the integral 
lengthscale of the turbulence in the calculations of R, and Ri, and taking into 
account that the point a t  which the diffusive effects become important is not defined 
very precisely, the P, - Rf: relationship seems to provide a good scaling for the onset 
of molecular effects when heat and salt experiments are compared. 

When the interface is governed by molecular diffusion, i.e. sufficiently below the 
R, Pif line, we anticipate that the rate of entrainment will be proportional to both the 
concentration gradient and the appropriate diffusivity K ,  i.e. u, N K / h , .  Denton & 
Wood (1981) had previously used a similar relationship with h - 2, (or alternatively 
h, N Lo) as determined by Crapper & Linden (1974) at high P,. This leads to a 
ue/(gU), - Pi' relationship. If we use h, N ( K T , ) ~ ,  as suggested by our experiments, 
we obtain U , / ( U ~ ) ~  - Pi$, a result which is in agreement with the findings of 
Fortescue & Pearson (1967), who determined the rate of entrainment a t  high Rj in 
the context of gas adsorption into a water surface. 

The model we are proposing is similar to the one presented by Denton & Wood 
(1981) but with the following major exceptions: (i) our model is valid at all P, as 
opposed to the low P, limitation in Denton & Wood's model and (ii) when the 
interface is governed by molecular diffusion we suggest a ue/(gU),  - Pit as opposed 
to the U , / ( C T ~ ) ,  N Pi1 relationship proposed by Denton and Wood. The differences 
between the Pi: and Pi1  relationships may be significant. In  particular, the Pet 
dependence, when taken in conjunction with hJL,  - Ry2, provides a criterion for the 
onset of molecular effects that is in agreement with the experimental findings as 
discussed above. On the other hand, the ue/(crU), - P i 1  relationship, when used with 
h/l, - constant, cannot predict the prevalence of molecular effects a t  high P, as 
observed in our experiments. 

Turner (1979) had reported that in heat stratified experiments by C. G. H. Rooth, 
where P, was varied over a wide range, an R;: range was observed. As P, was reduced, 
the curves broke away from the R$ line a t  successively lower values of R,, rising 
above it with decreased slope as molecular diffusion increases the transfer rate. This 
last observation is in qualitative agreement with our model. 

the turbulence in the upper layer 
induces the internal wave field a t  the interface. Furthermore, it is the breakdown of 
these internal waves that generates local patches of turbulent fluid that are 
responsible for mixing. This turbulence-wave-turbulence model is different from 
some earlier ideas about mixing near a shear-free density interface, which postulated 
that the large eddies in the mixed layer are directly responsible for entraining 

Our model suggests that for (R,)a < R, 4 
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unstirred layer fluid. For instance, Turner (1968) suggested that the mixed layer 
turbulent eddies directly entrain unstirred layer fluid which becomes ultimately 
incorporated in the mixed layer. Moreover, Linden (1975) suggested that the rate of 
change of potential energy is proportional to the kinetic energy flux near the 
interface. Such an energy argument indicates that the kinetic energy of the eddies is 
directly converted into potential energy as the eddies impinge on the interface. The 

work of Linden (1973), in which he studied the effects of vortex rings impinging on 
a sharp density interface, also suggests that  the entrainment occurs after each eddy 
impinges on the density interface. Although Linden (1973) postulated that the 
mixing occurs after the recoil of the interface and not by direct entrainment of fluid 
by the large eddies, the main idea is that mixing occurs after the arrival of every eddy 
a t  the interface. However, our flow images in figure 1 ,  the flattening of the eddies 
near the density interface (Hannoun et al. 1988), and the observations concerning the 
internal wave field in $4, all suggest that the mixing is a result of local wave 
breakdown and not the direct entrainment of unstirred layer fluid by the individual 
large turbulent eddies. The major idea in our work is that the mixing is occurring 
sporadically and intermittently and is related to the mixed-layer turbulence only 
through the internal wave field. Moreover, it  is also thought that the turbulence in 
the upper layer is not very essential for the growth and instability of the internal 
wave field. Alternatively, irrotational disturbances in one fluid layer may yield 
similar interfacial structure and dynamics as in our experiment. Actually, Phillips’ 
theory assumes irrotational flow near the density interface. The close agreement 
between our experimental results and the theory suggests that the rotational aspect 
of the oscillating grid-induced turbulence may not be essential to the problem. 

Although the large eddies of turbulence are flattened a t  the density interface 
(Hannoun et al. 1988), and the mixing in our experiments occurs intermittently as 
postulated by Long (1978), the model proposed in $5,  is essentially different from 
Long’s arguments. Two major differences between our experimental results and 
Long’s model are in the functional dependence of the interfacial wave velocities and 
the interfacial thickness on the overall Richardson number. In  our experiments, we 
find that h,/L, is a fast decreasing function of R, as opposed to h/l, = constant in 
Long’s model. Moreover, we find that wi/[a,], - R;; as opposed to wh/(a,), - R;f as 
predicted by Long where wh is defined as the r.m.s. vertical velocity of the interfacial 
waves and wi is the average r.m.s. velocity inferred from the vertical displacement 
of the concentration contour. Although the definitions of wi and wh may be slightly 
different, the W ~ / [ U , ] ~  - R;: relationship provides a better fit to our data than a 
W ~ / [ C T ~ ] ,  - R;f relationship. Furthermore, Long’s model cannot account for the 
significant molecular mass flux that was observed in our experiments a t  P, - lo5 and 
R, - lo2. 

The realization that molecular effects might be important even a t  P, - lo5 
provides a possible interpretation of some of the observations of Wolanski & Brush 
(1975). They suggested that the rate of entrainment is a function of both an overall 
Richardson number and a Prandtl number P, = V / K .  An inspection of their 
entrainment rate versus Richardson number plots suggests that  the various curves 
corresponding to different solutes (except for the case of clay as a ‘solute’) may be 
viewed as breaking away from an Ryn line (with n about 2) a t  values of R, that 
become successively higher as P, (and consequently Pe, since u is almost constant) 
increases. This is in qualitative agreement with our model. A more quantitative 
comparison is difficult to make because the errors involved in translating Wolanski 
& Brush’s form of the overall Richardson number to a form similar to the one used 
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in this analysis might be large. It is worth mentioning that Wolanski & Brush 
concluded that their non-dimensionalized entrainment rates are independent of P,. 

However, our model predicts that the dependence of the entrainment rate on P, 
is variable and depends on the location in the (P,, Rj)-plane. In any event, our 
model shows that the dependence on P, is slow and in the extreme case is given by 
ue/[a,lo - P;;. In suggesting that the entrainment rate is independent of P,, 
Wolanski & Brush varied P, by about a factor of 3. Ifwe take into account the amount 
of scatter in their data points we cannot rule out a P;" dependence with m < 5. 

Finally, it is worth noting that the mixing events were almost always associated 
with the crest of an apparent wave, consistent with a wave breaking phenomenon. 
It would be of interest to place the turbulent mixing layer below the quiescent layer 
and see if this were still the case. 

In conclusion, the recent work of Carruthers & Hunt (1986) is noted. That work 
describes an analysis of the mixing a t  the surface of a turbulent layer bounded above 
by a linearly stratified fluid, a configuration they describe as a class ( i )  flow and with 
little similarity to the problem studied here. Our work falls into their category of 
class (ii) flows, for which a subsequent analysis is promised. 
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