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Abstract: A synthetic phantom model is typically utilized to evaluate the initial performance of a
photoacoustic image reconstruction algorithm. The characteristics of the phantom model (structural,
optical, and acoustic) are required to be very similar to those of the biological tissue. Typically, generic
two-dimensional shapes are used as imaging targets to calibrate reconstruction algorithms. However,
these structures are not representative of complex biological tissue, and therefore the artifacts that
exist in reconstructed images of biological tissue vasculature are ignored. Real data from 3D MRI/CT
volumes can be extrapolated to create high-quality phantom models; however, these sometimes
involve complicated pre-processing and mostly are challenging, due to the inaccessibility of these
datasets or the requirement for approval to utilize the data. Therefore, it is necessary to develop a
3D tissue-mimicking phantom model consisting of different compartments with characteristics that
can be easily modified. In this tutorial, we present an optimized development process of a generic
3D complex digital vasculature phantom model in Blender. The proposed workflow is such that an
accurate and easily editable digital phantom can be developed. Other workflows for creating the
same phantom will take much longer to set up and require more time to edit. We have made a few
examples of editable 3D phantom models, which are publicly available to test and modify.

Keywords: photoacoustic imaging; 3D digital phantom; vasculature

1. Introduction

Photoacoustic imaging (PAI) is an emerging hybrid modality based on photoacoustic
techniques, where a nanosecond pulsed laser is utilized to induce thermoelastic expansion
of tissue chromophores, which results in the emission of acoustic waves that are detected
by ultrasound transducers for image formation [1–7]. PAI has gained popularity due
to the utilization of high-contrast optical imaging and the superior penetration depth of
ultrasound imaging [8–11]. PAI has shown promising capabilities, in terms of visualizing
vascular, functional, and molecular changes within living tissue [11–23]. The choice of
PA image reconstruction technique has a significant contribution to the quality of the
final image. Therefore, comprehensive and effective evaluation of image reconstruction
algorithms plays a crucial role in providing the best quality PA images. Digital phantoms
are used in both photoacoustic microscopy and tomography [7,17,24–39].

After an image reconstruction method is tested on synthetic phantoms, it will be
evaluated by more complex in vitro biological tissue phantoms and, eventually, on animals
in vivo [40,41]. The main objective of synthetic phantom-based testing is to understand
the preliminary performance of the image reconstruction technique and to optimize its
parameters. Therefore, the characteristics of the synthetic phantom model (structural,
optical, and acoustic) are required to be very similar to those of the actual biological
tissue, so as to conduct an effective performance evaluation. Most of the time, computer-
simulation employs simple numerical phantoms (generic two-dimensional structures of
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different shapes, i.e., circles, stars, straight lines, tubes, spheres) that oversimplify the PA
imaging target and are in no way similar to actual complex anatomical structures [42].
Lou et al. [43] proposed a technique for developing a synthetic human breast phantom
based on clinical contrast-enhanced magnetic resonance imaging (MRI). Their method was
capable of incorporating the volumetric information and complex vasculature structures
of human breast tissue. However, this method is complicated and without the freedom of
modifying the vasculature pattern. Moreover, an image reconstruction expert may not have
access to clinical datasets [43]. Therefore, a complex simulated imaging target development
method that allows easy modifications, and yet actually represents the characteristics of a
biological tissue with the flexibility for tuning its optical and acoustic properties, is essential.

In this tutorial, we explain the process of creating a 3D synthetic vasculature phantom
using the Blender design tool, which allows the user to easily modify (size and orientation)
and segment the designed phantom, to represent different vasculature patterns within
specific organs. Blender is a free and open-source 3D computer graphics software toolset
that was initially released in 1994 and developed by Blender Foundation, an independent
public benefit organization. One of the implemented 3D phantoms was tested in k-wave
simulation. The process steps for creating a 3D vasculature digital phantom are depicted
in Figure 1. The 3D phantom model examples demonstrated in this tutorial have been
made available to the public to test (data availability). More details on how to modify the
different characteristics of the vasculature model are given in Appendix A.
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Figure 1. Process steps to develop a 3D vasculature digital phantom and test it in a photoacoustic
simulation.

2. Methods

The process of mimicking a vasculature model in Blender starts with a flat square
plane consisting of four vertex points, following with deletion of two of the vertex points,
to make a line; this approach is used to make a line, because Blender does not have a
tool to create a two-point (vertex point) line. Next, one of the points is extruded to make
a new vertex point connected to the prior line. Using this process, branches of lines in
the shape of the vasculature are created. Branches consisting of 4 vertex points in the
shape of a “Y” and lines that have a curvature would have an additional point to bend
the line. Next, modifier functions (a non-destructive way to manipulate the mesh data,
without applying those changes) are utilized. There are several modifiers in Blender that
simulate adding a dimension mesh. Modifiers can also be stacked on top of each other,
to make more changes and give order to the mesh. After creating all the points of the
vasculature, a subdivision modifier of level 3 is used to smooth all the lines. A modifier
known as skin is added, which converts all vertex points into 2D planes perpendicular to
their original lines. Vertices of adjacent planes are connected to create edges, and the edges
are connected to form more complex planes. The skin modifier allows for scaling, so the
diameter is gradually decreased toward the end of the vessel. The last step is to add an
additional subdivision surface modifier of level 3, to make all the vessels circular. Several 3D
vasculature phantom examples are illustrated in Figure 2.
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Figure 2. Three-dimensional vasculature phantom model examples developed using Blender.
(a) Example 1, (b) example 2, (c) example 3, and (d) example 4. Three-dimensional model files
are available in the data availability statement.

The models developed in Blender consist of varying sizes of vasculatures, to represent
a generic vasculature pattern, from µm to mm, (see the annotations in Figure 2) and with
different orientations. Depending on the central frequency and bandwidth of the transducer,
as well as its active area, number of elements, and element size, the vasculature diameters
and overall size of the model are designed.

3. Results

The prepared 3D model in Blender is exported as a voxelized file (.stl format) and
imported into Zemax software, to simulate the light propagation and eventually form the
initial pressure map. With Zemax, various types of scattering and absorption phenomena
similar to what take place in a biological tissue can be implemented. We chose Zemax for
optical simulation because, unlike MMC, MCX, or TOAST, Zemax is capable of simulating
light propagation with different optical sources, lenses, and optical fiber bundles. The
Zemax simulation is as follow. First, the laser source (including the characteristics of
the optical fiber, if applicable) and all the other optical components are defined in the
Non-sequential Component Editor. Then, a detector is added. Next, the vessel is added inside
the detector; the detector is a 3D matrix in which the voxel-wise fluence and absorbance
values are stored.

An example of an optical setup in Zemax is shown Figure 3a. First, the material type
for optical components is defined and optical characteristics are assigned to the voxels of
the digital vessel phantom (we used the vessel phantom in Figure 1a as an example). For
all the optical components, we use N-BK7 (a standard material available in the SCHOTT
catalog). The optical properties assigned to the vessel phantom are as follow: refractive
index, 1.37; absorption coefficient, 111.99 cm−1; scattering coefficient, 100 cm−1; mean
path, 0.1; and anisotropy factor, 0.9. We then run a ray-tracing simulation; the number of
rays in the simulation depends on the desired accuracy and precision; a typical number of
rays is 10 million. In the ray trace control window, we check box the split rays and scatter
rays and then click on trace to start the ray tracing, and the volume detector voxel values
are saved using the detector viewer window. Figure 3b,c shows the absorbance and fluence
map at the 87th slice of the detector volume, respectively. For the acoustic simulation, we
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modeled an L7-4 linear array transducer in the k-wave Matlab toolbox. A total of 234-point
sources (78 × 3) were used to construct a single element of the L7-4 (the size of a single
element is 7 mm × 0.283 mm), to account for directivity; the same design was used for
all 128 elements of L7-4. The number of voxels in k-wave and grid size are determined
according to the central frequency of the transducer and its bandwidth. Figure 4a shows
the vasculature phantom simulated in a linear array configuration. In Figure 4b, the cross-
section of the initial pressure map at the specified imaging plane, indicated by a dotted
line in Figure 4a, is shown. The reconstructed image of the specified imaging plane using
the time-reversal algorithm is shown in Figure 4c. The reconstructed image contains some
artifacts generated from the PA signals of other branches of the vasculature.
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dimensional visualization of the vasculature phantom (black color) and linear array L7-4 (red color),
(b) cross-section (along white dashed line in b) of initial pressure, (c) reconstructed image.

To demonstrate the effect of PA signals generated from other branches on image quality,
i.e., the limited view problem, which is a common phenomenon in complex biological tissue
(e.g., brain vasculature), we considered simple cylinders aligned to the elevational plane
(90 degrees to the lateral plane) of the simulated L7-4 probe. In the next two simulations,
they were rotated in the lateral plane by 20◦ and 45◦ (Figure 5b,c). The diameters of
these cylinders were 0.5 mm and 1 mm. The distance between the transducer array and
imaging targets was 25 mm in the axial direction. The initial pressure maps are depicted
in Figure 5d–f. It is evident from the reconstructed images (Figure 5g–i) that the artifact
becomes more apparent with the rotation angle versus the orientation of the transducer.
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Figure 5. Shadow effect of the imaging target with an angular orientation. (a) Two cylinders are
perpendicular to L7-4, (b) the angle between two cylinders and L7-4 is 60 degrees, and (c) the angle
between two cylinders and L7-4 is 45 degrees. (d–f) Cross-section images of initial pressure, (g–i) are
cross-sections of the PA reconstructed image for (a–c) digital phantoms.

4. Conclusions

It is common practice to evaluate and compare the performance of a newly developed
or updated reconstruction algorithm with other commonly used image reconstruction
techniques. The evaluation is usually performed on simple imaging targets, with no
resemblance to actual biological tissue. Therefore, many reconstruction techniques fail
to perform well when utilized on an actual experimentally acquired dataset. Preparing
digital phantoms using established imaging modalities such as MRI or CT is challenging,
mainly because of the availability of data and sometimes due to postprocessing. Here, we
presented steps for the development of an easily modifiable 3D complex imaging target
using Blender. Editable versions of the digital phantoms shown in Figure 2 have been made
available to the public to test and modify.

Author Contributions: Conceptualization, K.A.; methodology, S.M.R., A.K. and R.M.; software,
S.M.R., A.K. and R.M. validation, S.M.R., R.M. and K.A.; formal analysis, S.M.R., A.K. and R.M.;
resources, K.A.; writing-original draft preparation, S.M.R., A.K., R.M. and K.A.; writing-review and
editing, R.M. and K.A.; visualization, R.M. and K.A.; supervision, K.A.; funding acquisition, K.A. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Institutes of Health R01EB027769-01 and
R01EB028661-01.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.
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Data Availability Statement: The Blender .stl and SVid_1.mp4 files are available in FigShare at:
https://doi.org/10.6084/m9.figshare.19765582.v3, accessed on 12 July 2022.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Some further information on the workflow of Blender is provided below. With any
project in Blender, there are many ways to get to the final result. The workflow intended
for this project was selected because it is very easy to create, is accurate, and allows for
quick editing. Other workflows to create the same result will take much longer to set
up and additionally will require more time to edit. Since the scope of this tutorial was
to create a vasculature phantom, and not intended to teach the program Blender, it is
highly recommended that new users familiarize themselves with the user interfaces (UIs)
beforehand. There are many free tutorials for understanding UI elements, shortcuts, and
viewport controls.

In a new document, proceed to create a plane by using the quick keys Shift + A
and creating a plane. Next, we need to press Tab to enter edit mode. This mode allows
manipulating individual vertex points. Holding the Shift key down, we need to select
two of the four vertex points. Press X to bring up the deletion menu and select delete
vertices. We are now left with a line. By selecting one of the points on the line and by
pressing E and by dragging the cursor, we can extrude the line. To finish extruding and
lock into the desired last point, we need to press the select button (left mouse button). This
process will create as many lines as E is pressed. At this point, if we want to manipulate
the position of any point on the line, we can select it and press G to move it. After it is
in the new position, we need to press down the select button to lock the new position.
To create a branch, we need to select the root point that we want to use as the branch
and make multiple extrusions from that point. Next, we use a procedural modifier that
is non-destructive to simulate the smoothness and diameter of the vessels. We need to go
to the Modifiers menu and select Subdivision Surface, then add a new modifier called Skin.
We then need to make sure that we are in wireframe viewport mode on the top right of our
viewport screen, to see vertex points within the structure. Additionally, the levels were
increased to 3 on the Subdivision Surface modifier. Next, we need to select the first vertex
point on the vasculature model and select the mark root button. This denotes the center of
the vasculature. To increase or decrease the size of the branches, we need to press Ctrl + a
and drag the cursor closer or further away from the selected vertex point. We can lock to
the new size by pressing select. Once all the vertex points are adjusted to the right size,
the last step is to add another Subdivision surface modifier to smooth out the vasculature
edge. At this point, we need to change the viewport shading to solid. Please note, a level
3 Subdivision Surface was used. Any of these steps can be used to edit and change the
structure without needing any new information on the workflow. A supplementary video
(SVid_1.mp4) is available that demonstrates the process steps of creating and modifying
the vasculature pattern, with the flexibility of defining the vessel diameters.
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