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Two-dimensional infrared spectral signature and hydration
of the oxalate dianion
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Ultrafast vibrational spectra of the aqueous oxalate ion in the region of its carboxylate asymmetric
stretch modes show novel relaxation processes. Two-dimensional infrared vibrational echo spectra
and the vibrational dynamics obtained from them along with measurements of the anisotropy decay
provide a picture in which the localization of the oxalate vibrational excitation onto the carboxylate
groups occurs in ∼450 fs. Molecular dynamics simulations are used to characterize the vibrational
dynamics in terms of dihedral angle motion between the two carboxylate planes and solvation dy-
namics. The localization of the oxalate vibrational excitation onto the carboxylates is induced by the
fluctuations in the carboxylate vibrational frequencies which are shown by theory and experiment
to have a similar correlation time as the anisotropy decay. © 2011 American Institute of Physics.
[doi:10.1063/1.3658461]

I. INTRODUCTION

The determination of the structural and dynamical char-
acteristics of the solvation shells of aqueous ions remains as a
challenging area of physical chemistry experimental and the-
oretical research.1 The interaction of molecular ions, particu-
larly carboxylates, and water molecules is of great interest in a
wide range biological systems. It is well known that water sta-
bilizes molecular ions by forming associated hydrogen bond
networks in which water dipoles are oriented toward the ion.
The resulting structure and its dynamics alter the properties
of both the ion and the surrounding water. Some ions cause
the surrounding water to acquire properties that are quite dif-
ferent from those of the bulk solvent.2, 3 In turn, the molecular
structures of ions in solution can considerably be modified
from those in the gas phase. The sensitivity and time resolu-
tion of vibrational spectroscopy has resulted in it becoming
the method of choice to study rapid dynamical processes in
water.4–7 Notwithstanding the successes of transient vibration
spectra in characterizing the hydration shell dynamics, only
a few experiments have focused directly on accessing the vi-
brational states of the ion to probe the solvation structure and
examining the effect of water on the structure and states of the
molecular ion.5, 7 If the ion structure is polar, the effects of hy-
dration are difficult to characterize because of the complexity
of the low symmetry water shell. So, we have developed the
idea of using molecular ions having high enough symmetry
to support degenerate states.6, 7 In such cases, the motions of
the solvent will lower the ion symmetry and give rise to split-
ting of the degenerate vibrational states. This splitting and the
properties of the resulting eigenstates can provide direct infor-
mation of the solvent shell structure and dynamics that may
not be so obvious from similar experiments on lower sym-
metry ions. Thus, the present study focuses on understanding
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the structural and hydration dynamics of the oxalate dianion
which is a simple and highly symmetric molecular ion.

Oxalate has two apposed carboxylate groups spaced
within a few angstroms (Figure 1). In the gas phase, the sym-
metry of oxalate is D2d in which the two carboxylate groups
form perpendicular planes as represented in Figure 1.8 In this
conformation, the ion has three degenerate vibrational modes.
Previous studies indicate definitively that the symmetric and
antisymmetric stretch modes of the carboxylate groups of
oxalate are to be found in the ranges 1400–1500 cm−1 and
1500–1700 cm−1, respectively.8–10 The oxalate ion is, there-
fore, expected to have two transitions in each of these regions.
However, elementary symmetry arguments lead to the con-
clusion that only the antisymmetric combination of carboxy-
late symmetric stretches has a dipole derivative and is allowed
in the infrared (IR). Thus, only one transition is expected to
be observable in the symmetric stretch region of the infrared
spectrum regardless of the dihedral angle between the two
carboxylate planes. The asymmetric stretch vibration of car-
boxylate (Figure 1) is near 1575 cm−1.8 The situation in this
asymmetric stretch region of oxalate is more complex than for
the symmetric stretch since its frequency position depends on
whether or not the carboxylate planes are parallel. If they are
parallel (dihedral angle zero, D2h symmetry), then only one
of the two asymmetric stretch components is IR allowed. If
not, there should be two allowed transitions having frequen-
cies and absorption cross sections that depend on the dihedral
angle. However, when the dihedral angle is 90◦, these two fre-
quencies and cross sections become equal, the modes become
the components of the degenerate E mode of the D2d symme-
try molecule, and only one band is expected in the antisym-
metric stretch region. In contrast to oxalate’s conformation in
the crystalline phase,11 the gas phase structure12 shows a di-
hedral angle of 90◦, and it will be shown below that this is the
most likely structure of oxalate in water.

The short distance of 1.5 Å between the charged cen-
ters in oxalate not only defines the dianion structure, but also
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FIG. 1. Oxalate geometry and vibrational modes. (a) Oxalate equilibrium
conformation. Green and blue arrows represent the transition dipole moment
direction for each carboxylate asymmetric stretch. (b) Symmetric (b1, b2) and
asymmetric (b3, b4) stretch vibrational modes. The atomic displacements are
indicated with black arrows.

creates a situation where the hydration shells of the two car-
boxylates are not simply separable. Thus, the conformation
of oxalate is a compromise between the interaction between
the two carboxylate groups and their coupling with water
molecules in the hydration shell. On the one hand, the car-
boxylates try to minimize the Coulombic repulsion by adopt-
ing a 90◦ conformation, whereas the strong association with
water molecules in the same solvation shell can disrupt this
spatial arrangement to favor oxalate dihedral angles that bet-
ter fit with the water network. Interestingly, the potential en-
ergy for internal rotation of the dihedral angle is sufficiently
shallow that at room temperature the oxalate dihedral can reg-
ularly be found away from its 90◦ minimum. Moreover, the
thermal fluctuations of oxalate’s dihedral angle disrupt the de-
generacy of the asymmetric stretch and create a system of two
separated but coupled nondegenerate states. In addition, sol-
vent fluctuations around each carboxylate at a nearly fixed ox-
alate conformation can also induce a lowering of the symme-
try and a splitting of the degeneracy. This delicate equilibrium
among structure, solvation, and vibrational dynamics presents
new questions regarding the role of water on molecular ion
structure. Time-resolved vibrational spectroscopy is an ideal
tool to investigate solvation shell and conformation dynam-
ics. In particular, two-dimensional (2D) IR has the unique-
ness of providing direct insights into processes such as transi-
tion dipole reorientational motions, intermode coupling, and

time-dependent frequencies for system with nearly degener-
ate or degenerate transitions.6, 7, 13, 14 Moreover, 2D IR is a
well-established technique for studying the solvation shell
dynamics.5, 15, 16

The aim of this paper is to explore the vibrational and
conformational changes of oxalate in aqueous solution by
probing the asymmetric stretch of oxalate at ∼1575 cm−1

with ultrafast time resolution. For this purpose, femtosecond
IR pump-probe and 2D IR in conjunction with linear FTIR
spectroscopy are employed. In addition, molecular dynamics
(MD) simulations are used to obtain the time evolution of the
density matrix for the pair of carboxylates and a density func-
tional theory (DFT) frequency map is analyzed and modeled
to shed light on the conformational, hydration, and vibrational
dynamics of oxalate.

II. MATERIALS AND METHODS

A. Sample preparation

Sodium oxalate (C2O4Na2, >99%), cesium oxalate
(C2O4Cs2, >99%), and its isotopologue (13C2O4Na2, 99%
atom 13C) were obtained from Sigma Aldrich and deuterium
oxide (D2O, 100.0 atom% D) from Acros Organics. All chem-
icals were used without further purification. The solutes were
dissolved in D2O to obtain a concentration of 0.10 M. Room
temperature (25 oC) was used in all experiments.

B. Infrared spectroscopies

The FTIR absorption spectra were acquired with a
Thermo Nicolet 6700 spectrometer having 0.5 cm−1 resolu-
tion in sample cells with CaF2 windows and a 6 μm path
length.

The 2D IR spectra were collected by heterodyned spec-
tral interferometry and processed according to the previously
described techniques.17 A Ti:Sapphire amplifier is used to
generate infrared Fourier transform limited pulses in a home-
made optical parametric amplifier (OPA) coupled with a dif-
ference frequency generator. The IR source consisting of
80 fs duration pulses centered at 1580 cm−1 is divided into
three replicas (wave-vectors: k1, k2, and k3) and focused at
the sample using the box configuration geometry. The photon
echo signal due to the interaction of the sample with the IR
pulses is produced and detected in the −k1 + k2 + k3 phase
matching direction by heterodyning it with a fourth IR pulse
(LO) after dispersion by a monochromator (50 grooves/mm)
and detected with a 64 element HgCdTe array detector. In
all the experiments, the signal field was measured by com-
bining it on the array detector with the dispersed LO pulse
that precedes it by 1 ps. Two time sequences of pulses, each
with a set of specific polarizations of the IR pulses, were used
to obtain the corresponding two-dimensional spectra. The se-
quence where the pulses with the wave vector k1 arrive at
the sample before those with wave vector k2 produces the
rephasing echo signals. The nonrephasing spectrum is gen-
erated with a time inverted sequence of pulses, i.e., k2 arrives
before k1. In both sequences, the coherence time interval τ
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between k1 and k2 was scanned with a 2 fs step. The time
dependence of the photon echo with the population time T,
time interval between second and third pulses, was produced
by scanning the third pulse k3 with 200 fs steps from 0 to 2 ps.
The two-dimensional spectrum obtained by Fourier transfor-
mation of the signal measures the correlation between the fre-
quencies ωτ and ωt of the coherences that evolve during the τ

and t intervals. A detailed explanation of the two-dimensional
analysis can be found in Ref. 17.

The pump-probe spectra were collected using the previ-
ously described setup4, 6 The experimental setup included a
femtosecond regenerative amplifier (Spitfire, Spectra Physics)
to generate a tunable mid-infrared output from a homemade
OPA. The infrared source delivers nearly transformed lim-
ited pulses (∼75 fs duration, 250 cm−1 FWHM) centered at
∼6 μm with energies of 2.4 μJ which are split into pump and
probe pulses. The pump energy at the sample was ∼500 nJ
and the probe is attenuated to an energy at least ten times
lower than this. The pulses are focused to a spot size of
less than 200 μm in the sample. The probe beam is de-
tected on a spectrometer with a 100 grooves/mm grating and a
32-element HgCdTe array detector. The delay between pump-
probe is controlled with a motorized translation stage. In
this work, the population lifetimes were measured by detect-
ing the probe polarization at the magic angle with respect
to the pump. The time dependent anisotropy measurements
were carried out by detecting the probe polarization com-
ponents parallel (IZZ) and perpendicular (IZX) to the pump,
with the incident probe polarization set at 45◦ to that of the
pump.

C. Simulation method

The molecular dynamics simulations were performed us-
ing the SANDER module of the AMBER 9 program package.18

A quantum mechanical molecular dynamics method was used
to describe the oxalate force field. The oxalate ion struc-
ture was parameterized according to parameterized model
number 3 (PM3) semi-empirical formalism and water was
modeled classically with the transferable intermolecular po-
tential 3P (TIP3P) force field. The system consisted of
the ion embedded in 35 Å cube containing ∼1400 wa-
ter molecules. Periodic boundary conditions were imposed
in the simulation. Particle-mesh Ewald methodology was
used for long-range electrostatic interactions with a cut-
off of 12 Å. The SHAKE algorithm was used to fix
the bonds involving hydrogen. The simulation was initi-
ated using an initial geometry for oxalate obtained from
the ab initio DFT calculations performed at the B3LYP/6-
31+G** levels using the GAUSSIAN 03 and 09 software
packages.

The system was energy-minimized for 200 steps using
the steepest descent method followed by 300 steps with the
conjugate gradient method. Subsequently, the system was
equilibrated at a normal pressure and temperature (NPT) for
1 ns with a 2 fs step. Finally, a production run at NPT was
recorded for 5 ns extracting snapshots every 4 fs. All simula-
tions used a Langevin thermostat for temperature control.

D. Potential of mean force

The potential of mean force in water for the variation of
the dihedral angle between the two carboxylate planes was
calculated by means of the umbrella sampling MD simula-
tions combined with the weighted histogram analysis method
(WHAM).19 Thirty-seven separate MD runs, each having a 5◦

window, were sampled for 0.5 ns to cover the −90◦ to 270◦

rotational coordinate of oxalate. A harmonic biasing potential
of 0.02 kcal/(mol. deg2) was applied as umbrella. Except for
the harmonic constraint, all simulation parameters used were
the same as those used in the MD simulations.

E. Carboxylate frequency fluctuations

We used a DFT map developed for the acetate ion20 to
simulate the frequency fluctuations of each of the carboxy-
late asymmetric stretching modes in oxalate. The DFT map
provides the correlation of the asymmetric stretch frequency
with electric fields and their gradients at the C, O1, and O2

atoms. This map shows a good correlation between the elec-
tric field and DFT frequencies for 33 electrostatic parameters,
five of which correspond to components of electric fields at
these atoms and the remainder to electric field gradients at
the same points. The linear infrared spectrum estimated with
this map exhibited a good agreement with experiments on
carboxylate.5

III. RESULTS

The FTIR spectrum of the oxalate anion in a D2O solu-
tion shows two bands at frequencies higher than 1200 cm−1.
The carboxylate symmetric stretch band of 12C2O2−

4 located
at 1312 cm−1 has a symmetric band shape and a peak ex-
tinction coefficient of 1830 M−1cm−1. The antisymmetric
stretch transition observed at 1579 cm−1 is a distinctly asym-
metric absorption band which is broadened on the high fre-
quency side (Figure 2). This 1579 cm−1 band has a peak ex-
tinction of 2380 M−1 cm−1 and has extinction coefficient of
105 700 M−1cm−2 that is twice that of the asymmetric
stretch transition of trifluoroacetate (TFA). The 13C2O2−

4
isotopologue also shows two transitions above 1200 cm−1

which are down shifted by 37 cm−1 (symmetric stretch) and
43 cm−1 (asymmetric stretch) with respect to the 12C2O2−

4
transitions. Figure 2 shows the infrared spectra for both iso-
topologues with solvent D2O background subtracted. Al-
though the 12C2O2−

4 and 13C2O2−
4 isotopologues have differ-

ent carboxylate asymmetric and symmetric stretch transition
frequencies, the spectral shapes and widths of the bands are
not significantly isotope dependent. Furthermore 1:1 molar
mixture of the isotopologues 12C2O2−

4 and 13C2O2−
4 has an

FTIR spectrum (not shown) that is equal to the sum of the in-
dividual spectral components consistent with the absence of
any aggregation.

The small shoulder present at the high frequency side of
the asymmetric stretch band (Figure 2) is attributed to species
involving ion pairs. It is well known that doubly charged ions
may associate with the counter ions to form ion pairs which
have shifted vibrational frequencies.21 The interesting topics
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FIG. 2. Experimental linear IR spectra. 12C2O2−
4 (solid line, upper scale)

and 13C2O2−
4 (red dashed line, lower scale) in D2O.

of ion pair formation and ion pair frequencies are not the main
focus of this work and will be fully analyzed in a subsequent
report.

The transient spectral response of 12C2O2−
4 in D2O pro-

duced by a pump pulse centered at 1575 cm−1 is shown in
Figure 3. Both the photo-induced and bleach signals show the
same dynamics within the signal-to-noise of the experiment.22

The dynamics of the photo induced signal is reproduced by
the sum of two exponentials. The time constants (normalized
amplitudes) of the new absorption band are 0.3 ps (0.7) and
1.6 ps (0.3), respectively. Also, the new absorption signals S‖
and S⊥ yield a fast anisotropy decay r(t) that it is well de-
scribed by the function:

r(t) = Ae−t/τ + B, (1)

(a)

(b)

FIG. 3. Pump-probe dynamics of oxalate at 1550 cm−1. (a) Photo-induced
transient signal (black filled squares) and biexponential fit (red line). (b)
Anisotropy signal (black filled squares) and exponential fit (red line).

which is characterized by a decay time constant of τ

= 0.4 ± 0.1 ps and amplitudes B = 0.16 ± 0.02 (error 1 stan-
dard deviation) and A + B = 0.4 within experimental error.

The 2D-IR spectra of aqueous oxalate was also inves-
tigated at different waiting times (Figure 4). At T = 0 the
asymmetric stretch transition is distinctly elongated along the
diagonal both for the positive v = 0 → 1 transition contri-
bution and the negative v = 1 → 2 region. At the shortest
waiting times where reliable 2D IR spectra could be obtained
from the unrelaxed inhomogeneous distribution, the better re-
solved spectra (Figure 4) appear to be composed of at least
three transitions. The background D2O signal was negligible
in all these experiments.

At later waiting times, these initially elongated peaks
reshape to expose more clearly three different transitions lo-
cated at 1562 cm−1, 1585 cm−1, and 1608 cm−1. The cen-
tral, strongest transition (ωτ = ωt = 1585 cm−1) has a
significant elongation along the diagonal of the ωτ , ωt plot
at T = 0 (Figure 4). At later waiting times (T > 2 ps), this
central part of the spectrum acquires a fully upright shape
aligned with the frequency axes instead of the diagonal line.
This change in shape is a manifestation of the spectral diffu-
sion of the oscillator and the resulting loss of correlation be-
tween the pumped and probed coherences. The highest and
lowest frequency transitions (ωτ = ωt = 1562 cm−1 and
1608 cm−1) become most clearly distinguishable from the re-
mainder of the spectrum at waiting times longer than 400 fs.
In contrast to the 1585 cm−1 transition, the other two tran-
sitions, 1562 cm−1 and 1608 cm−1, do not show any signifi-
cant change in their elongation along the diagonal line, even at
large waiting times (T > 2 ps). The spectral features of these
two transitions are characteristic of the spectral diffusion be-
ing slow on the time scale of the population decay. This re-
sult indicates that these transitions most likely evidence the
presence of a species other than the free ion. It can be shown
that the bands are transitions of the ion pair where the wa-
ter molecules causing the frequency relaxation of free oxalate
have restricted access and modified properties compared with
the carboxylates of the ion pair, as will be discussed in more
detail below and in a separate publication.

FIG. 4. Experimental 2D IR vibrational echo spectra of oxalate in D2O for
population times T = 0 fs, T = 400 fs, T = 1200 fs, and T = 2000 ps.
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IV. DISCUSSION

First a model is introduced for which solution of the
time-dependent Schrödinger equation yields the frequency
and population dynamics for the pair of asymmetric stretch
modes of oxalate. Then, it is shown that the anisotropy of the
dianion is rapidly diminished by transitions between the two
delocalized states of the dianion. The relative effects of fluc-
tuations in the coupling between the carboxylates due to their
motion on the dihedral angle potential of mean force, and the
water induced fluctuations of the local vibrational frequencies
are then addressed quantitatively.

A. The theoretical model

In order to predict the vibrational spectra and the ultra-
fast internal motions of the pair of carboxylates in oxalate,
a dynamical model is needed that incorporates their time-
dependent frequencies and the angular dependent couplings
between them.

In the modeling of the dynamical conformation of ox-
alate, it is assumed that each of the −CO−

2 groups is planar.
All the internal vibrations except the dihedral angle coordi-
nate relating the two carboxylate planes are frozen, but the
overall rotation is incorporated, albeit in a simplified man-
ner. The internal rotation occurs at a fixed C–C separation of
∼1.5 Å (Figure 1). In the electronic ground state of the ox-
alate ion, internal rotation of the carboxylates groups about
the C–C bond is hindered by a potential that favors the struc-
ture where the dihedral angle is π/2. The potential of mean
force for the movement of oxalate’s dihedral angle is shown
in Figure 5. The thermal distribution of angles at 300 K is
also shown in Figure 5. The potential energy equals kBT for
angular displacements of ±30◦ from the equilibrium position
at 90◦. Moreover, as a guide to the inertial motion, the period
of small oscillations of the oxalate dihedral angle assuming
a harmonic potential around the π/2 minimum in the poten-
tial is 0.8 ps corresponding to a frequency of 42 cm−1. The
rotation barrier on the mean force potential at 0 and π is
3.6 Kcal/mol. First the semi-classical Hamiltonian is
discussed.

1. The Hamiltonian

The system consists of two carboxylates that are each
undergoing vibrational frequency fluctuations in addition to

0 30 60 90 120 150 180
0

2

4

Angle (deg)

P
M

F
 (

K
c
a
l/
m

o
l)

FIG. 5. Potential of mean force computed for oxalate. The shaded area shows
the distribution of states at 300 K.

being coupled by a time-varying potential that depends on the
dihedral angle. At each instant, the vibrational modes of an
oxalate ion are superpositions of the site carboxylate modes.
In the internal rotor model for the asymmetric stretch modes,
the instantaneous vibrational Hamiltonian of the oxalate’s one
vibrational quantum eigenstates is represented by

H (t) =

[

ω′
1 (t) β (t)

β (t) ω′
2 (t)

]

, (2)

where β(t) is the time-varying coupling strength between the
two carboxylate asymmetric stretch modes and ω′

i(t) repre-
sents the instantaneous v = 0 → v = 1 vibrational frequency
of the ith site carboxylate group, defined as the sum of the
unperturbed transition frequency of the site (ωi) and the site
frequency fluctuation due to solvent dynamics (δωi(t)) but in-
dependent of any coupling between sites. The diagonalization
of the Hamiltonian (Eq. (2)) leads to the frequencies of the
single quantum states and to their corresponding eigenstates
which are linear combinations of the site states. The one quan-
tum eigenstates of the Hamiltonian are represented as

|±(t)〉 = c1(t)|1〉 ± c2(t)|2〉, (3)

where all the {c1(t), c2(t)} coefficients are the eigenvectors of
the diagonal vibrational Hamiltonian.

This vibrational Hamiltonian depends on two processes:
the instantaneous frequencies of the sites and the instanta-
neous coupling. While the frequency deviations are modeled
according to the instantaneous solvent coordinates and a DFT
map, an exciton model is used to describe the dynamic cou-
pling between the two carboxylate asymmetric stretches. In
this exciton model, each of the carboxylate transition dipoles
is directed parallel to a line connecting the two oxygen atoms
of either carboxylate and they are represented as vectors
µ

(1)
01 = µ011̂ and μ

(2)
01 = μ012̂ located at the centers of mass

of the carboxylate groups (Figure 1) where μ01 is the transi-
tion dipole magnitude for the v = 0 to v = 1 transition of a
single carboxylate asymmetric stretch mode. The unit vectors
±̂ = (1̂(t) ± 2̂(t))/

√
2 are independent of time because the di-

hedral angle changes only result in changes of the magnitudes
of the transition dipoles to the delocalized states which are
given at time t as

|μ±0| = μ01

√

(1 ± cos θ (t)). (4)

The use of such a dipole moment neglects any changes in the
site transition moments by inter-carboxylate or solvent inter-
actions. It will be seen that the transition dipole magnitudes
in Eq. (4) are essential for the calculation of frequency fluc-
tuations. Since oxalate is modeled as an internal rotor, the
site transition dipoles move in planes that are perpendicular
to the C–C bond axis and parallel to each other so that at
any given instant the energy is defined by one dihedral an-
gle between the −CO−

2 planes. The transition dipole coupling
(TDC) between site modes was evaluated using three dif-
ferent models: transition dipole coupling which is not likely
to be quantitatively correct for such nearby oscillators but is
nevertheless a useful comparison, transition charge coupling
(TCC) which should be an improvement on TDC, and DFT
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calculations. For the case of TDC, the coupling is obtained
for each dihedral with the following formula:

β = μ2 cos θ (t)

r3
, (5)

where the transition dipole moment μ = μ01 = μ02, r is the
fixed distance between dipoles, and θ (t) is the angle between
them. It should be noted that β adopts a change in sign on ei-
ther side of π/2: i.e., β (π/2 + φ) = −β (π/2 − φ). In TCC,
the coupling constant is expressed as follows:

β =
1

2
QlQm
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. (6)

Here, subscripts a and b correspond to all the atoms that un-
dergo nuclear displacements in each of the carboxylate sites
of oxalate. The q(n)

al
(0) denotes the nth derivate of the charge

with respect to the dimensionless normal mode coordinate
for the lth/mth asymmetric stretch of carboxylate evaluated at
equilibrium Q = 0, and ralbm

is the distance between the indi-
cated atoms. Due to the symmetry of the displacement in the
asymmetric stretch coordinate, a second-order Taylor expan-
sion of the charge is needed to accurately model the coupling
by TCC. The charges and charge derivatives are obtained from
ab initio DFT calculations on formate using the same level of
theory as in initial geometry of the MD simulation.

The coupling between carboxylate sites using different
models is presented in Figure 6. The purely electrostatic in-
teractions TDC and TCC both yield larger couplings than the
DFT computation. The TDC appears to significantly overesti-
mate the coupling. While TCC shows a better agreement with
DFT calculations, it still gives a significantly larger coupling
constant compared with the DFT computation by almost a
factor of two. Some of these mismatches between either TDC
or TCC and DFT must arise from the non-negligible through
bond interaction, since the carboxylates are close enough that
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FIG. 6. Coupling constant of oxalates for different levels of theory. The
solid, solid with filled squares, and dashed lines represent the coupling con-
stant predicted by TDC, TCC, and DFT, respectively.

they have a significant overlap between electronic densities.
Although TCC becomes TDC when the distance between
dipoles is large compared to the dipole, both models predict a
similar dihedral angular dependence, β ∝ cos θ which is com-
parable with the angular dependence computed by DFT. The
TCC and DFT give quite similar results for the small dihedral
angular displacements expected to dominate the thermal dis-
tribution at 300 K based on the potential of mean force. How-
ever, the main point is that the coupling constant is shown
to be well modeled at 300 K with a function of the form β

= acos θ , where a is an empirical factor obtained from fitting
of the angular dependence by DFT.

To calculate the instantaneous site frequencies (ω′
i(t)),

the frequency fluctuation of the asymmetric stretch (δωi(t))
due to solvent dynamics is computed in each snapshot of the
MD simulation by means of the DFT frequency map20 and
electric field parameters.

The linear infrared spectra are calculated using the ex-
citonic frequencies and their corresponding transition dipole
lengths obtained by direct diagonalization of the instanta-
neous Hamiltonian in each step of the MD trajectory. Al-
though the principles of the dynamics of two level systems
are well known from Redfield theory,23 in the present case
we use an MD simulation in conjunction with semi-empirical
computations to find the relaxation parameters of the oxalate
vibrational states. Thus, the vibrational dynamics of the sys-
tem is determined by solving the time-dependent Schrödinger
equation (see below).

a. Linear absorption spectrum. The linear absorption
spectrum is obtained from the Fourier transform of the dipole
time correlation function as

I (ω) ∼
∫ ∞

−∞
dte−iωt 〈µ(0) · Êlµ(t) · Êl〉, (7)

where µ is the dipole operator and Êl is the polarization of
the electric field. For the ground state to the first excited state
transition of a given vibrational mode in an isolated oscillator
in the semi-classical limit and assuming that the rotational dif-
fusion describing the overall motion is not correlated with the
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changes in the magnitude of the transition dipole and adding
the lifetime as an empirical factor, the linear infrared spectrum
expression (7) becomes

I1(ω) ∼
∫ ∞

−∞
e−iωte−t/2T1−2Dt

〈

μ10 (0) μ10 (t)

× exp

[

i

∫ t

0
ω10 (τ ) dτ

]〉

dt, (8)

where T1 is the vibrational population lifetime. To obtain
Eq. (8) the system was assumed to have the overall motion
of a sphere with rotational diffusion constant D at all dihedral
angles. Oxalate has two possible v = 0 → 1 transitions, which
in an exciton picture are |0〉→|+〉 and |0〉→ |−〉. They result
in an infrared spectrum that is the sum of contributions from
these two transitions:

I (ω) = I+(ω) + I−(ω). (9)

The statistical average in Eq. (8), necessary for calculating the
simulated FTIR spectrum, is achieved from the MD simula-
tion by averaging 500 adjacent pieces of the trajectory each
containing a 20 ps time window.

2. The vibrational dynamics

Due to the dynamics of the carboxylate sites and solvent
molecules in the hydration shell, the vibrational Hamiltonian
of the system is time dependent (Eq. (2)). The solution of this
particular time-dependent Hamiltonian leads to a system of
differential equations of the form

i
dc1

dt
= ω′

1(t)c1 + β(t)c2,

i
dc2

dt
= ω′

2(t)c2 + β(t)c1,

(10)

where c’s are the coefficients of the vibrational wave func-
tions in the site basis set. The system of differential equations
obtained from the time-dependent Schrödinger equation was
solved with a standard algorithm for the instantaneous fre-
quencies and couplings calculated from the MD simulation.
The coefficients provide the instantaneous populations of the
sites and the instantaneous interstate coherences.24 To com-
pute observables, the statistical density matrix must be com-
puted by averaging the instantaneous values c∗

m(t)cn(t) over
trajectories describing the ensemble. Such a procedure yields
the statistical density matrix

ρnm(t) = 〈c∗
m(t)cn(t)〉. (11)

This density matrix allows us to calculate mean values of
properties at the temperature of the simulation from traces of
system operators over the density matrix (Eq. (11)). Since the
MD simulation only produces the time evolution of a single
system, the average required for computing the statistical den-
sity matrix for values of t < 10 ps, was produced by averaging
5000 different 10 ps time windows of the trajectory. A simi-
lar scheme was used to calculate the population probabilities
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FIG. 7. Slope S(T) versus population time for oxalate (filled squares). The
smooth lines are the fits corresponding to Eq. (12) using the parameters given
in the text.

for excitonic states. However, for this calculation the coeffi-
cients in Eq. (10) are substituted according to their definition
(Eq. (3)).

B. Frequency-frequency correlation function [FFCF]

The correlations of the frequency fluctuations for the
asymmetric stretch are manifested in the 2D IR spectrum.25

One of the spectral components that contains information
about the correlation time is the slope of the zero contour
(nodal) line that separates the positive v = 1 → 0 and negative
v = 1 → 2 transitions. To characterize its dynamics, the slope
is measured at the point of intersection with the line joining
the peaks for different waiting times, T. The slope versus wait-
ing time for the central transition is presented in Figure 7. The
time evolution of this slope suggests a model function of the
form

S (T ) = a1 exp(−T /τ1) + a2. (12)

The components of the slope dynamics are found to be a de-
cay time of 465 fs with amplitude of a1 = 0.35, and a constant
amplitude a2 = 0.05. The experimental slope for the oxalate
central transition yields an intercept starting below 0.4. The
low value of the intercept indicates that significant correla-
tion is lost too quickly to appear in the slope measurement.
The dephasing processes of the oxalate’s asymmetric stretch
transition have an important contribution from homogeneous
processes which include the fast T1 observed for this transi-
tion (see below). In addition, the time evolution of the slope
shows two components with completely different time scales:
a subpicosecond exponential decay of 0.47 ps and a constant
component which does not decay significantly within the ob-
served waiting times of the experiment.

According to the proposed theoretical model, oxalate
presents two possible mechanisms for producing a loss of
the phase correlation among the oscillators in the ensemble.
These are fluctuations in the dihedral angle, and the hydra-
tion shell movements. Although the latter may involve only
slight dihedral angle changes, they nevertheless cause the car-
boxylate transition frequencies to fluctuate significantly. The
conformation of the ion fluctuates around a mean configura-
tion that has an angle of 90◦ between the transition dipole mo-
ments of each asymmetric stretches (Figure 1). During some
periods, the conformation has a dihedral angle well removed
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(a)

(b)

(c)

FIG. 8. Autocorrelation of the frequency fluctuations for different mecha-
nisms, and the normalized distribution of their fluctuations. Time correlation
function considering (a) only coupling between states and (b) pure solvation
dynamics. Filled squares are the FFCF and the solid line is the fit of the cor-
relation function with function given in the text. (c) Distribution function of
the frequency fluctuations due to coupling (red line) and solvation dynamics
(black line).

from 90◦ at which point a splitting of the degeneracy of the v

= 1 state will occur. The mean value of the coupling is zero
since 〈θ〉 = 90◦ and 〈β(t)〉 ∝ 〈cos θ〉, and the variance in these
properties, while significant, is small when compared to the
site fluctuation due to solvent rearrangements (Figure 8(c)).
Therefore, a change in the coupling between the sites will not
make a large contribution to a dephasing process.

The second process that can produce spectral diffusion
is the hydration shell dynamics. In this case, the frequency
fluctuations are caused by solvent rearrangement within the
solvation shell of each carboxylate. As shown in Figures 8(b)
and 8(c), the FFCF modeled with solvent fluctuations from the
MD simulation predicts a fast dynamics component, a slow
dynamic component, and a constant. The fast component has
a decay time of 0.03 ps and amplitude of 3.4 ps−2. The in-
termediate component presents a decay time of 0.46 ps and
amplitude of 3.1 ps−2. The third component is a constant on
the time scale of the simulation with a value of 0.7 ps−2. Out

of these three components, only one is predicted to be ob-
served in the decay of the slope, namely, the intermediate de-
cay, since the fast process is in the homogenous limit, i.e., �τ

≪ 1, and the slowest component would stay constant within
the longest time measured on the experiment and not cause
the slope to decrease. The time scale of the intermediate in-
homogeneous process predicted by the frequency fluctuation
due to solvent reorganizations is similar to that observed in
the experimental slope dynamics. It is concluded by compar-
isons of the effects of dihedral angle changes and frequency
fluctuations from solvent that the hydration shell dynamics is
the main process contributing to the experimental slope. Al-
though the time scale of the fast inhomogeneous process in
FFCF is one of the fastest ever observed experimentally, it is
similar to that observed for another carboxylate.5

C. Anisotropy decay and vibrational dynamics

There are a number of possible contributions to the fast
decay of the anisotropy shown in Figure 3(b). The first and
the most obvious process to consider is orientational diffu-
sion. The MD simulation shows that the dipole reorientation
time for a dipole localized in one of the carboxylates has a
decay time of ∼2 ps which is five times slower than the mea-
sured anisotropy decay.22 A simple calculation based on the
Stokes-Einstein-Debye relation gives 1/(6D) ≃ 4.5 ps.26 We
conclude that rotational diffusion is slow compared with the
subpicosecond decay seen in the pump probe anisotropy ex-
periment. The second possible source of the fast decay in the
anisotropy arises from solvent induced transfers of excitation
between two carboxylate asymmetric stretch modes. The third
possibility is that the anisotropy measures the decay of the in-
tersite coherences created by the excitation pulses. Clearly a
full description of this system requires some knowledge of
the comparative time scales and magnitudes of the coupling
and frequency fluctuations of the carboxylate antisymmetric
stretch modes.

The thermally averaged coupling between the site states
has an rms value of 0.7 cm−1 based on the formulation for the
coupling given above. The coherence evolution period based
on such a coupling is ∼50 ps. This estimate takes into account
that oxalate is frequently thermally excited to conformations
in which the coupling constant is much larger than the stan-
dard deviation, for example, it is 10 cm−1 at 45◦. In any event,
the computation indicates that the delocalization in any con-
formation will be rapidly localized by fluctuations of the sol-
vent. Since energy transfer between the sites is much too slow
to account for the anisotropy decay, a model incorporating
fast energy transfer between the two delocalized carboxylate
states, |+(t)〉 and |−(t)〉, that are prepared by the pulses is used
to described the time dependence of the anisotropy.

To derive this model, it is assumed that the transition
dipoles for the two sites are of equal length. If the |+〉 or
the |−〉 state is pumped, the excited system will equilibrate
by virtue of the large amplitude, fast frequency fluctuations
of the v = 0 → 1 transitions of the sites. Therefore, the sim-
plest anisotropy model involves contributions from molecules
that did and those that did not undergo transfer between the
exciton states prior to the arrival of the probe pulse. Such
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a model in the absence of the transition dipole magnitude
fluctuations yields an anisotropy of 1/2 (0.4 + 0.4P2 (cos θ ))
which in the case of perpendicular dipoles gives the average
of 0.4 and −0.2 which is 0.1, the anisotropy of a circular
oscillator.27, 28

In the present case, the ZZXX tensor component of the
polarized signal at some instant t is, therefore, proportional to

Izx(t) =
〈

P++(t)μ2
0+(0)μ2

0+(t)Z2
+(0)X2

+(t)

+P+−(t)μ2
0+(0)μ2

0−(t)Z2
+(0)X2

−(t)
〉

, (13)

where P++(t) is the probability that if a molecule is pumped
to a |+〉 state, then it will be in a |+〉 state after time t,
and P+−(t) is the probability that it has transferred to state
|−〉. The angle brackets imply an average over both the orien-
tations of the transition dipoles with respect to the laboratory

axes and the distribution of the dihedral angles. The remain-
ing factor in each term is the magnitude of the signal from that
particular diagram. This term strongly depends on the time
variation of the magnitudes due to fluctuations in the dihe-
dral angle. The projection of the laboratory Z axis onto the
dipole of the 0 → | ± 〉 transitions is indicated as Z2

±(t). The
kinetics of population transfer between the exciton states is
represented by the conditional kinetic factors

P++(t) = 1/2(1 + e−kt ),

P+−(t) = 1/2(1 − e−kt ).
(14)

By completing the orientation averages, separating the inter-
nal dihedral angle motion from the overall motion, and av-
eraging over the ensemble created by the potential of mean
force, the anisotropy becomes

r(t) =
IZZ − IZX

IZZ + 2IZX

= e−6Dt

{

0.4
〈

μ2
0+(0)μ2

0+(t)
〉

θ
P++(t) − 0.2

〈

μ2
0+(0)μ2

0−(t)
〉

θ
P+−(t)

}

{〈

μ2
0+(0)μ2

0+(t)
〉

θ
P++(t) +

〈

μ2
0+(0)μ2

0−(t)
〉

θ
P+−(t)

} . (15)

This equation is deduced by averaging over the laboratory
axes for a fixed value of the internal angle, followed by a sym-
bolic average over the dihedral angle.22 The factor of −0.2
arises from the angle between the plus and minus state transi-
tion dipoles being at all times 90◦. The 〈...〉θ represents the av-
erage over the thermal distribution of transition dipole magni-
tudes which are directly related to the dihedral angles through
Eq. (4). Assuming D = 0, were it not for the transition dipole
magnitudes that vary with fluctuations in the dihedral angle,
the anisotropy would decay from 0.4 to 0.1 with time constant
1/k. This result also comes directly from adding all Liouville
path diagrams (see Figure 4 of Ref. 6 for another example)
that contribute to the pump-probe signal where a pair of states
is undergoing equilibration. The result incorporates a main
assumption that the off-diagonal anharmonicity is zero, such
that the combination band of the two exciton transitions ex-
actly equals twice the fundamental frequency: this completely
eliminates the contributions of the coherent excitations of ex-
citon states from the signal. Also to cancel these diagrams, it
is required that the fluctuations in the exciton frequencies are
negligible, which is consistent with the model result of there
being only small coupling fluctuations. The most important
features of this model are first that when population exchange
exists between |+〉 and |−〉, a fast drop in the anisotropy will
be observed regardless of any orientational dynamics. Fur-
thermore, the fluctuations in frequency of the site states must
be responsible for the decay of the anisotropy because the
coupling between the two carboxylates is very small. Intro-
ducing the results from Eq. (4) leads to an anisotropy

r(t) = e−6Dt 0.4P++(t) − 0.2αP+−(t)

P++(t) + αP+−(t)
, (16)

where the parameter α that depends on the dihedral angle po-
tential function and the temperature is given by

α =
1 − 〈cos θ (0) cos θ (t)〉θ
1 + 〈cos θ (0) cos θ (t)〉θ

, (17)

where θ (t) is the dihedral angle reached by time t after excita-
tion at an angle θ (0). This α parameter varies from 0 to 1 lim-
iting the second term of Eq. (16) to values from 0.1 to 0.4. Ac-
cording to the MD simulation, correlations of cos θ have the
same time dependence as those of β(t) (Figure 8(a)). The vari-
ance in cos θ is 〈cos 2θ〉θ = 0.11, so the factor begins at 0.80
and reaches a unity on a 100 fs time scale. Because ρ+−(t)
= 0 at t = 0 and only grows with a rate defined by popula-
tion transfer, k = 1/(500 fs), the effect of α on the anisotropy
is negligible. If indeed the anisotropy plateaus higher than
0.1, as indicated by the very noisy experimental result, then α

would be required to decay much more slowly than predicted
by the MD simulation, which predicts a value of 0.1 for very
slow overall motion. Therefore, the associated water may be
impeding the changes in dihedral angle to a greater extent than
is simulated. Future directions involve a closer evaluation of
the coupling between internal and overall motion of the ion.

The proposed anisotropy model distinguishes between
whether the system is initially excited to a localized or a de-
localized state. It provides an interpretation of the time de-
pendence of the anisotropy in terms of the population transfer
between exciton states which is equivalent to the loss of the
coherences between the sites due to their frequency fluctua-
tions. In other words, the anisotropy decay tracks the localiza-
tion of the oxalate delocalized vibrational excitation onto one
carboxylate or the other. This interpretation is fully supported
by the calculations based on the MD simulation which show
that the coupling fluctuations are very small compared with
those of the site vibrational frequency. The rate of population
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FIG. 9. Time dependence of the population Pn. Dashed and solid lines repre-
sent the time evolution of the site populations. Squares and circles show the
time dependence of the populations of the |+〉 and |−〉 exciton states. In both
cases the system is initially prepared by preparing the population in a pure
site or exciton state.

transfer between the two v = 1 states of the ion was obtained
from the time-dependent Schrödinger equation as described
above. The system at t = 0 was started out in a pure site
or pure exciton state. Figure 9 shows the time evolution of
the site and exciton populations from the diagonal elements
of the density matrix. While the population transfer from a
system initially localized at one site shows a decay time of
the initially populated state of ∼20 ps (Figure 9), the system
initially prepared in a pure exciton state decays with a rate
constant of ∼0.3 ps. The difference in the population dynam-
ics is indicative of a system highly perturbed by the solvent
fluctuations of the vibrational frequency and only slightly per-
turbed by coupling between the site states. The coupling term
in the Hamiltonian (β(t)) is the main contributing factor for
delocalizing the initially localized site state, and the much
larger site fluctuations (δωi(t)) are responsible for localizing
the delocalized exciton state. The localization of the delocal-
ized states is also observed in the theory as a correspond-
ing ultrafast decay of the elements, ρ12(t), of the site density
matrix.

In the case of initially preparing a pure site state, the
anisotropy would be defined by the restricted dipole reorien-
tation of this site, but according to the MD simulation, the
population transfer itself is not sufficiently fast to produce the
observed decay. Nevertheless the molecule quickly moves
from this configuration. In contrast, the population transfer
between excitonic states is controlled by large, ultrafast
site fluctuations. For the system initially prepared in a pure
exciton state, the calculated rate of exchange between |+〉
and |−〉 states is ∼0.3 ps which is close to the decay time of
the anisotropy (0.4 ps). Therefore, comparing the anisotropy
decay with theory suggests that a microscopic picture of the
dipole reorientation where there are 90˚ flips of the transition
dipole caused by solvent induced population transfer between
the plus and minus delocalized states in the ensemble of
dihedral angles. The off diagonal elements of the site density
matrix decay on this same time scale as a result of the site
vibrational frequency fluctuations. At this stage we have
not eliminated the possible role of indirect energy transfer
between the carboxylate groups through the intermediacy of

other delocalized modes of the oxalate ion such have been
reported for other more complex molecules.32

Our Hamiltonian is equivalent to other two level calcula-
tions such as in Refs. 23, 28, and 29. However, our approach
is entirely numerical based on a simulation following the ap-
proach of Ref. 24. We have not compared our numerical re-
sults to those obtained from the analytic formulas, given in
Refs. 23,28, and 29, in terms of correlation and cross correla-
tion functions of frequency and coupling, although they could
be estimated from the MD simulation. This question will be
addressed in future work.

D. Population, T1, relaxation of the aqueous
oxalate dianion

Oxalate manifests a population relaxation of the v = 1
antisymmetric stretching modes, which is well described by a
biexponential decay. This same type of population relaxation
was previously observed for the trifluoroacetate ion and was
attributed to a mechanism in which there is solvent induced
transfer between the asymmetric and the symmetric stretch
modes.5 The kinetics linking the asymmetric and symmetric
stretches is modeled by a bidirectional mechanism satisfy-
ing microscopic reversibility such that the passage from the
asymmetric to the symmetric stretch is exp[�E/kbT ] times
the back transfer, where �E is the energy difference between
the two states. It has been proposed that this mode coupling
mechanism is a general property of carboxylates.5 The popu-
lation relaxation of oxalate supports this idea. When the sim-
plified kinetic scheme that describes carboxylate excited state
populations is applied to the oxalate pump-probe signal at the
location of the excited state absorption, the following rate co-
efficients are obtained: kAS = 1.55 ps−1, kSA = 0.99 ps−1, kA0

= 0.98 ps−1, and kS0 = 0.45 ps−1. The frequency difference
between the asymmetric and symmetric modes computed
from the rate coefficients kAS and kSA is 92 cm−1.

In oxalate, the asymmetric stretch of each site should
be coupled with its own symmetric stretch. The highest fre-
quency mode of the symmetric stretch is at 1490 cm−1 which
corresponds to the out of phase symmetric stretch (Figure 1).8

This mode is 89 cm−1 below the asymmetric stretch of oxalate
which is very close to the gap measured by the kinetics of the
populations. These results suggest that oxalate, like TFA,5 has
a population relaxation mechanism that involves a solvent-
assisted equilibration between the symmetric and asymmetric
stretches. A precise knowledge of the pathways of relaxation
between the various linear combinations of carboxylate states
formed by the two sites is not made evident by these results
and needs further work.

E. Linear infrared spectrum

The linear absorption spectrum S(ω) of oxalate is mod-
eled according to Eq. (9). Oxalate’s asymmetric stretch line
shape is the convolution of three different processes: lifetime
of the excited state, coupling between carboxylate sites, and
fluctuation of the sites frequencies due to solvent reorganiza-
tions.
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(b)

(a)

FIG. 10. Linear IR spectra of oxalate. (a) The black line is the experimental
absorption line shape and the red line is predicted one as discussed in the text
relating to Eq. (9). (b) Modeled FTIR spectrum with different component
in the FFCF: only lifetime (black line), lifetime and fluctuations in dihedral
angle and hydration shell dynamics (dash red line), and lifetime, transition
dipole, and fluctuations in dihedral angle and hydration shell dynamics (blue
line).

Figure 10 shows the different linear spectra obtained
when different components are included in the model. If the
T1 lifetime of excited state is considered, the linear spectrum
shows the expected Lorentzian shape and a full width at half
maximum of 24 cm−1. Incorporation of the coupling between
sites to the previous model produces a line shape where no ad-
ditional broadening is observed. The next process accounted
for modeling the linear absorption spectrum is the fluctuations
of the frequency, δωi, due to solvent dynamics. As observed
in Figure 10, the predicted absorption band is not only sig-
nificantly broader than when the lifetime of the transition is
solely considered (broadens by 7 cm−1), but also has a shift
of 5 cm−1 in the central frequency. This redshift is consistent
with the stabilization of the carboxylate asymmetric stretch
by hydrogen bonding to water.30 The last process incorpo-
rated into the linear absorption spectrum is the fluctuation
of the transition dipole, μi(t), due to coupling. Although the
effect is not large, a detailed inspection of the modeled line
shape reveals that the asymmetric stretch absorption band be-
comes slightly asymmetric (skewness parameter of 0.025).
The asymmetry on the line shape is produced by the time de-
pendence of the transition dipole magnitude fluctuation.31 In
the coupled basis set, the state with the higher transition fre-
quency always has a transition dipole moment magnitude that
is larger than the lower one on both sides of θab = π/2 in
the potential well. This condition arises because the coupling
changes sign as the dihedral angle passes through π/2. Thus,
the coupling process creates a dependence of the transition
dipole moment on the frequency which results in an asymme-
try in the line shape in the linear absorption. The small effect
of the magnitude of the transition dipole magnitude on the

line shape agrees well with the ion only exploring a very small
part of the potential energy surface close to the minimum of
energy at 90◦ where the coupling is very small and where the
fluctuation of the transition dipole magnitude is correspond-
ingly small (Figure 8(c)).

There is a good agreement between the predicted and
the experimental linear infrared spectra. However, one impor-
tant difference between the predicted and the experimental
infrared spectrum is the shoulder located on the higher fre-
quency edge of the band. This shoulder, also observed in the
2D-IR spectrum as a peak at 1608 cm−1, corresponds to the
asymmetric stretch transition of oxalate forming an ion pair.

V. CONCLUSION

Ultrafast vibrational spectra of the aqueous oxalate ion in
the region of its carboxylate asymmetric stretch modes show
novel relaxation processes. Two-dimensional infrared vibra-
tional echo spectra and the vibrational dynamics obtained
from them along with measurements of the anisotropy de-
cay provide a picture in which the localization of the ox-
alate vibrational excitation onto the carboxylate groups oc-
curs in ∼450 fs. The localization results from the water
induced fluctuations in the carboxylate vibrational frequen-
cies which are shown to have a similar correlation time. The
experiments are supplemented by a calculation of the poten-
tial of mean force for rotation of the dihedral angle between
the two carboxylate planes and MD simulations of the motion
of the ion on this potential. The ion has a mean dihedral angle
of π/2 corresponding to D2d symmetry where the asymmet-
ric stretch mode is degenerate. Although the dihedral angle
motions cause significant fluctuations in the splitting between
the v = 1 vibrational states that cause a noticeable asymmetry
in the infrared spectrum, the hydrogen bond dynamics with
water molecules in the first solvent shell dominates the vibra-
tional dynamics.
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