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Abstract
A basic rate equation model of a quantum-well semiconductor ring laser is reduced to two
equations using asymptotic methods. The reduced model allows for analytical expressions of
the bifurcation points, which will simplify future model parameter estimations, and motivates
a two-dimensional phase-space description of the dynamical behaviour. An analysis of the
bifurcation scenarios in different parameter regimes is pursued. Physical conditions for the
emergence of the operating regimes are assessed quantitatively in terms of saturation processes
and backscattering mechanisms.

1. Introduction

Semiconductor ring lasers (SRLs) are promising candidates
as key components in photonic integrated circuits. They do
not require cleaved facets or gratings for optical feedback
and are thus particularly suited for monolithic integration [1].
Because of their wavelength stability, they are highly desirable
for applications such as wavelength filtering, unidirectional
travelling-wave operation and multiplexing/demultiplexing
applications [2–7]. Some monolithic SRLs exhibit a bistable
unidirectional operation, which opens the possibility of using
SRLs in systems for all-optical switching, gating, wavelength-
conversion functions and optical memories [4, 8].

The problem of the directional operation of ring lasers
has received a lot of interest since their first conception [9].
Different theoretical models focusing on the interplay between
two counter-propagating modes and their interaction with
the active medium have been proposed for the analysis of
generalized rings and two-mode laser systems. Exploitation
of the rotation-induced asymmetry between the two counter-
propagating modes made ring lasers excellent candidates for
gyroscopic systems. Because of this, the most widely studied
systems are the He–Ne ring laser [10] and the CO2 laser [11].

Driven by experimental results on CO2 lasers, the theory
of homogeneously and inhomogenously broadened solid-

state ring lasers has been revisited in the 1980s. For a
comprehensive overview, we refer to the work of Zeghlache
et al [11] and references therein. In these investigations, the
interaction between the two counter-propagating modes has
been derived from first principles and is attributed to scattering
on a spatial grating in the population inversion formed by the
interference of both modes. A model for a homogeneously
broadened ring laser taking the dynamics of this spatial
grating into account shows rich dynamics ranging from
stable unidirectional operation to complex chaotic dynamics
depending on such parameters as the detuning [11–13]. The
influence of the inhomogenous broadening on the stability
boundaries has also been assessed [11, 14].

In the case of two-mode semiconductor lasers, it has been
shown that phase-sensitive interactions between the modes are
essential for the dynamical behaviour of the system. Etrich
et al have proposed a model based on the time evolution of
the electric fields [15]. They have addressed the effect of the
slowly-varying carrier-induced grating originating from the
interference of the two counter-propagating modes on
the device operation. This leads to a nonlinear backscattering
between the modes similar as in a solid-state ring laser.
Other works highlight the emergence of intensity oscillations
induced by mode to mode phase-coupling, such as Neelen
et al [16], Mandel et al [17] and Khandokin et al [18].
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A particular treatment for SRLs was devised by Sargent,
who derived a simple model for the intensities of the two modes
starting from first principles [19]. This work has pointed out
the relevance of self- and cross-gain saturation processes in
the dynamical operation of the device. Specifically, Sargent
found that SRLs operate preferably unidirectionally due to
gain saturation.

More recently, a comparison between experimental
results in SRLs and a suitable theoretical explanation has
been presented in [2, 3] by Sorel et al. They have
experimentally observed bidirectional and unidirectional
regimes of continuous-wave mode operation. Moreover,
a bidirectional regime where the two counter-propagating
modes experience harmonic alternate oscillations has been
discovered. The theoretical framework used in [2, 3] is
based on two mean-field equations for the counter-propagating
modes, and a third rate equation for the carriers. The model
accounts for self- and cross-gain saturation effects as in the
work of Sargent [19] and includes backscattering contributions
originating at the coupling to an output waveguide and has been
found to be useful to study optical switching [20].

In this paper, we apply a singular perturbation technique
to reduce the original laser equations to two equations. The
analysis takes advantage of the different time scales present
in the system. More specifically, the asymptotic analysis is
valid on time scales slower than the relaxation oscillations.
Not only do these reduced equations considerably simplify the
bifurcation analysis of the possible steady-state solutions, they
also allow for a two-dimensional phase-space description of
the transitions between steady and time-periodic states.

This paper is organized as follows. In section 2, we
formulate the model presented in [2, 3] and review the
bifurcation analysis. This will be used as a guideline for
our asymptotic analysis presented in section 3. The resulting
reduced model equations are then studied in sections 4
and 5. We briefly study transient and switching phenomena in
the reduced model (section 6). We conclude in section 7.

2. Formulation and primary bifurcations

The rate equation model for a SRL operating in a single
longitudinal and single transversal modes can be derived from
Maxwell–Bloch equations after adiabatic elimination of the
material polarization dynamics [21]. The model presented
in [2, 3] is therefore valid on time scales slower than the
polarization decay rate and considers an electric field as the
sum of the two counter-propagating waves:

E(z, t) = E1(t) exp[i(ω0t − k0z)]

+ E2(t) exp[i(ω0t + k0z)] + cc (1)

and is formulated mathematically in terms of two rate
equations for the mean field slowly varying amplitudes E1,2

of forward and backward propagating waves and one rate
equation for the carrier number N. Neglecting transversal and
longitudinal effects, the equations read [2, 3]:

Ė1 = κ(1 + iα)[N(1 − s|E1|2 − c|E2|2) − 1]E1

− (kd + ikc)E2, (2)

Ė2 = κ(1 + iα)[N(1 − s|E2|2 − c|E1|2) − 1]E2

− (kd + ikc)E1, (3)

Ṅ = γ [µ − N − N(1 − s|E1|2 − c|E2|2)|E1|2

−N(1 − s|E2|2 − c|E1|2)|E2|2], (4)

where dot represents differentiation with respect to t. In
equations (2)–(4), κ is the field decay rate, and γ is the decay
rate of the carrier population. α is the linewidth enhancement
factor and µ is the renormalized injection current (µ ≈ 0 at
transparency, µ ≈ 1 at lasing threshold). The two-counter
propagating modes interact both in a linear and nonlinear
fashion [22]. They saturate both their own and each others
gains through spectral hole burning and carrier heating effects.
As the dynamics of these nonlinear processes occur on faster
time scales than the photon lifetime of the SRL [23], these self-
and cross-saturation effects can be added phenomenologically
and are modelled by s and c. In contrast to the case of solid-
state lasers [11], in the devices under study, the standing-wave
pattern has a spatial period much smaller than the carrier
diffusion length. Therefore, longitudinal variations of the
carrier density will be washed out by the diffusion. As a
result, the effects of such carrier grating on the dynamics can
be neglected [3, 15, 18]. However, a linear phase coupling
between the two-counterpropagating modes exists. Reflection
of the counterpropagating modes can be caused by index
variations within the ring cavity, at the interface between the
circular cavity and the straight coupling waveguide and at the
end facets of the output waveguides. These reflections result
in a linear coupling between the two fields via the dissipative
(kd) and conservative (kc) backscattering parameters
[22, 24, 25].

Introducing the amplitude/phase decomposition

E1,2 = Q1,2 eiφ1,2 , (5)

it is possible to rewrite equations (2)–(4)

Q̇1 = κ
[
N

(
1 − sQ2

1 − cQ2
2

)
− 1

]
Q1

− kdQ2 cosψ + kcQ2 sinψ, (6)

Q̇2 = κ
[
N

(
1 − sQ2

2 − cQ2
1

)
− 1

]
Q2

− kdQ1 cosψ − kcQ1 sinψ, (7)

ψ̇ = καN(c − s)
(
Q2

2 − Q2
1

)
+ kd sinψ

(
Q2

Q1
+

Q1

Q2

)

+ kc cosψ
(

Q2

Q1
− Q1

Q2

)
, (8)

Ṅ = γ
[
µ − N − N

(
1 − sQ2

1 − cQ2
2

)
Q2

1

−N
(
1 − sQ2

2 − cQ2
1

)
Q2

2

]
, (9)

where the relative phase ψ is defined by

ψ = φ2 − φ1. (10)

Performing a numerical bifurcation analysis, the following
scheme can be found (see figure 1). At the threshold current,
µ ≈ 1, laser action starts. Although the counter-propagating
modes experience strong nonlinear gain saturation, the
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Figure 1. Bifurcation diagram of equations (2)–(4) depicting the
extremes of the modal intensity versus injection current µ. Three
regimes of operation are distinguished: (A) bidirectional CW
operation, (B) alternate oscillations, (C) bistable unidirectional
operation. κ = 100 ns−1, γ = 0.2 ns−1,α = 3.5, s = 0.005,
c = 0.01 kd = 0.0327 ns−1, kc = 0.44 ns−1. The maxima (minima)
of Q2

1 are denoted by open black squares (circles). The maxima
(minima) of Q2

2 are denoted by grey crosses (dots).

dissipative backscattering kd favours bidirectional emission
(regime A in figure 1) just above threshold. The bidirectional
regime corresponds to two symmetric solutions (Q1 = Q2 =
Q0 and N = N0) with [2]

Q2
0 = N0 − 1 − kd cosψ

(c + s)N0
, (11)

N0 = µ

1 + 2Q2
0 − 2(c + s)Q4

0

. (12)

These two solutions differ in their relative phase difference
ψ . One of them has ψ = 0 and is referred to as the in-phase
symmetric solution (IPSS), while the out-of-phase symmetric
solution (OPSS) is characterized by ψ = π . Here, in regime
A, due to the positive value of kd, the OPSS is found to be the
stable solution, while the IPSS is unstable. For the parameter
set given in figure 1, the IPSS is of no further importance and
all further bifurcations emerge from the OPSS.

Regime B is characterized by alternate intensity
oscillations between the two counter-propagating modes. At
µ ≈ 1.3, the OPSS loses its stability through a Hopf
bifurcation point when [2]

4kd = κN0Q
2
0(c − s), (13)

with Hopf frequency

ωH = 2
√

k2
c − k2

d − 2αkdkc. (14)

At this point, a limit cycle representing a dynamic competition
between the two counter-propagating modes appears. From
equations (13) and (14), it is clear that this regime is due to the
interplay between backscattering and saturation effects.

For injection currents larger than µ ≈ 1.6, in regime C, the
optical output power is mainly concentrated in one propagation

direction. This regime corresponds to two unstable out-of-
phase asymmetric solutions (OPAS) emerging from a pitchfork
bifurcation of the unstable OPSS. Because of the device
symmetry two OPAS exist: one where Q1 > Q2 and vice
versa. In this regime, the device exhibits bistability.

This succession of different dynamical regimes has
been observed experimentally and the numerical modelling
achieves a good qualitative and quantitative agreement with
these experimental results [2, 3].

The above analysis has been performed numerically.
The bidirectional regime and its corresponding Hopf point
can be found by solving equations (11)–(13). However,
the unidirectional regime can only be found by solving
equations (6)–(9) numerically for its steady-state values using
a Newton–Raphson method. This complicates the analysis
of its bifurcation points, making a physical interpretation
of the bifurcation schemes not straightforward. In the
following section, we will show that it is possible to simplify
the dynamical equations such that analytical results can be
obtained for the unidirectional regime. Also, this analysis
provides easier expressions for the bidirectional regime,
eliminating the need for solving equations (11)–(13).

3. Analysis

Our numerical investigations of equations (2)–(4) show that
the quantity N − 1 remains small on dynamical time scales
longer than the relaxation oscillation period. This behaviour,
which is quite generally observed in class B lasers [26],
originates from the large ratio of carrier to photon lifetimes.
Our simulations further show that this behaviour remains as
long as the saturation coefficients s and c are of the same order
or smaller than this ratio, while the backscatter parameters are
smaller than the photon decay rate κ . It has been demonstrated
in several experiments that such parameter values correspond
to experimentally observed dynamics of SRLs [2, 3]. These
parameter values suggest to investigate the limit

κ/γ → ∞ (15)

assuming N − 1, s and c smaller than 1, and kd and kc

smaller than κ . The approach that we will follow here has
already proven itself very successful in understanding the
dynamical behaviour of other semiconductor laser devices,
such as VCSELs [27, 28].

To be able to define the order of magnitude of all
parameters and determine the leading order approximation to
equations (6)–(9), we need to introduce a dimensionless time

τ = γ t, (16)

and a smallness parameter ρ as

ρ = γ

κ
. (17)

From numerical simulations, we have seen that N always
evolves close to the threshold value. Hence, we define a new
carrier variable

N − 1 = ρn (18)
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where n is assumed to be O(1). Note that in this analysis, the
carrier number N is assumed close to its steady-state value,
whereas the field variables are allowed to evolve arbitrarily.
We further assume that

s = ρS, (19)

c = ρC, (20)

kd/κ = ρKd, (21)

kc/κ = ρKc, (22)

with S,C,Kd and Kc of O(1). After substituting
equations (16)–(22) into equations (6)–(9) and taking the limit
ρ → 0, we obtain the following leading order system:

Q′
1 =

(
n − SQ2

1 − CQ2
2

)
Q1 − KdQ2 cosψ + KcQ2 sinψ,

(23)
Q′

2 =
(
n − SQ2

2 − CQ2
1

)
Q2 − KdQ1 cosψ − KcQ1 sinψ,

(24)

ψ ′ = α(C − S)
(
Q2

2 − Q2
1

)
+ Kd sinψ

(
Q2

Q1
+

Q1

Q2

)

+ Kc cosψ
(

Q2

Q1
− Q1

Q2

)
, (25)

1 − µ + Q2
1 + Q2

2 = 0, (26)

where prime now denotes derivation with respect to the
dimensionless time τ . The first three equations (23)–(25)
are a simplified form of the original rate equations (6)–
(8). However, equation (26) is not a rate equation and does not
give us an expression for n. At this point, it is clear that our
analysis differs considerably from an adiabatic elimination of
the carrier dynamics. Instead, we have derived a conservation
law for the total intensity Q2

1 + Q2
2 given by

Q2
1 + Q2

2 = µ − 1 > 0. (27)

This conservation law is valid on the slow time scale τ .
Practically, this means that when reaching the conservation
relation dynamically (e.g. after a step in the injected current)
the typical relaxation oscillations are observed on a faster
timescale with typical frequency ∼

√
(µ − 1)/ρ. On the slow

timescale, however, this transition will seem to have appeared
abruptly. So, on the slow time τ the total power will remain
conserved. As a result, the carrier number n will become a
slaved variable. We can now use this property to determine
n from the equations for the amplitudes Q1,2. Combining
equations (23) and (24), we can find
(
Q2

1 + Q2
2

)′ = 2n
(
Q2

1 + Q2
2

)
− 2S

(
Q4

1 + Q4
2

)

− 4CQ2
1Q

2
2 − 4KdQ1Q2 cosψ = 0. (28)

Because of the conservation law in equation (27), equation (28)
reduces to an algebraic equation relating n to Q1,Q2 and ψ .
Also, Q2(Q1) =

√
µ − 1 − Q2

1. We find

n(Q1,ψ) = 1
µ − 1

{
S
[
Q4

1 + Q4
2(Q1)

]
+ 2CQ2

1Q
2
2(Q1)

+ 2KdQ1Q2(Q1) cosψ
}
. (29)

Substituting equation (29) into equations (23)–(25), we finally
get a closed set of two rate equations

Q′
1 =

[
n(Q1,ψ) − SQ2

1 − CQ2
2(Q1)

]
Q1

−KdQ2(Q1) cosψ + KcQ2(Q1) sinψ, (30)

ψ ′ = α(C − S)
[
Q2

2(Q1) − Q2
1

]

+ Kd sinψ
[
Q2(Q1)

Q1
+

Q1

Q2(Q1)

]

+ Kc cosψ
[
Q2(Q1)

Q1
− Q1

Q2(Q1)

]
. (31)

These two coupled rate equations represent the leading order
approximation to the original four equations.

Using the conservation law of equation (27) for one last
time, equations (30), (31) can be rewritten in a more appealing
form. We define the dynamical variable θ as a measure for the
relative modal intensity by

Q1 =
√

µ − 1 cos
(
θ + π/2

2

)
, (32)

Q2 =
√

µ − 1 sin
(
θ + π/2

2

)
, (33)

with θ ∈ [−π/2,π/2]. Defining J = (C − S)(µ − 1), the
reduced equations now read

θ ′ = −2Kc sinψ + 2Kd cosψ sin θ + J sin θ cos θ, (34)

cos θψ ′ =αJ sin θ cos θ + 2Kd sinψ + 2Kc cosψ sin θ . (35)

Note that the renormalized injection current J can be either
positive or negative depending on the sign of C − S.

4. Special cases

In order to better understand the emerging dynamical
behaviour of SRLs, we will study equations (34), (35) in
two extreme cases. First, we consider that the nonlinear
gain saturation processes balance each other (C = S). This
results in zero renormalized current J = 0, and therefore
any effect of injection current µ disappears. In this case,
only the backscattering process influences the dynamics of the
modes. Because backscattering constitutes a linear coupling
between the fields, we will refer to this case as the linear
coupling regime. In the second case, we assume that no linear
backscattering is present (Kd = Kc = 0), so that the dynamics
is determined only by the strength of J . We will refer to
this case as the nonlinear coupling regime. Both regimes are
actually unrealistic for SRLs. While saturation can be neutral
(C = S) in He–Ne ring lasers [24], for a SRL the saturation
processes are not expected to cancel, as due to spectral hole
burning and carrier heating effects C is expected to be equal to
2S [22]. Backscattering is unavoidable in SRLs since the light
in the ring needs to be coupled out via a coupler waveguide, that
always implies small reflections. Nevertheless, the study of
these special cases will ease our understanding of the dynamics
of the general case.
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4.1. The linear coupling

When J = 0, equations (34) and (35) reduce to

θ ′ = −2Kc sinψ + 2Kd cosψ sin θ, (36)
cos θψ ′ = 2Kd sinψ + 2Kc cosψ sin θ . (37)

Solving equations (36) and (37) for their steady states, we find

θ = 0 and sinψ = 0, (38)

which corresponds to bidirectional emission. So,
backscattering effects will thus force the SRL to emit in
both directions. This is a good point to remark that these
bidirectional solutions are independent from the injection
current J . On the slow timescale τ , rapidly changing the
current will therefore make the intensity of this solution
jump infinitely fast (see equations (32) and (33)) and without
relaxation oscillations. Of course, in the original model, such
a switch would be accompanied by an initial fast transient of
relaxation oscillations.

4.2. The nonlinear coupling

When Kd = Kc = 0, equations (34) and (35) reduce to

θ ′ = J sin θ cos θ, (39)
cos θψ ′ = αJ sin θ cos θ, (40)

which also has bidirectional emission as a steady-state
solution. A second steady-state solution,

θ = ±π
2

, (41)

corresponds to pure unidirectional emission. The sign of
J will determine which of the two solutions is stable. For
positive J , it will always be the unidirectional emitting one,
whereas for negative J , the SRL would still be emitting in both
directions. One can conclude that stronger cross-saturation
than self-saturation (C > S) gives preference to unidirectional
emission.

5. Linear stability analysis

In this section, we will perform the steady-state analysis
of the reduced equation set (34) and (35) describing the
slow time dynamics of SRLs. This will show us how the
linear and nonlinear coupling compete. Thanks to the two-
dimensionality of the given problem, the linear stability can be
studied analytically. The bifurcation diagrams of the periodic
solutions still need to be constructed numerically. Moreover,
equations (34) and (35) motivate that the slow time dynamical
behaviour of the system is limited to the phase plane (θ,ψ).

5.1. Bidirectional solutions

Equating equations (34) and (35) to zero, it is clear that the
steady-state (bidirectional) symmetric solutions are given by

θ = 0, (42)
sinψ = 0, (43)

with ψ = 0 for the IPSS and ψ = π for the OPSS.
Using equations (34) and (35), we can study the linear

stability of these steady-state solutions. Considering small
perturbations around the steady-state values, we find the
following characteristic equation:

λ2 − λ(J ± 4Kd)± 2J (Kd +αKc) + 4
(
K2

c + K2
d

)
= 0, (44)

where the upper (lower) sign corresponds to the IPSS (OPSS).
The IPSS is stable for

J < J H
IPSS = −4Kd, (45)

and

J > JS
IPSS = −2

K2
c + K2

d

Kd + αKc
for Kd + αKc > 0, (46)

J < JS
IPSS = −2

K2
c + K2

d

Kd + αKc
for Kd + αKc < 0. (47)

J H
IPSS is a Hopf bifurcation point with frequency

,H
IPSS = 2

√
K2

c − K2
d − 2KcKdα, (48)

and J S
IPSS a static bifurcation point. The OPSS is stable for

J < J H
OPSS = 4Kd, (49)

and

J < JS
OPSS = 2

K2
c + K2

d

Kd + αKc
for Kd + αKc > 0, (50)

J > JS
OPSS = 2

K2
c + K2

d

Kd + αKc
for Kd + αKc < 0 (51)

J H
OPSS is a Hopf bifurcation point with frequency

,H
OPSS = 2

√
K2

c − K2
d − 2KcKdα = ,H

IPSS, (52)

and J S
OPSS a static bifurcation point.

5.2. Unidirectional solutions

The unidirectional asymmetric solutions are less straightfor-
ward to obtain. An elegant approach to writing an analytical
expression for these solutions is to parametrize them inψ . The
solution is then of the form {θ(ψ), J (ψ)}:

θAS(ψ) = arcsin
(
αKc + Kd

αKd − Kc
tanψ

)
, (53)

J (ψ) = 2 csc θ(ψ) sec θ(ψ)[Kc sinψ − Kd cosψ sin θ(ψ)].

(54)

Four asymmetric solutions exist: two that originate at a
pitchfork bifurcation from the IPSS (θ = 0,ψ = 0), and
two from the OPSS (θ = 0,ψ = π). We will refer to them
as IPAS and OPAS, respectively. Now also, the pitchfork
bifurcation currents can be obtained analytically:

JPF
IPAS = J S

IPSS = −2
K2

c + K2
d

Kd + αKc
, (55)

5
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Figure 2. Stability diagram in the plane (Kd, J ) for fixed values of
Kc = 2.2 and α = 3.5 showing the different stable operation
regimes. The lines indicate the bifurcation currents as derived in
sections 5.1 and 5.2. Black solid lines denote transitions between
stable operating regimes, whereas dashed grey lines are bifurcation
lines that do not alter the stability of the operating regimes.

J PF
OPAS = J S

OPSS = 2
K2

c + K2
d

Kd + αKc
. (56)

These solutions are destabilized at a Hopf bifurcation point

tan2 ψH
AS =

(Kc − Kdα)2
(
K2

c − K2
d − 2KcKdα

)

(Kd + Kcα)2
(
3K2

c + K2
d − 2KcKdα

) (57)

with the IPAS stable for

tan2 ψ < tan2 ψH
AS (58)

and the OPAS stable for

tan2 ψ > tan2 ψH
AS. (59)

5.3. Stability diagram

In figure 2, we have summarized the previous results. We
have plotted the analytically obtained bifurcation currents as a
function of the dissipative backscattering parameter Kd for a
fixed value of the conservative backscattering parameter Kc =
2.2 and linewidth enhancement factor α = 3.5. We study
both positive and negative current values J corresponding to
C > S and C < S. The bifurcation currents distinguish
between no less than seven different operating regimes in this
parameter range: IPSS, OPSS, bistable OPAS, bistable IPAS,
oscillatory behaviour (OSC), tristability between the IPSS and
the two OPAS (IPSS + OPAS), bistability between IPSS and
OPSS (IPSS + OPSS). Note that depending on the type of
Hopf bifurcation (super- or subcritical), narrow regions of
oscillations can be expected around the Hopf bifurcation lines.
To gain insight in the mechanisms leading to the appearance
of these dynamical regimes, we will now consider two current
paths at different Kd which are representatives of different
bifurcation scenarios.

At Kd = 0.1635, we construct the bifurcation diagram
of θ with J as the bifurcation parameter (see figure 3). Note

J

θ

1

0

-1
0 210.5

0.5

-0.5

1.5

J
H

OPSS J
S

OPSS

J
H

OPAS

Figure 3. Bifurcation diagram of equations (34) and (35) depicting
the extremes of θ versus injection current J . The steady-state values
of θ are denoted by full lines, while the extrema of periodically
oscillating θ are indicated with dashed lines. Black colour is used
for stable fixed points or limit cycles, and grey for unstable fixed
points or limit cycles. Kd = 0.1635,α = 3.5.
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Figure 4. Phase-space structure at Kd = 0.1635 and α = 3.5 for
different values of the injection current J . (a) J = 0.75,
(b) J = 1.3, (c) J = 1.4, (d) J = 2.0. Black diamonds indicate
stable fixed points. Unstable fixed points are denoted by grey
crosses. Black solid lines are used for stable limit cycles and grey
dashed lines for unstable limit cycles.

that this corresponds to the original parameters as in figure 1.
For this value of Kd, we restrict ourselves to positive values
of J . The two-dimensional phase-space structure in figure 4
illustrates the dynamical behaviour in the different operating
regimes. At J = 0, the OPSS is selected. When increasing
the current, the OPSS is destabilized at the Hopf bifurcation
point J H

OPSS. At this Hopf point, a stable limit cycle centred
around the OPSS emerges (figure 4(a)). The amplitude of
these time-periodic oscillations continues to grow with J . At
the pitchfork bifurcation J S

OPSS, two OPAS fixed points appear
(figure 4(b)). These fixed points are unstable until the current
exceeds the Hopf point J H

OPAS. From this point, small unstable
limit cycles grow from both OPAS (figure 4(c)). The stable
limit cycle centred around the unstable OPSS, connects with
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Figure 5. Bifurcation diagram of equations (34) and (35) depicting
the extremes of θ versus injection current J . The steady-state values
of θ are denoted by full lines, whereas the extrema of periodically
oscillating θ are indicated with dashed lines. Black is used for stable
fixed points or limit cycles, and grey for unstable fixed points or
limit cycles. Kd = −0.75,α = 3.5.
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Figure 6. Phase-space structure at Kd = −0.75 and α = 3.5 for
different values of the injection current J . (a) J = −1.75,
(b) J = −2.5, (c) J = −2.75, (d) J = −3.25. Black diamonds
indicate stable fixed points. Unstable fixed points are denoted by
grey crosses. Black solid lines are used for stable limit cycles and
grey dashed lines for unstable limit cycles.

the unstable limit cycles centred around the OPAS, and these
time-periodic structures disappear (figure 4(d)).

At Kd = −0.75, we show the bifurcation diagram of θ
with J as the bifurcation parameter (see figure 5). For this
value of Kd, we have restricted ourselves to negative values
of J . At J = 0, the IPSS is selected. It loses its stability
through a pitchfork bifurcation at J S

IPSS, forming the two stable
IPAS (figure 6(a)). The unidirectional IPAS solutions are both
destabilized in a Hopf bifurcation at J H

IPAS. In figure 6(b),
one can see that beyond this point two stable limit cycles
centred around the IPAS are formed. The amplitude of these
oscillations grows until both limit cycles connect, creating a
new limit cycle centred around the unstable OPSS (figure 6(c)).
The OPSS becomes Hopf stable at J H

OPSS with the emergence of

θ
ψ

(a) (b)

(c) (d)

Figure 7. Examples of phase-space portraits in the spherical phase
space for Kd = 0.1635 and α = 3.5. The angles θ and ψ are defined
as in (a). (b) Time evolution from the unstable IPSS to the stable
OPSS (J = 0.5). (c) Time evolution from the unstable IPSS to the
stable oscillations (J = 0.75). (d) Time evolution from the unstable
IPSS to one of the stable OPAS (J = 2.0).
(This figure is in colour only in the electronic version)

an unstable limit cycle (figure 6(d)). This unstable limit cycle
then collides with the larger stable one in a fold bifurcation.
For higher currents, only the OPSS remains stable.

As a final point, we want to remark that a symmetry
exists in the bifurcation points derived in sections 5.1 and 5.2.
Changing the sign of both Kd and Kc will keep the position
of the bifurcation points unchanged. However, the role of the
in-phase solutions and out-of-phase solutions will have been
exchanged. As a result, if Kc = 0, we can expect figure 2 to be
symmetric in Kd. If the linewidth enhancement factor α = 0,
the stability diagram will show this symmetry for any Kc.

6. Spherical phase portraits

Because we have reduced the dynamics of the system to a phase
space consisting of two angles θ and ψ , it is possible to study
the properties of the solutions on a sphere. If the angles would
be defined as the spherical coordinates (as in figure 7(a)), then
bidirectional emission fixed points (θ = 0) would be situated
along the equator with the IPSS and the OPSS opposite to
each other. Purely unidirectional emission (θ = ±π/2) can
be found on the north (θ = +π/2) and south pole (θ = −π/2).
We will use this representation to study the transient behaviour
exhibited by the SRL. We focus on the bifurcation scheme as
presented in figure 3 (Kd = 0.1635 and α = 3.5). In this
case, the IPSS is always unstable and we will use it as our
initial condition. In figures 7(b)–(d), we let the system evolve
from this point for different values of the injection current
J . In figure 7(b), the current is fixed such that the only other
attractor in the phase space is the stable OPSS. As is clear from
this figure, the system spirals along the sphere in a specific
way from the IPSS to the diametrically opposed OPSS. In
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figure 7(c), a limit cycle is the stable attractor. This limit
cycle clearly distorts the spiral. When the OPAS has become
stable (figure 7(d)), the spiral disappears and the system snakes
from the IPSS to one of the OPAS which is now close to the
north pole.

7. Conclusion

In this paper, we have used asymptotic methods to derive
a two-variable reduced model for the dynamical behaviour
of semiconductor ring laser. The model accounts for both
backscattering processes and gain saturation effects. The
mathematical analysis is motivated by the relative magnitudes
of experimentally reasonable parameters. Thanks to this
analysis, we have been able to perform a systematic and
largely analytical bifurcation study of all the steady states
and time-periodic states of the model. Our analysis has shown
that also other types of bifurcations—than previously studied
and experimentally demonstrated in this system—might be
expected depending on the parameter values. Of particular
interest are Hopf bifurcation points to stable and unstable
time-periodic regimes. Together with the bifurcation analysis,
the two-dimensionality of the reduced model has eased the
understanding of the appearance of the different operating
regimes. Finally, studying the transient behaviour of the
system on a sphere will help future physical interpretations
of switching processes.
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