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Time-resolved optical spectroscopy is widely used to study
vibrational and electronic dynamics by monitoring transient
changes in excited state populations on a femtosecond timescale1.
Yet the fundamental cause of electronic and vibrational
dynamics—the coupling between the different energy levels
involved—is usually inferred only indirectly. Two-dimensional
femtosecond infrared spectroscopy based on the heterodyne
detection of three-pulse photon echoes2–7 has recently allowed
the direct mapping of vibrational couplings, yielding transient

structural information. Here we extend the approach to the
visible range3,8 and directly measure electronic couplings in a
molecular complex, the Fenna–Matthews–Olson photosynthetic
light-harvesting protein9,10. As in all photosynthetic systems, the
conversion of light into chemical energy is driven by electronic
couplings that ensure the efficient transport of energy from light-
capturing antenna pigments to the reaction centre11. We monitor
this process as a function of time and frequency and show that
excitation energy does not simply cascade stepwise down the
energy ladder. We find instead distinct energy transport
pathways that depend sensitively on the detailed spatial proper-
ties of the delocalized excited-state wavefunctions of the whole
pigment–protein complex.
The Fenna–Matthews–Olson (FMO) bacteriochlorophyll a

(BChl) protein of green sulphur bacteria serves both as an antenna
for collecting light energy and as a mediator for directing light
excitations from the chlorosome antenna to the reaction centre9–12.
The FMO protein is a trimer of identical subunits, each containing
seven BChl pigments. Because of its comparatively simple structure
it is often employed as a model system for excitonic (delocalization)
effects in photosynthesis research13. However, it is not clear to what
extent individual spectral features, such as those in the linear FMO
absorption spectrum, are caused by differences in site energies
(arising from the interaction of the BChl pigments with their
local protein environment) or by energy splitting from excitonic
coupling (that is, pigment–pigment interaction)14–16. With two-
dimensional femtosecond spectroscopy, couplings can be made
visible directly.
Two-dimensional (2D) optical spectroscopy3,8,17–21 measures the

full nonlinear polarization of a quantum system in third order with
respect to the field–matter interaction3,8,22. A sequence of three
ultrashort laser pulses excites the sample, and the emitted phase-
matched signal field is detected in amplitude and phase as a function
of optical frequency and the three experimentally controlled exci-
tation-pulse time delays t, Tand t. Fourier transforms of the data8,21

reveal complex-valued 2D (qt, q t) frequency maps of the system’s
response, whereqt and q t are the conjugate Fourier frequencies of t
and t. The real part can be interpreted as the transient field
amplitude at a particular probe frequency q t, induced by a specific
excitation frequency qt, after the waiting time (population time) T.
The imaginary part describes transient changes in the refractive
index. Whereas diagonal peaks in the 2D traces correspond to
linear absorption positions, any off-diagonal contributions indi-
cate coupling and, for T . 0, energy transfer. In the infrared
regime, 2D maps for vibrational couplings have been deter-
mined2,4–7, yielding transient structural information. Two-colour
photon-echo spectroscopy has been used to study electronic
coupling in a homodimer23, but molecular cross-peak features
for electronic transitions in the visible range have not yet been
reported.
The experimental 2D trace of the FMO complex for T ¼ 0 fs is

shown in Fig. 1a. The positions of the three main diagonal peaks
match the linear absorption spectrum below (Fig. 1d, solid black
line). Elongation of these features along the diagonal indicates a
correlation between excitation and emission frequencies within the
same pigment and hence inhomogeneous spectral broadening2,24,25.
Analysis of the 2D contour shapes can recover the homogeneous
linewidths. More importantly, however, several off-diagonal fea-
tures (positive and negative) are clearly visible. Using an assignment
of exciton levels (horizontal and vertical lines numbered 1–7 in
Fig. 1a), one can qualitatively identify the extent of mutual corre-
lations as the magnitude of the corresponding cross peaks. Quan-
titative evaluation is done by comparisonwith simulations as shown
below. The cross-peak amplitude is determined by quantum-
mechanical interference from different nonlinear optical transition
pathways. Because of the electronic coupling between pigments, the
excitonic transition dipoles become linear combinations of pigment
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transition dipoles, and nonlinear optical transitions involving two
different exciton states are allowed and produce off-diagonal peaks
even at T ¼ 0. The transitions above and below the diagonal involve
different one-exciton and two-exciton states, with correspondingly
different oscillator strengths. Accordingly, the cancellation between
bleaching/stimulated emission features and excited-state absorp-
tion features is different in the two half-planes, giving rise to the
stronger cross peaks below the diagonal. For cross peak A, the
system is in an electronic coherence state of the ground and fifth
excitonic states during t and of the lowest one-exciton and ground
states during t. This cross peak indicates that the BChl pigments that
make up excitons 1 and 5 are coupled; feature B shows the same for
excitons 2 and 5. The negative regions (dark blue in Fig. 1a) can be
attributed to two-exciton contributions, that is, excited-state
absorption.
The electronic couplings lead to energy transfer, which is

observed for population times T . 0. As an example, we show
two snapshots at T ¼ 200 fs (Fig. 1b) and T ¼ 1,000 fs (Fig. 1c).
With these 2D spectra, not only do we measure the population
evolution as in conventional pump–probe experiments, we also
follow the state-to-state energy transfer pathway. Between 200 and
1,000 fs, the amplitude of the lowest-energy diagonal peak increases
and the main diagonal peak (D) shifts to lower energies, indicating
a sizeable downward population transfer. The concentration of
features below the diagonal also indicates that ‘downhill’ transfer,
from higher to lower energies, dominates. The cross peaks in Fig. 1b,
c demonstrate the sensitivity of this method to pigment–pigment
interactions. Focusing on the two dominant off-diagonal peaks
near regions A and B, the 2D spectra show increasing amplitudes as

a function of waiting time T. This reveals, for example, the
relaxation from exciton states 4 and 5 to exciton state 2 (B) and
exciton state 1 (A) as a function of time. Other features can be
discussed qualitatively in an analogous fashion.

For quantitative simulations we use a Frenkel exciton hamil-
tonian with electronic coupling constants and site energies obtained
by fitting the resulting absorption and 2D spectra. A single ohmic
spectral density (representing the chromophore–bath coupling-
strength distribution) and modified Förster/Redfield theory26,27

are employed for fully self-consistent calculations of the exciton
transfer rates, the linear absorption spectrum (Fig. 1d, dashed black
line) and the time-dependent 2D spectra (Fig. 1e, f). By using
modified Förster/Redfield theory, we can self-consistently describe
the excited states as either localized or delocalized (excitonic)
depending on the magnitude of the coupling constants27. Most of
the exciton states are delocalized over two or three molecules, but
the lowest exciton is essentially localized on BChl 3 (refs 14, 28). The
transport of excitation is treated as reversible; finite temperature
and detailed balance are correctly incorporated. The comparison
between experiment and theory shows that the positions of the
peaks in the 2D frequency space are reproduced. In addition, the
relative timescales associated with the appearance/disappearance of
the specific features are also well described. For example, in both
theory and experiment the amplitudes in cross peaks A and B
increase with population time T as a result of downhill energy
transfer. The experimental (and theoretical) ratios of the amplitude
of cross peak B to diagonal peaks C andD at T ¼ 1 ps are 1.49 (1.45)
and 0.55 (0.5), respectively. The calculated relative amplitude of
diagonal peak C to D (0.34) at T ¼ 1 ps is also close to that from

Figure 1 Experimental and theoretical spectra (real parts) of the FMO complex from

Chlorobium tepidum at 77 K. a–c, The experimental 2D spectra (upper three panels) are

shown for population times T ¼ 0 fs (a), T ¼ 200 fs (b) and T ¼ 1,000 fs (c). Contour

lines are drawn in 10% intervals at^5%,^15%,…,^95% of the peak amplitude, with

solid lines representing positive contributions (‘more light’) and dashed lines negative

features. Horizontal and vertical grid lines indicate exciton levels 1–7 as labelled. d, The

experimental linear absorption spectrum (solid black) is reproduced by theory (dashed

black), with individual exciton contributions as shown (dashed–dotted green). The laser

spectrum used in the 2D experiments (red) covers all transition frequencies.

e, f, Simulations of 2D spectra are shown for T ¼ 200 fs (e) and T ¼ 1,000 fs (f ).

Off-diagonal features such as those labelled A and B are indicators of electronic coupling

and energy transport; they are discussed in more detail in the text.
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experiment (0.37). We reproduce the presence of negative regions
(dashed contour lines in Fig. 1c, f) corresponding to excited-state
absorption to the two-exciton states, as well as the shape-contour
change around the central diagonal peak, that is, its horizontal
elongation towards region B. Some differences between experiment
and simulation also occur. First, the build-up of cross peak A is
slower in the simulations (Fig. 1f) than in experiment (Fig. 1c),
implying that the calculated rate of populating level 1 is too slow;
that is, the ratios of the amplitude of cross peak A to that of diagonal
peaks C and D in the experimental (theoretical) spectra at T ¼ 1 ps
are 2.07 (1.41) and 0.76 (0.48), respectively. Second, the experi-
mental cross peak near A (Fig. 1c) extends horizontally between
exciton states 2 and 5, whereas in the simulation (Fig. 1f) separate
peaks appear. This is at least partly the result of our limited
(40 cm21) qt-frequency resolution.

Nevertheless, considering the complexity of the physical system,
the agreement with the key 2D features is very promising. On the
basis of our model, we now analyse how the excitation propagates
between the different BChl molecules; that is, we follow the energy
transfer in space and time. First we consider the delocalization of the
exciton wavefunctions. Most excitons are delocalized mainly over
only one or two neighbouring BChl molecules. This is indicated by
the coloured shading in Fig. 2a. For example, excitons 3 and 7
(green, bold numbers) are both delocalized over the same BChls 1
and 2 (italic numbers). Second, from the exciton transfer-rate
matrix obtained with the modified Förster/Redfield theory we can
then identify the twomajor energy transport pathways shown by red
and green arrows. In terms of energy levels, the results are displayed
in Fig. 2b. An important factor for efficient energy transport is the
mutual wavefunction overlap between initial and final states.
Stronger overlap leads to faster transfer.

Consider first the ‘green’ pathway, starting with exciton 6 (on
BChls 5 and 6). Because of its strong wavefunction overlap with
exciton 5 (located on the same two pigments), the excitation is
transferred efficiently (green ellipse). From there, exciton 4 can be
reached, which in turn transfers to exciton 2 (again because of the
strong spatial overlap as both excitons 2 and 4 are located on BChls 4
and 7). Alternatively, exciton 2 is reached directly from exciton 5.
Note that in either case exciton 3 is not involved because it does not
have strong spatial overlap with exciton 4 or 5. From exciton 2, the
transport proceeds to exciton 1, and ultimately to the reaction
centre where it is turned into chemical energy. The second pathway
(red arrows) starts with exciton 7 and proceeds through excitons 3

and 2 to 1. Using similar arguments, it is clear that the good spatial
overlap between excitons 7 and 3 and the weak coupling of
corresponding BChls 1 and 2 to the remaining pigments prevents
energy transfer from exciton 7 to excitons 4, 5 or 6.We conclude that
the energy is not simply transferred stepwise down the energy ladder
as has been conjectured previously15,28. Instead, distinct pathways
emerge (Fig. 2b) in which some energetically intermediate states are
left out.
As illustrated by these findings, 2D femtosecond photon-echo

spectroscopy remedies the deficiency of conventional types of
spectroscopy in which only the evolutions of populations over
time can be determined directly, but not the mechanisms that
underlie these temporal changes. Thus we get detailed insight into
the driving force of biological light harvesting, and applications to
larger photosynthetic systems are possible. By noting that the
magnitudes of electronic couplings and exciton relaxation rates
are essentially dependent on the spatio-energetic distribution of
chromophores, analysis of the exciton delocalization pattern leads
to spatial information on the molecular scale. Hence, in general,
the combination of these fully self-consistent calculations and
experiments allows us to follow energy transport through space
and time with nanometre spatial resolution and femtosecond
temporal resolution. This methodology also opens the door to
similar investigations of electronic couplings and energy transport
in any photoactive assembly, macromolecule or other nanoscale
system. A

Methods
Experiment and data analysis
Our implementation of inherently phase-stabilized two-dimensional Fourier-transform
femtosecond spectroscopy for electronic transitions has been described in detail
elsewhere20,21. In brief, 50-fs, 805-nm, 3-kHz laser pulses from a home-built Ti:sapphire
regenerative-amplifier laser system are used for three-pulse photon-echo spectroscopy in a
diffractive-optic-based29,30 non-collinear four-wave mixing set-up with phase-matched
box geometry. Time delays are introduced with better than l/100 precision by movable
glass wedges, and passive interferometric phase stability is maintained over several
hours20,21. The third-order signal is completely characterized by spectral interferometry
with the help of a heterodyning local-oscillator pulse17. Automated subtraction of
scattering terms removes experimental artefacts caused by sample imperfections. To
resolve individual spectral features, we perform the experiment at low temperature (77 K)
in a liquid-nitrogen cryostat (Oxford Instruments).

For any given population time (waiting time) T, the coherence time t is scanned in 5-fs
steps from2440 fs toþ440 fs, moving excitation pulse 1 (2) in the second (first) half of the
scanning period. Spectral interferograms are recorded with a 16-bit, 100-pixel £ 1,340-
pixel, thermoelectrically cooled charge-coupled device camera (Princeton Instruments)
and a 0.3-m imaging spectrometer (Acton). These parameters lead to a spectral resolution
of 40 cm21 for qt and 2 cm21 for q t. The spot diameter at the sample position is 84mm
(1/e2 intensity level), and the excitation energy is 20 nJ per pulse for the 2D traces
shown. Repetitions with 30% of the laser power led to essentially the same results
within the experimental uncertainties (though at decreased signal-to-noise ratio). Data
analysis by Fourier transformation yields the desired 2D traces whose absolute phase is
obtained by means of the projection-slice theorem and comparison with separately
recorded spectrally resolved pump–probe data8,21. Each 2D trace is the average of three
separate scans.

The FMO complex of Chlorobium tepidumwas prepared in a buffer of 50mMTris HCl
at pH8.0 and 10mM sodium ascorbate10. To avoid cracking of samples at low
temperature, we used a water/glycerol (35:65 v/v) mixture between plastic windows
(thickness 0.3mm) with a 0.4mm optical path length. The optical density peak value was
0.37 at 77K. After each series of 2D scans for different population times, we repeated the
first of the scans in the same sample spot for comparison. This gave qualitatively the same
2D results within the experimental noise limits as those shown, and the absolute decrease
in 2D signal due to sample degradation was below 30%.

Theory and numerical simulations
The Frenkel exciton hamiltonian matrix elements, denoted by Hjk, were obtained by
simultaneously fitting to the absorption and time-resolved 2D photon-echo spectra. The
diagonal elements, Hjj, for BChl molecules j ¼ 1,…,7 (Fig. 2a), are 280, 420, 0, 175, 320,
360 and 260 cm21. The off-diagonal matrix elements are identical to those presented
previously14, except that H56 ¼ H65 was reduced to 40 cm21 because the corresponding
diagonal frequencies were readjusted in the present work. The general nonlinear response
functions were obtained3,22, but the Laplace (stationary-phase approximation) method was
used to calculate the corresponding 2D Fourier spectrum approximately. The site energy
fluctuation was assumed to be uncorrelated with those of other sites. The frequency–
frequency correlation function determining line broadening processes was expressed in
terms of an ohmic-type spectral density, that is, rðqÞ ¼ ðl="qcÞq

21expð2q=qcÞ; where

7

6

5

5, 6

4
3

3, 7

2
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Figure 2 Exciton delocalization and energy transport. a, The FMO structural arrangement

of the seven BChl molecules (italic numbers) is overlaid qualitatively with the delocalization

patterns of the different excitons (coloured shading, bold numbers). Two main

photoexcitation transfer pathways are indicated by red and green arrows. b, The energy

transport is not just a simple process of stepwise energy decrease from one level to the

next level below; rather, intermediate states are left out if they have insufficient spatial

overlap with potential transfer partners.
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the cutoff frequencyqc and the solvent reorganization energy lwere assumed to be 40 and

35 cm21, respectively. To calculate the rate constants we used modified Förster/Redfield

theory26,27. The rate constants are fully determined by the spectral density defined above

and the electronic coupling constants. Here, the cutoff frequency dividing Förster and

Redfield regimes was assumed to be 30 cm21 so that if a given pair of pigments were

coupled to each other weakly (less than 30 cm21) the excitation transfer process was

treated as a Förster process. Denoting the exciton transport rate constant from the jth one-

exciton state to the ith one-exciton state by k ij, we found that k21 ¼ 0.12, k21 ¼ 2.97,

k13 ¼ 0.12, k23 ¼ 0.28, k24 ¼ 5.38, k25 ¼ 1.6, k26 ¼ 0.22, k35 ¼ 0.17, k37 ¼ 1.6,

k42 ¼ 0.48, k45 ¼ 2.0, k46 ¼ 2.46, k54 ¼ 0.91, k56 ¼ 5.73, k57 ¼ 0.16, k64 ¼ 0.18,

k65 ¼ 0.92, k67 ¼ 0.68 and k76 ¼ 0.22 (all in ps21). All other rate constants are smaller

than 0.1 ps21. The initial populations of the seven exciton states were determined by using

the experimental laser spectrum (Fig. 1d, red).
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Reorganizations of the Atlantic meridional overturning circula-
tion were associated with large and abrupt climatic changes in the
North Atlantic region during the last glacial period1–4. Projec-
tions with climate models suggest that similar reorganizations
may also occur in response to anthropogenic global warming5–7.
Here I use ensemble simulations with a coupled climate–
ecosytem model of intermediate complexity to investigate the
possible consequences of such disturbances to the marine
ecosystem. In the simulations, a disruption of the Atlantic
meridional overturning circulation leads to a collapse of the
North Atlantic plankton stocks to less than half of their initial
biomass, owing to rapid shoaling of winter mixed layers and their
associated separation from the deep ocean nutrient reservoir.
Globally integrated export production declines by more
than 20 per cent owing to reduced upwelling of nutrient-rich
deep water and gradual depletion of upper ocean nutrient
concentrations. These model results are consistent with the
available high-resolution palaeorecord, and suggest that global
ocean productivity is sensitive to changes in the Atlantic
meridional overturning circulation.

The climatic consequences of Atlantic meridional overturning
(AMO) reorganizations have been intensely documented in recent
decades1–4. Temperature oscillations in Greenland, recorded in the
isotopic composition of the ice, show rapid warmings of about
10 8C, known as Dansgaard–Oeschger events, coincident with
abrupt increases of sea surface temperature (SST) and sea surface
salinity (SSS) in the North Atlantic. During the cold (stadial) phases
of the oscillations, deep water formation in the North Atlantic was
partially or entirely stopped3, leading to reduced northward heat
transport by the ocean. Observed spatial patterns, amplitudes
and phasing of temperature changes associated with Dansgaard–
Oeschger oscillations can be successfully reproduced with coupled
climate models forced with disturbances of the Atlantic freshwater
budget4. However, the consequences of AMO changes for the
marine ecosystem have not yet been quantified on a global scale.
This will be particularly important, as projections of future climate
change indicate that the AMO could weaken or even disappear in
the coming centuries owing to anthropogenic greenhouse gas
emissions5–7. Here I examine the impact of changes in ocean
circulation on the marine ecosystem.

A climate model of intermediate complexity is used, including
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