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Fig. 1. This image shows one time slice of the cylinder dataset. Color represents the acceleration magnitude overlaid by its critical
points and maxima lines connecting maxima with saddles. The topological skeleton is used to extract vortex regions defined as the
region containing a vortex-like minimum bounded by maxima lines. The minima lines (blue) connecting minima with saddles are only
displayed for the highlighted region.

Abstract—Acceleration is a fundamental quantity of flow fields that captures Galilean invariant properties of particle motion. Consid-
ering the magnitude of this field, minima represent characteristic structures of the flow that can be classified as saddle- or vortex-like.
We made the interesting observation that vortex-like minima are enclosed by particularly pronounced ridges. This makes it possible
to define boundaries of vortex regions in a parameter-free way. Utilizing scalar field topology, a robust algorithm can be designed to
extract such boundaries. They can be arbitrarily shaped. An efficient tracking algorithm allows us to display the temporal evolution
of vortices. Various vortex models are used to evaluate the method. We apply our method to two-dimensional model systems from
computational fluid dynamics and compare the results to those arising from existing definitions.

Index Terms—Vortex regions, time-dependent flow fields, feature extraction.

1 INTRODUCTION

Vortices play a fundamental role for the understanding and analysis of
complex fluid flows. Researchers are interested in the location, size,
and strength of vortices as well as their temporal development and
interaction. This interest is driven by questions like: What causes
new vortices to arise or dissolve, to grow or shrink, to merge or split?
Applications in which these tasks naturally arise include fundamental
research on turbulent flows as well as specific design tasks, e.g., to
improve the lift of an airfoil by controlling the flow behavior. Thereby
two-dimensional flow fields still play a fundamental role [28, 32].

Despite its importance, there is no common mathematical definition
of a vortex or vortex region. A variety of different approaches have
been proposed in the past that define vortex cores and regions. For an
overview over these methods, we refer to Sec. 2.

A fundamental quantity that indicates vortex-like behavior of par-
ticles is the acceleration. This Galilean invariant quantity represents
the change of velocity and direction of a particle in time and is part
of the Navier-Stokes equations. It was shown that the minima of its
magnitude can be interpreted as time-dependent counterparts of crit-
ical points of standard vector field topology, which can be classified
as vortex cores and saddles [13]. Analyzing the acceleration magni-
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tude field further shows that vortex-like minima are enclosed by pro-
nounced ridges, indicating the spatial extent of the vortex. This pro-
vides a basis for a consistent treatment of vortices: While a vortex
core is defined at the position of a minimum, the corresponding basin,
bounded by maximum lines, is interpreted as the associated vortex re-
gion, cf. Sec. 3.

This notion of vortices is entirely formulated in the context of scalar
field topology and, thus, the full power of the corresponding algorith-
mic framework [21] can be exploited. This concerns robust extraction
and tracking methods as well as a vortex hierarchy using a spatio-
temporal importance measure based on persistence [22]. The hierar-
chy of the vortex core lines can be directly assigned to the regions.

In contrast to previous work, this novel definition of a vortex region
combines the following three advantages:

1. It is Galilean invariant. The definition of the vortex regions is
solely based on the acceleration, which is Galilean invariant.
This is an essential property when dealing with time-dependent
flows.

2. It allows for vortex regions of arbitrary shape. Using scalar field
topology as the basis for the definition of vortex regions, the ex-
traction algorithm is not restricted to star- or convex-shaped ge-
ometries.

3. It does not require any threshold or iso-value. This enables
an unsupervised extraction of vortex regions in complex time-
dependent datasets. This is important, e.g., for analyzing very
large data sets.

The method is described in detail in Sec. 4 and 5. In Sec. 6, it
is evaluated using model systems from computational fluid dynamics.
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The results are compared to other definitions of vortex regions and
ridges of the finite time Lyapunov exponent (FTLE).

2 RELATED WORK

The analysis of flow fields includes the extraction of vortices and their
regions of influence, as these are the main structures in these fields.
Despite its importance, no unique mathematical definition is avail-
able for these features. Thus, there exists a vast amount of publica-
tions dealing with vortex extraction and their definition. For a good
overview, we refer to Post et al. [5, 19]. In addition, methods to an-
alyze time-dependent vector fields were proposed. There are many
promising approaches; we refer to Pobitzer et al. [18] for an extensive
overview of the recent publications.

Extraction techniques for vortex regions can be divided in the fol-
lowing categories: First, there are approaches that use an indicator
function related to vortical activity. Thereby, commonly used indicator
quantities are vorticity magnitude, pressure, helicity, normalized helic-
ity, λ2 by Jeong et al. [12] or the Q quantity proposed by Hunt [10].
Recently, Haller proposed a feature identifier that is rotation invari-
ant [9]. Since these measures indicate vortical activity, a vortex region
can be defined through a threshold that distinguishes the influence re-
gion of the vortex from the rest of the domain. Iso-surface extraction
can be used to visualize the region boundary. As a drawback, using
iso-surface extraction, it is not possible to distinguish between nearby
vortices, if their regions partially merge. Moreover, one has to choose
a global threshold parameter, which is quite arbitrary, since there is
only an intuitive notion of vortex activity for the mentioned quantities.
Since some of the quantities define vortex strength, there may be no
threshold value to extract the regions of both strong and weak vortices.
As a remedy, Schneider et al. [25] proposed an extraction algorithm for
vortex regions (based on λ2) using the contour tree for the selection of
the geometry. An exploratory technique to visualize time-dependent
vortices in three-dimensions was introduced by Tikhonova et al. [30].

The second class of definitions of vortex regions uses the combi-
nation of a vortex indicator function and a geometrical extraction al-
gorithm. Here, vortex regions are typically extracted for previously
defined vortex core lines by sending out a fan of rays from the center.
The rays are cut, if a certain criterion is met on the ray. The resulting
regions are restricted to star-shaped geometries seen from the vortex
core. These are not arbitrary star-shaped regions. Banks and Singer [1]
introduced this method to construct a vortex hull as a series of con-
nected contour lines. The contour line that connects the endpoints of
the rays is the outer boundary of the vortex in that plane. They used
a pressure threshold to mark the boundary of a vortex region induced
by the length of the rays. Bauer et al. [3] used a threshold of the ab-
solute value of the imaginary part of the complex eigenvalues of the
Jacobian instead of the pressure threshold. Furthermore, Stegmaier
et al. [27] used a threshold of λ2 to determine the termination of the
rays. Garth et al. [6] searched for local maxima of the tangential ve-
locity component using the Rankine vortex model as a basis for their
definition. Jankun-Kelly et al. [11] build an approach to robustly ex-
tract vortices based on local extrema of different scalar fields. They
extract three-dimensional vortices using a predictor-corrector method
and k-means clustering to find the correct extremal structures. The
corresponding vortex regions are also based on the maximum tangen-
tial velocity. Note that their extracted vortex regions depend on the
frame of reference, since velocity is Galilean variant.

The third category consists of approaches that use a purely geo-
metric definition of vortex regions. Sadarjoen and Post [24] searched
for streamlines with a winding angle of 2π . They restricted their def-
inition to streamlines for which the distance of start end endpoint is
“close”. A clustering of streamlines belonging to the same vortex re-
sult in an elliptical representation of the vortex regions. Reinders et
al. [20] extended the approach to 3D. Petz et al. [17] defined vortex re-
gions searching for closed streamlines in rotated version of the vector
field. They were able to build a hierarchy of these regions. All these
approaches are not Galilean invariant, since they use streamlines that
depend on the chosen frame of reference.

The tracking of vortices in time-dependent dataset is one of the

main tasks for the analysis of non-stationary flow fields. Theisel et
al. [29] proposed the “Feature Flow Field” approach to track the crit-
ical points of vector field topology. Their approach can also be used
to extract the evolution of critical points of scalar field topology. Fur-
thermore, Tricoche et al. [31] and Garth et al. [7] proposed a technique
to track vector field singularities. Bauer and Peikert [2] presented
a method for vortex core line extraction and tracking in scale-space.
Reininghaus et al. [22] propose a combinatorial approach for tracking
critical points in scalar fields.

3 MOTIVATION

The basis of our considerations builds on the particle acceleration. In
this section we motivate this choice and our definition of vortex re-
gions for two-dimensional flow fields

Particle acceleration a is the material derivative of the flow field v,
i.e. the acceleration in a space-time point (x, t) is given by

a(x, t) = Dv/Dt = ∂tv(x, t)+(v(x, t) ·∇)v(x, t), (1)

where ∂t is the partial derivative with respect to t and ∇ the spatial gra-
dient, i.e. (∂x,∂y) for the two-dimensional case. Knowing the accel-
eration and the initial velocity of a particle is sufficient to describe its
trajectory. While the initial velocity changes under Galilean transfor-
mations, the acceleration is a Galilean invariant quantity and is there-
fore independent from the chosen frame of reference. As a part of the
Navier-Stokes equations, it has the same invariances. Thus, the ac-
celeration can be seen as one of the fundamental quantities describing
particle motion.

Kasten et al. [13] have shown that the minima of the accelera-
tion magnitude can be used to identify vortices in non-stationary flow
fields. They found that minima of the acceleration magnitude can be
interpreted as non-stationary counterparts to the critical points of vec-
tor field topology. This property can also be supported considering the
Navier-Stokes equations. The incompressible equations are:

a(x, t) = −∇p(x, t)+ν ∆u(x, t)+ f(x, t), (2)

0 = ∇ ·u(x, t), (3)

where p is the pressure of the flow field, ν is the viscosity of the fluid,
∆ is the spatial Laplacian operator, and f is an external force that ef-
fects the fluid. Often vortices are associated to local minima of the
pressure field, which are zero points of the pressure gradient. Assum-
ing that the variation of the pressure gradient dominates the changes
of the right hand side of the Navier-Stokes equation, it can be expected
that also the magnitude of the acceleration has a local minimum in the
vicinity of the pressure minimum. Hence, the minima of the accel-
eration magnitude form a superset of the minima of the pressure. As
stated by Kasten et al. [13], the minima of the acceleration magnitude
can represent saddles and vortices as features of the velocity field. To
exclude saddle like acceleration minima from this set the Jacobian of
the velocity field is employed, which can be interpreted as a filtering.
For a comparison of the acceleration magnitude to other quantities, we
refer to Fuchs et al. [5].

After this general discussion we focus on two illustrative examples:
the Oseen and the Lundgren vortex.
The Oseen vortex model is a simple textbook model depicting a line
vortex that decays due to viscosity and that obeys the incompressible
Navier-Stokes equations. In the context of fluid dynamics, it is used as
an elementary model in the vortex system of the boundary layer. The
velocity VΘ in the circumferential direction θ is given by

VΘ(r) =
Γ

2π

1− e
−( r

rc
)2

r
, (4)

where r is the spatial coordinate with origin in the center of the vor-
tex, rc is a parameter determining the core radius and the parameter Γ

is the circulation contained in the vortex. For further information, we
refer to Rom-Kedar et al. [23] or Noack et al. [15]. In a nutshell, the
Oseen vortex is formed by a single center point in the spatial domain
surrounded by particles that are circling around this point. While this
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(a) Two co-rotating Oseen vortices. (b) Lundgren vortex: a non-circular vortex model.

Fig. 2. Acceleration magnitude for two vortex models displayed as colored height field over the flow domain. The topology of the acceleration
magnitude is displayed by blue (minima), yellow (saddles), and red (maxima) spheres and the corresponding extremal lines; minima and maxima
lines are shown as blue and red lines, respectively. In both cases the minima, representing the vortex core, are surrounded by clearly pronounced
ridges.

idea of a vortex is quite simple, it is suitable for several definitions of
vortices. Fig. 2(a) shows the acceleration for two co-rotating Oseen
vortices using a heightfield superposed by the associated scalar field
topology. Thereby, the spheres depict minima (blue), saddles (yellow)
and maxima (red). The red and blue lines show the maxima and min-
ima lines respectively.
The Lundgren vortex model [14] is an example for a non-circular basic
vortex. It also is a solution of the Navier-Stokes equations. Lundgren
has shown that solutions of the two-dimensional Navier-Stokes equa-
tions can be lifted to three dimensions using the Lundgren transfor-
mation. In his paper, he used this vortex as an example. In Fig. 2(b),
the acceleration of a discrete Navier-Stokes (DNS) computation [32]
of this vortex is depicted.

We observed for the Oseen as well as for the Lundgren vortex that
the minima corresponding to vortex cores are enclosed by pronounced
ridges in the acceleration magnitude field. This is a typical structure
that can also be found in other flows, e.g., in the flow behind a circular
cylinder, as shown in Fig. 1. This observation leads to the new defini-
tion of a vortex region as the area containing a vortex-like minimum
of the acceleration bounded by the corresponding ridge.

In terms of topology, this region is called the basin of the mini-
mum. It is bounded by the associated maxima lines, which separate
the minimum from other minima in the field. This definition of the
vortex region is parameter-free. Due to its topological foundation, the
boundary of the regions can be arbitrarily shaped. Note that for each
minimum in the topology one such region exists. Thus, it is important
to restrict the definition to minima that were extracted using the above
mentioned Jacobian filter criterion.

Note that the notion of vortex regions is inherently vague. For ar-
bitrary vortices, the region of rotational flow behavior can be infinite,
as in the example of the Oseen vortex. Thus, each definition of vortex
regions has to settle on criteria which respect a certain perspective.
Our definition of a vortex region is driven by the following conditions:

- being Galilean invariant;
- reflecting Lagrangian particle motion;
- being formulated in consistency with vortex cores;
- being independent from any threshold value;
- allowing vortex regions of arbitrary shape.

4 ALGORITHM

Algorithmic overview – In this section, we describe how we can ro-
bustly extract the vortex regions proposed in Sec. 3. In the following,

the algorithmic pipeline as shown in Fig. 3 is briefly summarized.
The input of the method is of a two-dimensional, time-dependent
vector field. The first step is to compute the magnitude of the
acceleration of this field, from which minima are extracted using the
robust topological framework provided by Reininghaus et al. [21]. A
Jacobian filter classifies the minima into vortex- and saddle-like. The
remaining minima are then tracked using combinatorial feature flow
fields (CFFF) as presented in [22]. This framework also comprises a
spatio-temporal importance measure, which can be used to remove
spurious structures. For each time step the vortex regions, the associ-
ated basins of the minima, are determined using the same algorithmic
framework as for the minima extraction. Finally, a triangulated
surface is generated, which connects the individual boundary lines
using an advancing front scheme in a postprocessing step.

Minima extraction and tracking – The algorithmic challenge is to ro-
bustly extract and track the topological structure of the acceleration
field. Acceleration is a derivative of the vector field data. Typi-
cally, differentiation of simulated or measured data amplifies noise and
therefore usually creates many spurious extremal structures. These
structures severely affect both aforementioned steps of the algorithmic
pipeline: Vortex core lines are interrupted and vortex regions suffer
from topological oversegmentation.

A method dealing well with these challenges is the utilization
of combinatorial feature flow fields (CFFF), as proposed in [22].
The basic idea of CFFF is to compute a sequence of combinatorial
gradient vector fields to represent the input data using computational
discrete Morse theory. This allows for a simplification of the
combinatorial gradient vector fields using persistence to remove
spurious structures. The minima (critical points of the gradient vector
field) are then tracked in this sequence with combinatorial algorithms.
Further, this approach provides an importance measure for the tracked
minima that can be summarized as integrated persistence. It extends
the idea of feature lifetime proposed in [13]. In our setting, this
measure allows us to build a hierarchy of vortex core lines of the
given time-dependent vector field. Note that the above-mentioned
simplification using persistence is essential in our context, since a
topological oversegmentation would not result in the correct vortex
regions.

Vortex region extraction – The vortex regions are defined as the associ-
ated basins to the acceleration minima and as such are also part of the
scalar field topology. Thus they can be extracted using the same frame-
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Fig. 3. Overview of the vortex region extraction pipeline. (I) As input, a time-dependent vector field is used. (II) The acceleration magnitude and its
topology is computed using robust algorithms. The minima depicting vortex cores are tracked over time. (III) The individual vortex regions for each
slice are computed. (IV) The tracking is used to connect the region boundaries.

Algorithm 1 Main vortex region algorithm

Input: Vortex core lines C, Topological skeletons T
Output: VortexRegions R

R = getVortexRegions(C,T )
1: for all L ∈C do
2: for all P ∈ L do
3: S ← getSkeleton(P, T )
4: B ← getBasinBoundary(P, S)
5: L.append(B)
6: L.VortexRegions ← TriangulateRegions(L)

Algorithm 2 Find basin boundary for a single minimum

Input: Minimum P, Topological skeleton T
Output: Basin boundary of minimum B

B = getBasinBoundary(P, S)
1: connSaddles ← getConnectedSaddle(P, T )
2: for all saddle ∈ connSaddles do
3: maxLines ← getMaxLinesOfSaddle(saddle,T )

work as for the minima computation even though this is not an explicit
part of [21]. The resulting topological skeleton, critical points and
separatrices, contain all necessary information to extract the basins.

Given the vortex cores represented by minima and the topologi-
cal skeletons in each time step Algorithm 1 illustrates the general ap-
proach. For each point of each time-dependent vortex core line (lines
1,2), we fetch the associated topological skeleton (line 3). We then de-
termine the boundary of its associated basin (line 4) and append these
lines to the vortex core line (line 5). Finally, we build a surface from
the vortex region lines using a simple advancing front approach that is
not further described here (line 6).

The main step, the extraction of the boundary of the basin, is given
in Alg. 2. The essential parts of the topological skeleton needed are the
saddles connected to the current minimum (line 1) and the maximum
lines starting in these saddles (line 2,3). This behavior is illustrated in
Fig. 1: minima (blue), saddles (yellow), maxima (red), and the max-
ima lines (black). One basin boundary is highlighted as white line.
Note that the minima lines (blue) connecting the minima with the sad-
dles are only displayed for the highlighted region. The minima not
depicting vortices are crossed out.

5 IMPLEMENTATIONAL DETAILS

To achieve a good reproducibility of the results shown in this paper,
this section presents three implementational aspects.

We employ the combinatorial framework described in Reininghaus

Fig. 4. Individual vortex region boundaries for the dataset of two co-
rotating Oseen vortices. Due to the combinatorial approach for the re-
gion extraction, a postprocessing of the extracted vortex region bound-
ary is necessary to achieve a good visual quality.

et al. [21]. In this framework, the extraction of the saddles connected
to the minima is quite simple. The scalar field is represented as a
combinatorial gradient field, which is defined as a matching on a cell
graph. The basin of a minimum can be extracted by doing a breadth-
first search in the graph. Thereby, the search path has to be alternating
with respect to the matching. The maxima lines are then extracted by
integrating a combinatorial streamline.

Note that the maxima lines in a combinatorial gradient vector field
can share edges in the cell graph. To get the boundary without these
artifacts, we need to discard these parts of the maxima lines. There-
fore, we remove the points of the lines that are present twice in one
vortex region.

As the combinatorial streamlines can only follow the edges of the
given cell graph, the resulting vortex regions are not smooth enough
for an efficient visual perception of the generated surfaces. Therefore,
we apply a smoothing step to the resulting boundary lines before we
construct the surface. For a depiction of this postprocessing step, we
refer to Fig. 4.

6 RESULTS

We apply our algorithm for extracting vortex regions to three different
datasets. Since all flows considered in this paper are planar and
non-stationary, we depicted time as third dimension.

Co-rotating Oseen vortices – The first data set is our model example
of two co-rotating Oseen vortices, see Fig. 6. At the bottom, the ac-
celeration is encoded in color. Thereby, red indicates high and blue
low acceleration. There are two blue pipes emanating from the bottom
slice that show the evolution of the circular region. Within the trans-
parent pipes, the tracked vortex core lines can be seen. The regions are
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Fig. 5. Plot of the forward (red) and backward (blue) FTLE and the acceleration magnitude (green) for a cut in the domain of the Oseen dataset as
shown in the image. The values are sampled on the line shown in the center image. The parameter rc of the Oseen vortex is also shown (black
lines).

correctly tracked over the complete time the core lines exist.

To analyze the relation of the parameter rc, see Equation 4, in the
definition of two co-rotating Oseen vortices with the size of our vortex
regions, we plotted the acceleration magnitude (green) along a cut on
one slice of the dataset, cf. Fig. 5. Additionally, the forward (red)
and backward (blue) FTLE values along this line are shown. FTLE is
computed for one sixth of a period of the dataset. While the maxima
of the acceleration are closer to the vortex center c than the parameter
rc, the maxima of the FTLE are further away.

Cylinder dataset – The next dataset, referred to as the cylinder
dataset, resulted from a time-dependent 2D CFD simulation of the
von-Kármán vortex street [16, 33], the flow behind a cylinder with
Re = 100. It consists of 32 time steps. The flow is periodic, allowing
a temporal unbounded evaluation of the field. In Fig. 7, the vortex re-
gions are depicted for nine shedding periods. The extracted surfaces
are colored by the acceleration magnitude. Time is again chosen as
third dimension. Red coloring depicts high values and blue low values
of the acceleration magnitude. The vortices detach from the cylinder
as weak features. Their spatial importance is growing quickly and at-
tenuates in the flow. As can be seen, the regions do not depict a single
value of the acceleration. Thus, iso-surface extraction cannot be used
to determine the region boundaries.

In Fig. 8, a comparison of different definitions of vortex regions is
shown. The minima of the acceleration (red) and the critical points of
vector field topology (green) are depicted in each image. To extract
the critical points, an appropriate frame of reference was chosen that
reveals the typical pattern of the von-Kármán vortex street. Note that
directly behind the cylinder the locations of the critical points and the
vortex cores differ very much. The revealing frame of reference is not
correctly chosen for these points. It depends on the velocity of the vor-
tices, which are slower directly behind the cylinder. Fig. 8 (a) shows
the result of our method. The coloring of the slice is determined by
the acceleration. It can be seen that the region boundary cannot be
determined by an iso-value. Furthermore, the regions get larger with
growing distance to the cylinder. Fig. 8 (b)-(c) show iso-values of
different scalar quantities that are used to identify vortices. All these
quantities are Galilean invariant. First, vorticity is shown. While the
size of the outer regions stays nearly constant, the inner regions shrink
with growing distance to the cylinder. Directly behind the cylinder,
regions of different vortices merge. The second quantity used to iden-
tify vortex-like behavior is λ2. The third quantity is vortex strength
as introduced by Bauer et al. [3]. This is magnitude of the imaginary
part of the complex eigenvalues of the Jacobian matrix. Both quanti-
ties show comparable results in size and shape. The size of the outer
regions stays constant when moving down the flow and the inner re-

gions shrink. Thus the impression of the development of the vortices
strongly depends on the chosen iso-value.

In contrast to the first four definitions, the regions in Fig. 8 (e+f)
depend on the chosen frame of reference as well as on the critical
points of the vector field topology. The first method searches for the
maximum tangential velocity on a fan of rays send out from a critical
point. The resulting regions are therefore restricted to star-shaped
geometries. Surprisingly, the regions have nearly the same shape and
size as the outer regions in Fig. 8(e) and (d). In Fig. 8 (f), the regions
are determined by searching closed streamlines in rotated versions
of the vector field. The image shows the largest boundaries that can
be found beginning at the critical points. The shape of these regions
differs most from the other results. Their size stays constant after
some initial growth.

Flow over a cavity – A more complex model is the flow over a cavity.
The dataset is the result from a numerical simulation of a weakly
compressible 2D flow over a cavity at Ma= 0.38, cf. [4]. In Fig. 10,
the flow over the cavity (yellow) moves from left to right and time
is represented by the third dimension pointing from back to front.
This is again a periodic data set of which one period is shown. The
acceleration field is displayed by volume rendering (blue). Pathlines,
seeded in the vicinity of the extracted vortex core lines (red), exhibit
typical vortex behavior, swirling around the tracked minima of the
acceleration. The thickness of the core lines encodes the integrated
spatial importance, which is the importance measure proposed in [22].
For a good visual perception, we focused on the three most important
vortex core lines. The blue surfaces depict the boundaries of the
vortex regions extracted with our method. It can been observed that
the region of the central vortex core line is growing as the vortex
detaches from the leading edge and moves through the cavity over the
trailing edge.

Comparison to FTLE – In Figure 9, the computed finite-time Lya-
punov exponent (FTLE) for the different datasets is shown. FTLE
measures the separation of infinitesimal close particles over a finite
time period, as proposed by Haller [8]. In the image, the blue coloring
shows backward FTLE that corresponds to convergence of particles
and the red coloring depicts forward FTLE that corresponds to separa-
tion. The vortex regions extracted from the acceleration magnitude of
this slice are added to the image. In Fig. 9 (a), the ridges of both for-
ward and backward FTLE of the co-rotating Oseen vortices enclose the
vortex region. While the shape of the extracted vortex region boundary
is similar, the size is smaller. This can also be seen in the plot shown in
Fig. 5. The same observation can be made for the cavity in Fig. 9 (b).
Here, especially the backward FTLE ridges (blue) correspond to the
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Fig. 6. Tracked vortex regions of the Oseen dataset. At
the bottom, the acceleration is shown. The vortices are
depicted by their cores (white lines) and the boundary
of the regions (blue).

Fig. 7. Tracked vortex regions of the cylinder dataset colored by the acceleration
magnitude. Red coloring depicts high values and blue low values. Due to the differ-
ent scalar values on the surface, these regions cannot be determined by iso-surface
extraction. The white rings enclosing the vortex regions refer to the time slice shown
in Fig. 8 (a) and Fig. 9 (c).

shape of the extracted vortex regions. In Fig. 9 (c), the ridges of the
backward FTLE (blue) are similar to the shape as well as the size of
the regions.

Note that, given the vortex core lines and the individual combina-
torial gradient vector fields, the running time for the extraction of the
vortex regions is insignificant. The time to compute the results shown
in this paper is therefore given by the time of the vortex core line ex-
traction. For a detailed running time analysis of the combinatorial
feature flow field method, we refer to [22].

7 CONCLUSIONS AND FUTURE WORK

This paper proposed a novel vortex region definition based on the ex-
tremal structures of the magnitude of the acceleration.

From a theoretical perspective, this definition has three important
properties. First, it is independent from the chosen frame of reference
of the underlying vector field, since it is based on the acceleration.
Furthermore, the vortex regions are not restricted to star- or convex-
shaped geometries. Finally, it does not depend on a user specified
parameter such as a threshold or an iso-value.

From a practical perspective, the proposed definition allows for
an efficient and robust algorithmic treatment as was demonstrated in
Sec. 6. Even when the acceleration contains a lot of spurious struc-
tures as in the dataset shown in Fig. 10, we are able to reliably extract
the vortex cores and corresponding vortex regions.

The definition of vortex regions based on the topological skeleton
of the acceleration magnitude can in principle be transferred to three
dimensions. Anyhow, a few things should be analyzed first: Which
topological structures of the acceleration magnitude represent vortices
in three dimensions? In which way can these structures be tracked
over time efficiently? Which topological structures can be used to
define the boundary of a vortex based on the acceleration magnitude?
The answers to the domain specific questions may be similar. It seems
sensible that in three dimensions vortex centerlines are described by
the minima lines of the acceleration magnitude and the vortex cores
are given by the associated basins of the minima. On the other side, the
extension of the used tracking algorithm (CFFF) to three dimensions
is much more complicated. The solution of this problem needs much
more investigation.

As can be observed in Fig. 9, the ridges of the backward FTLE field
correlate with the boundaries of our vortex regions which are based
on the acceleration magnitude. As stated by Shadden [26], ridges of

the FTLE field depict Lagrangian coherent structures, which are fun-
damental features of time-dependent flow fields. It will be interesting
to further analyze this interrelationship of extremal structures of the
acceleration magnitude and the extremal structures of the FTLE.
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(a) Oseen (b) Cavity

(c) Cylinder

Fig. 9. Forward (red) and backward (blue) FTLE for the Oseen (a), Cavity (b), and Cylinder (c) datasets. For the Oseen vortex pair, the FTLE
was computed for the sixth part of a period; the FTLE was calculated for the fifth part of a period for the cavity; and for the cylinder the FTLE was
computed for two shedding periods. The vortex regions for these datasets are depicted additionally. A correlation especially between the ridges
of the backward FTLE and the vortex regions can be seen.

Fig. 10. Time-dependent vortex core lines (red) and their associated vortex regions (blue) extracted for the dataset of a cavity. The acceleration
is depicted as volume rendering. Additionally, two kinds of path lines are depicted: the first ones are seeded directly at the extracted vortex core
lines and the other are seeded in the vicinity.
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