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Abstract—Authentication in wireless communications often depends on the physical proximity to a location. Distance-bounding (DB)

protocols are cross-layer authentication protocols that are based on the round-trip-time of challenge-response exchanges and can be

employed to guarantee physical proximity and combat relay attacks. However, traditional DB protocols rely on the assumption that the

prover (e.g., user) is in the communication range of the verifier (e.g., access point); something that might not be the case in multiple

access control scenarios in ubiquitous computing environments as well as when we need to verify the proximity of our two-hop

neighbour in an ad-hoc network. In this paper, we extend traditional DB protocols to a two-hop setting, i.e., when the prover is out of the

communication range of the verifier and thus, they both need to rely on an untrusted in-between entity in order to verify proximity. We

present a formal framework that captures the most representative classes of existing DB protocols and provide a general method to

extend traditional DB protocols to the two-hop case (three participants). We analyze the security of two-hop DB protocols and identify

connections with the security issues of the corresponding one-hop case. Finally, we demonstrate the correctness of our security

analysis and the efficiency of our model by transforming five existing DB protocols to the two-hop setting and we evaluate their

performance with simulated experiments.

Index Terms—Distance-bounding, relay attacks, authentication
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1 INTRODUCTION

WIRELESS communications have strong connections
with proximity-based authentication. For instance, in

multiple wireless access control scenarios, we gain access
to a service and/or a place depending on our physical
proximity to an access control point. Furthermore, wireless
communications often rely on the cooperation of one-hop
and two-hop neighbours (e.g., routing in wireless ad-hoc
networks). Verifying the location of our neighbours and our
proximity to an access point is usually performed by
employing a secure neighbour discovery (SND) method [1].
Distance-bounding (DB) protocol is an important method
for reliable SND, which is based on the round-trip-time of
carefully designed challenge-response messages to provide
an upper bound on the physical distance between two
nodes. Although DB protocols provide a cryptographic
proof of proximity for one-hop neighbours they cannot be
employed when the prover is outside the communication
range of the verifier.

In this paper, we investigate the extension of conven-
tional (one-hop) DB protocols to a two-hop setting. More
precisely, we examine how DB protocols designed for two
participants –a (trusted) verifier V and a (usually untrusted)
prover P– can be extended to a three participants setting—a
(trusted) verifier V, a (potentially untrusted) prover that lies
two hops away from V, and an (untrusted) in-between entity,
henceforth called the linker L, which is in the communica-
tion range of both P and V.

We should stress here that one-hop DB protocols can be
employed when P is in the communication range of V, in
order to verify that P is in the vicinity of V. However, when
P is outside V’s communication range, traditional one-hop
DB protocols are not enough. In the latter case, there is a
need for two-hop DB protocols that are able to verify that L
is close to V and that P is close to L by measuring the time-
of-flight of the exchanged messages.

Given the tremendous development of wireless commu-
nications and the new era of ubiquitous computing, two-
hop distance-bounding can be useful in multiple important
scenarios, such as the detection of wormhole attacks and
wireless access control scenarios where the prover is located
outside the communication range of the verifier.

A wormhole is an attack strategy, first described by Perrig
et al. [2], for disrupting the normal operation of routing pro-
tocols. In a wormhole attack, an adversary advertises as the
most attractive routing path to another node in the network,
a path that passes through her. In this way, she is able to get
under her control the communication between two nodes
(i.e., the messages are sent to her in order to be forwarded).
This implies that she can modify or even discard the mes-
sages that reach her and consequently disrupt the whole
communication. In a wormhole attack, an adversary may
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have compromised a node L that is a one-hop neighbour of
two nodes P and V, while P is a two-hop neighbour (i.e.,
outside the communication range) of V. For instance, con-
sider the scenario where V wants to transmit a message to P
and verify that P is V’s two-hop neighbour. Here we can
distinguish between two cases: (i) if V trusts P, and (ii) if P
is untrusted. If V trusts P but both P and V do not trust L
then by running a conventional DB protocol twice (once run
between V and L and once between L and P), V could verify
that P is indeed its two-hop neighbour. In the second case
(untrusted P), conventional (one-hop) DB protocols cannot
directly verify the two-hop proximity of P. The same prob-
lem exists when the adversary controls two nodes L1 and
L2 instead of a single node L (Fig. 1). It is easy to see that in
such a scenario, there is an eminent need for a mechanism
to verify the two-hop proximity of an untrusted node P by
relying on an untrusted one-hop neighbour (L).

As an additional motivation for the need of two-hop DB
protocols we could consider access control problems when
the prover (i.e., employed device) does not have direct
access to the verifier (i.e., access point) but instead has to
depend on an untrusted (in-between) node (device). This
could be the case in multiple scenarios where smart devices
are employed in ubiquitous computing environments, e.g.,
in a university campus, gaining access to a printer if the
prover can prove that he is a two-hop neighbour of the veri-
fier (i.e., printer).

Contributions. In this paper, we investigate how conven-
tional (one-hop) DB protocols can be extended to a two-hop
setting, i.e., when the prover does not have direct access
(i.e., not in the communication range) with the verifier, but
instead has to rely an in-between untrusted party. We pro-
vide a general framework that can be employed to trans-
form certain families of one-hop DB protocols to the two-
hop (three participants) setting. We analyse the security of
two-hop DB protocols and identify connections with the
security issues of the corresponding one-hop case. Finally,
we demonstrate the correctness of our security analysis and
the efficiency of our model by implementing five different
two-hop DB protocols and performing experimental attacks
on them.

Organisation. The paper is organised as follows. Section 2
describes related work, while Section 3 describes conven-
tional (one-hop) DB protocols. In Section 4 we describe the
general structure of a two-hop DB protocol. Section 5
presents a formal model for analysing the security of two-
hop DB protocols, while Section 6 presents the experimental
evaluation of our proposed model based on five existing DB
protocols. Finally, Section 7 concludes the paper.

2 RELATED WORK

DB protocols are real-time challenge-response authentica-
tion protocols that attempt to simultaneously verify the cre-
dentials and the proximity of an untrusted prover. These
protocols are mainly employed in settings where the adver-
sary wants to fool a verifier (e.g., access point) into accept-
ing a distant prover. DB protocols were initially proposed
by Brands and Chaum [3] as an efficient countermeasure
against relay attacks in ATM systems. They rely on the
round-trip-time of multiple challenge-response pairs to
determine an upper bound on the physical distance
between a trusted verifier V and an untrusted prover P. The
final output of the protocol depends on ðiÞ the estimated
distance between the prover and the verifier, and ðiiÞ the
correctness of the received responses.

In 2005, Hancke and Kuhn [4] proposed a DB protocol
resistant to the main two threats against DB protocols and
introduced the concept of registers for DB protocols. Subse-
quently, many protocols were proposed that rely on the
Hancke and Kuhn’s protocol (e.g., [5], [6], [7], [8], [9]). In the
recent decade, the interest in formulating and evaluating
DB protocols has grown considerably, and different
approaches have been presented [5], [10], [11], [12], [13],
[14]. Although the majority of DB protocols present in the
literature are based on secret key cryptography, there are
also some recent proposals that rely on public key cryptog-
raphy [15], [16], [17]. In our analysis, to facilitate under-
standing, we shall focus on DB protocols that rely on secret
key cryptography. However, our results could also be easily
applied to protocols that rely on public key cryptography.

We classify DB protocols into two main categories,
depending on how the prover generates the responses:

Register-based DB protocols. In this case, the set of possible
responses is composed of r � 1 vector(s), called register
(s) [4]. The verifier’s challenges indicate which register
should be used for the calculation of the responses.
Multiple existing DB protocols belong in this category,
e.g., Brands-Chaum [3], where r ¼ 1; Hancke-Kuhn [4],
Swiss-knife [6], Bussard-Bagga [18] and Reid et al. [5],
where r ¼ 2; finally SKI [7] treats the case where r � 3.

Non-register-based DB protocols. There are very few proto-
cols that fall in this category. In particular, Avoine
et al. [13] proposed a DB protocol that employs a
tree-based response function, where the prover’s
responses depend on all the challenges sent in the
same protocol run. Furthemore, a DB protocol where
the responses are based on challenge reflection
with channel selection (CRCS) were introduced by
Rasmussen and Capkun [19].

In this paper, we shall focus on DB protocols that are
register-based, as these constitute the overwhelming major-
ity of the proposals presented in the literature. We need to
note though that non-register based DB protocols could
easily be extended to a two-hop setting. However, the
employed generalisation and notation does not capture
the description of non-register based protocols, since they
have more complicated structures (e.g., a tree-based
response function). Henceforth, when referring to DB proto-
cols we shall consider register-based DB protocols. Similar
to part of our work, Mauw et al. [20] also constructed an

Fig. 1. A wormhole attack run by an external adversary that employs two
malicious nodes L1 and L2. The communication ranges of V and P are
indicated by dV and dP , respectively.
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abstract model for the register-based DB protocols based on
finite state automata, provided security analysis of these
protocols, and developed a new family of DB protocols
which is resistent to mafia fraud attacks. As a comparison,
we provide more comprehensive security analysis which
captures all the three common attacks.

Current DB protocols mostly consider a single prover
bounding the distance of a single verifier. None of these
proposals provide non-repudiation of the distance-bound
between two parties to any third (untrusted) party. Our pro-
posal allows the verifier to determine a distance bound on
the linker (next-hop node) and verify the validity of the dis-
tance bound between the linker and the prover, even
though the linker is not trusted. One interesting divergence
from the two-party distance-bounding approach is perform-
ing distance-bounding with multiple parties [21]. This
group distance-bounding verifies that all the parties are in
close proximity. However, this still requires all the parties
in the group to be able to communicate directly with each
other to be able to complete the protocol. Our proposal
allows a verifier to verify that two nodes are in close prox-
imity (next-hop and two-hop) without directly communicat-
ing with the two-hop node. Centralized SND approaches
can verify more than just next-hop neighbours but are based
on the assumption that there are many nodes that can col-
laborate and aggregate data to a central system control-
ler [22]. This approach often involves location-based
methods that require the physical location of each node to
be known [2]. Determining the location of a node requires
additional network infrastructure and resources, especially
indoors where Global Positioning Systems (GPS) are not so
effective, while a system wide localization scheme still relies
on accurate node-level neighbour detection to build secure
connectivity maps [23]. There are several secure localization
schemes that use DB protocols for the underlying distance
estimation between nodes [24]. Our approach does not

compete with these centralised approaches and can poten-
tially assist them by allowing individual nodes to securely
verify the proximity of next-hop and two-hop nodes.

We have recently introduced [25] the concept of two-hop
distance-bounding that extends traditional DB protocols to a
two-hop setting and proposed an approach on how some of
the existing DB protocols could be modified to verify the
proximity of both next-hop and two-hop neighbours. In this
paper, we go beyond this and introduce a general model that
coversmost of the existingDB protocols and analyse its secu-
rity for internal and external adversaries. Furthermore, we
provide instantiations for the transformation of five existing
DB protocols to a two-hop setting. To verify our theoretical
analysis, we evaluate the five chosen protocols and provide
an analysis of the success probability of the different types of
attacks for a varying number of rounds. Finally, we provide
simulated experiments that validate our theoretical results.

3 A GENERAL MODEL FOR DISTANCE-BOUNDING

PROTOCOLS

In this section, we describe a general structure of most exist-
ing DB protocols that belong in the register-based category.
Table 1 refers to the main notations used throughout the
paper. Let K denote the set of keys, M the set of messages
and X the set of session vectors. The challenges will be taken
from the set C, the responses from the set R while I denotes
the set of indices.1 Then we can make the following claim:

Claim: All (existing) register-based DB protocols can be
described using the seven (finite) sets K;M;X; C;R; I ;W and the
four maps, g0; g1; g2; f defined as follows: g0 : K ! M, g1 :
K�M�M ! X, g2 : K� X� Cn �Rn ! W, f : K� X�
C � I ! R.

We shall demonstrate this claim via a proof-of-concept.
More precisely, we shall construct a general (register-based)
DB protocol that employs the functions g0; g1; g2; f . By
explicitly defining the functions g0; g1; g2; f and the sets
K;M;X; C;R; I ;W, one can obtain all register-based DB
protocols. Specific instantiations for five existing DB proto-
cols are given in Section 6.

We consider a trusted verifier V who is equipped with a
clock, and an untrusted prover P that shares a secret key
xVP 2 K. The general structure model for register-based DB
protocols is depicted in Fig. 2 and is composed of the fol-
lowing phases:

a) Initialisation Phase: This first phase enables the veri-
fier V and the prover P to initialise some values that
will be used in the subsequent phases of the proto-
col. At this stage both parties can ðiÞ generate some
values (e.g., nonces, using the function g0) and ðiiÞ
perform some preliminary computations (using the
function g1). More precisely, the functions g0 and g1
are defined as follows:
� g0 : K ! M is a possibly randomised function

used to generate the initialisation messages: mV
(for the verifier) and mP (for the prover). The
function g0 could be for example a random selec-
tion (e.g., generation of a nonce) [4].

TABLE 1
Notations

V/ P/L : honest verifier/prover/linker
P�/L� : dishonest prover/linker
K=M=I=C=R : key/message/index/challenge/response

space
X;W : the range of two strings generated in the

non-time critical phases
n : the number of rounds in the DB phase
i : the index of the rounds in the DB phase
g0=g1=g2 : functions used in the non-time critical

phases
f : the response function used in the DB phase
xVL=xVP : the secret key shared between the verifier

and the linker/prover
mV=mL=mP : messages sent by the verifier/linker/

prover in the initialisation phase
ci/ri : the verifier’s challenge value / the prover’s

response value
‘i : the linker’s response value
w : the final signature sent by the prover
�L, �P : vectors used to produce the responses
Dti : the time difference between the time ci was

sent and ri was received
tmax : the maximum round-trip-time allowed

(as a bound on the distance)

1. I ¼ f1; . . . ; ng where n is the total number of rounds in the dis-
tance-bounding phase.
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� g1 : K�M�M ! X is a deterministic function
used in the initialisation phase. It takes as input
the shared secret key and two previously gener-
ated messages, and outputs � ¼ g1ðxVP ;mV ;mPÞ.
The function g1 could be for instance a hash func-
tion, a pseudorandom function (PRF), a commit-
ment scheme [3] or it could just return void. The
session vector � is usually representing a session
key that will be used to generate the responses in
the following phase.

b) Distance-Bounding Phase: This is the only time-critical
part of the protocol and consists of n ¼ jIj rounds
with the same structure. V picks a random element
in C (a challenge), sends it to P and starts the clock.
Upon receiving the prover’s response, V stops the
clock, stores the received data and records the
round-trip-time Dti for i 2 f1; . . . ; ng. The main func-
tion in the whole DB protocol is the response func-
tion f : K� X� C � I ! R that is called in this
phase. In general, f outputs ri according to the val-
ues of the secret key x, the session vector �, the
challenge ci and also the round i. In DB, the indepen-
dency of the responses ri follows from the indepen-
dency of the challenges ci and the domain definition
of f .

c) Verification Phase: This is the final stage of the proto-
col. In most existing DB protocols in this phase, the
verifier checks that the received responses are cor-
rect, and all the recorded round-trip times (Dti) are
smaller or equal to a pre-defined threshold tmax that
denotes the maximum-round-trip-time between P
and V. Optionally, P can provide an additional mes-
sage that V shall check. We could actually discrimi-
nate two main classes of DB protocols that provide
an additional message to be checked (e.g., a MAC or
a signature) following the protocol proposed by
Brands and Chaum [3] or those where there is no

additional message, following the paradigm of
Hancke and Kuhn’s protocol [4]. Eventually, if all
the conditions are satisfied, the verifier states that
the prover is close enough and authenticated. We
model the final message produced by P through the
function g2 : K� X� Cn �Rn ! W. The exponent n
is the number of rounds in the distance-bounding
phase. The function g2 computes the value (usually a
vector) w ¼ g2ðxVP ; �; c1; . . . ; cn; r1; . . . ; rnÞ. The out-
put w depends on the secret key xVP , the session vec-
tor � and possibly the transcript of the DB phase (n
challenges and the n corresponding responses).
Depending on the protocol, g2 can be an open-
commitment [3], a signature on the transcript [3], [6]
or it might return a void value [5], [7].

It should be obvious to see that any register-based DB
protocol fits in the presented framework. For instantiations
of the functions g0; g1; g2; f and the sets K;M;X; C;R; I ;W
we refer the reader to Section 6.

4 FROM ONE-HOP TO TWO-HOP

DISTANCE-BOUNDING

Although traditional (one-hop)DB protocols have important
advantages on combating relay attacks and verifying the
proximity of an untrusted prover P to a trusted verifier V,
they cannot be employed when P is beyond the communica-
tion range of V. In this section, we describe how traditional
DB protocols could be extended to the two-hop setting. In
this setting, we consider three parties: an untrusted prover
P, a trusted verifier V and an untrusted in-between node L.
P and V are not in the communication range of each other
while L is a one-hop neighbour of both P and V. The goal of
a two-hop DB protocol is to enable V in determining an
upper bound of the distance of the next-hop node L as well
as the two-hop neighbouring node P even when both of
these nodes are untrusted. Fig. 3 depicts the configuration of
a two-hop DB protocol under consideration. Following the
same formalisation used in Section 3, in this section we pro-
vide the general structure of a two-hopDB protocol.

4.1 Challenge-Response in Two-Hop
Distance-Bounding

We assume that each entity in the setting under consider-
ation broadcasts its messages. This condition implies that
whenever the linker L sends a message to the verifier V, this

Fig. 2. The general description of a register-based DB protocol.

Fig. 3. The basic configuration of two-hop DB protocols: P lies at a two-
hop distance from V. Being outside V’s communication rage, P relies on
the in-between untrusted node L, who is in the communication range of
both P and V. dV , dL, and dP denote the communication ranges of V, L,
and P correspondingly.
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message will also be received by the prover P (since P lies
in L’s communication range). In particular, in the time-
critical phase (i.e., the distance-bounding phase) of the two-
hop DB protocol, any response ‘i produced by L, will be
interpreted as a challenge by P. Therefore, we will refer to
‘i, the output of the linker in the time-critical phase, as the
challenge-response, because it is a response to the challenge ci
(generated by V) and also a challenge to P (who will return
the final response ri).

In our generalisation of two-hop DB protocols (depicted
in Fig. 4), we let L use the same response function f as P
(obviously f has different inputs for each entity). Because of
this choice, the range R of the response function f shall be
contained in the set of possible challenges, i.e., R � C. For
security reasons explained in Section 5.3, we require that
C ¼ R. This assumption is actually satisfied by the large
majority of existing DB protocols [3], [4], [5], [6], [18].

Our two-hop extension also applies to the register-based
DB protocols for which jCj > jRj, e.g., [7]. Since the values
‘i are used both as challenges and as responses (for the enti-
ties P and V respectively), ‘i 2 R \ C ¼ R, the prover knows
a priori that some challenge-values are not possible. Thus,
the security level of the corresponding two-hop DB proto-
cols drops considerably. For this reason, we generalise
Boureanu et al.’s DB protocol [7] to the two-hop case, only
in the case where C ¼ R.

4.2 General Construction of Two-Hop DB Protocols

We proceed now with the formal description of a two-hop
DB protocol. Similarly to the one-hop case, we assume that
the verifier V shares a secret key xVP with the prover P and a
secret key xVL with the linkerL. Note that a linker itself could
be a prover in another DB protocol execution. We recall that

for the two-hop DB protocols under consideration the set of
challenges and the set of responses coincide, i.e., C ¼ R. The
general structure of a two-hop DB protocol is depicted in
Fig. 4 and is composed of the following three phases:

a) Initialisation Phase: In this phase V, L and P calculate
some values that will be used in the rest of the proto-
col. Initially, V and P send to L the messages
mV ¼ g0ðxVL; void; voidÞ and mP ¼ g0ðxVP ; void; voidÞ
respectively. The linker L broadcasts its message
mL ¼ g0ðxVL;mV ;mPÞ, which can be related tomV and
mP , e.g., a concatenation of them, or be independent,
e.g., a randomly selected nonce. Finally, all parties pro-
duce a (possibly different) value, whichwill be used in
the next phase. In the two-hop DB we augment the
input of the function g0 : K�M�M ! M to
include the case in which L transmits a manipulation
of the messages mV and mP generated by V and P
correspondingly.

b) Distance-Bounding Phase: This phase consists of n
time-critical rounds and it uses the response function
f : K� X� C � I ! R. In each round i 2 f1; . . . ; ng,
V generates a challenge ci, transmits it and starts two
clocks tL and tP . The linker L receives ci and evalu-
ates the function f on xVL; �L; ci and the round
counter i to obtain value ‘i 2 C. Then, L broadcasts
‘i, which will be read by V as the response to the
challenge ci and by the P as the ith challenge. As
soon as V receives ‘i it stops the clock tL and stores
the round-trip-time DtLi

. The prover P replies to ‘i
with the value ri ¼ fðxVP ; �P ; ‘i; iÞ. Eventually, L
replies ri to the verifier, who stops the clock tP and
records the round-trip-time DtPi

.

Fig. 4. The general structure of a two-hop DB protocol.
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c) Verification Phase: In this phase, V checks whether
the responses ‘i; ri, 8i 2 f1; . . . ; ng are correct and
whether the recorded round-trip-times satisfy
the conditions DtLi

� tmax, and DtPi
� t0max where

tmax ¼ c � dV and t0max ¼ c � ðdV þ dLÞ; c denotes the
speed of light, and dV , dP the communication ranges of
V and P respectively. If we consider that all
entities have the same communication range then
t0max ¼ 2tmax. Moreover, in case g2 outputs a non-void
value w, the verifier will also check the correctness of
it. Finally, if the verification succeeds, V states that P
is within its two-hop communication range and
authenticated.

In the verification phase, both the linker and the prover
are authenticated in terms of the identity authentication and
the distance checking.

5 SECURITY ANALYSIS IN ONE-HOP AND TWO-HOP

DISTANCE-BOUNDING

In this section, we provide the security analysis of the gener-
alisations of one-hop and two-hop DB protocols presented
in Sections 3 and 4 respectively. We consider a list of threats
in the two settings and show general formulas to compute
the success probability of the best attacks for each of the
threats under consideration against one-hop and two-hop
DB protocols. The exact security level of a DB protocol can
be computed using the provided formulas, and obviously
depends on the specific properties of the employed func-
tions (g0; g1; g2; f). We explicitly calculate these values in
Section 6 for several one-hop and two-hop instantiations of
DB protocols. In this work we rely on the classical security
assumption of DB, namely:

� The verifier V is honest, i.e., it behaves according to
the protocol.

� All entities (honest, malicious and/or external
attackers) are aware of how the DB protocol works,
e.g., the functions g0; g1; g2; f are public.

� All rounds i 2 f1; . . . ; ng are independent, which
implies that all challenges are equi-probable at each
round of the protocol (this is the usual case for most
existing DB protocols).

5.1 Threat Model for One-Hop DB Protocols

The main objective of DB protocols is to protect against the
following main threats:

� DISTANCE FRAUD (DF): In this case, a dishonest prover
P� attempts to prove that it is close to the verifier V
while in reality it is far away.

� MAFIA FRAUD (MF): This threat involves three entities:
an honest verifier V, an untrusted prover P and an
adversary A who acts as man-in-the-middle and is
located close to V. More precisely, P and V are not in
close proximity and A attempts to shorten the dis-
tance between P and V, by convincing V that it com-
municates with P, while in reality both P and V are
communicating with A. For instance, in order to
achieve this, A could control two nodes2 (L2 and L1

respectively) one near P and the other near V (as
shown in Fig. 1). Note that, since DB protocols take
into account the round-trip-time of the challenge-
response pairs, in order to succeed A cannot simply
relay the communication.

� TERRORIST FRAUD (TF): In this case, similarly to themafia
fraud, three entities are involved: a prover P�, an hon-
est verifier V and an adversary A located close to V.
Also in this case, the adversary’s goal is to shorten the
distance between P and V. However, in this threat the
prover is dishonest and helps A to get authenticated,
and more precisely to make it appear that A is the
prover close to V. The attack is successful if P� does
not reveal any (useful) information to the attacker.

5.2 General Security Analysis for One-Hop
DB Protocols

Since the main threats against DB protocols are distance fraud
(DF), mafia fraud (MF) and terrorist fraud (TF) [10], [14],
in this section we describe the three attacks in terms of
the properties of the functions g0; g1; g2; f introduced in
Section 3. We also provide general formulas to compute the
attacker’s best success probability for any register-based
DB protocol captured by our general framework.

� ONE-HOP DF: In this fraud, the attacker is a dishonest
prover P�. In addition to the previously mentioned
assumptions (introduction of Section 5), the adver-
sary knows the secret key xVP and can correctly com-
pute � and mP . The attack is considered successful if
and only if ðaÞ Dti < tmax and ðbÞ P�’s responses r�i
are correct, i.e., r�i ¼ ri at any round i, where ri is the
honest response to challenge ci sent by the verifier.
Due to the actual distance between P� and V, in
order to fool the verifier in point ðaÞ the malicious
prover has to send a response before receiving the
corresponding challenge. In this way, the time-
difference Dti measured by V will be smaller than
the actual one. In order to achieve distance shorten-
ing, the responses are computed right after the ini-
tialization phase, before the time-critical DB phase.
The best strategy to achieve ðbÞ is for P� to choose
the response r�i that is most likely to happen, inde-
pendently of the challenge ci. This can be easily
achieved by evaluating the function f on xVP ; �; i and
try all the possible values for the challenge, obtaining
a list r

ðjÞ
i ¼ fðxVP ; �; cðjÞ; iÞ; j 2 f1; . . . ; jCjg. In order

to maximize the success probability, the malicious
prover will take the value r�i that has the largest
number pre-images in round i, i.e., the r�i that
appears most frequently in the list frð1Þi ; . . . ; r

ðjCjÞ
i g.

Formally, r�i ¼ maxr2Rjfc 2 C; r ¼ fðxVP ; �; c; iÞgj,
where the pre-images are taken according to the
known values of xVP ; � and i. Let pri2 ð0; 1Þ be the
probability that the attacker P� guesses the correct
ri, and PDF1 denote the success probability of the dis-
tance fraud in the one hop setting, then, assuming
that all rounds are independent,3 the following holds

2. Often, in order to ease the understanding the two adversarial-con-
trolled nodes are collapsed into one single entity, the adversary A.

3. This assumption can be re-formulated as, all challenges are equi-
probable at each round of the protocol, which is the case for all register-
based protocol considered in this paper.
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PDF1 ¼
Yn
i¼1

pri (1)

Let ci denote the actual challenge for round i, then
pri ¼ P

�
r�i ¼ fðxVP ; �; ci; iÞ

� � maxf 1
jRj ;

1
jCjg. We refer

the reader to Section 6.2 for concrete examples of val-
ues for pri .

� ONE-HOP MF: Differently from DF, in MF the attacker
A is an entity external to the protocol, and therefore
does not know xVP ; �. The attack is considered suc-
cessful if A manages to pass the protocol as if she
were the prover P but is located in A’s position (i.e.,
close to V). Since, by assumption, A lies in the ver-
ifier’s DB range, the only condition to have a valid
forgery is that A produces answers r�i and a final
transcript check w� (if needed) that correctly pass the
verification performed by V.

In order to output correct replies r�i , the adversary
can adopt the classical (optimal) strategy against DB
protocols: in the initialisation phase, relay the trans-
missions between V and P; start a pre-ask session
with the prover, i.e., query P for the responses ri to
challenges c�i of the attacker’s choice; collect the final
message w ¼ g2ðxVP ; �; c�1; . . . c

�
n; r1; . . . rnÞ. When the

actual DB phase starts, A runs the protocol with V
pretending to be P. Every time the verifier’s chal-
lenge equals the malicious pre-asked challenge
(ci ¼ c�i ) the attacker can correctly reply using the
response r�i ¼ ri collected during the pre-ask session.
If ci ¼ c�i for all i 2 f1; . . . ; ng, A can succeed by
relaying w� ¼ w. On the other hand, if ci 6¼ c�i in at
least one round i 2 f1; . . . ; ng, A returns a random
element r�i from the set of responses R, and has to
tamper with the final message of the DB protocol. To
formally define the probability of one-hop mafia
fraud (PMF1) we introduce three events: Gk : A
guesses correctly exactly k challenges (among the n
rounds); Ef : A successfully guesses the correct
answer to all of the verifier’s challenges; Ew : A
forges the final message w. Then, by the law of total
probability we have:

PMF1 ¼
Xn
k¼0

PðGkÞPðEf jGkÞPðEwjEf \GkÞ (2)

Let "wðkÞ ¼ PrðEwjEf \GkÞ, for k 2 f1; . . . ; ng. It is
immediate to see that, independently of the function
g2, "wðnÞ ¼ 1. Indeed, when k ¼ n the adversary has
successfully guessed all the verifier’s challenges, and

A can setw� ¼ w obtained fromP in the pre-ask phase.
For 1 � k � n	 1, "wðkÞ is either negligible, as it cor-
responds to the unforgeability of the employed signa-
ture/commitment scheme, or "wðkÞ ¼ 1, e.g., when
the output of g2 is void, or it can be computed using
solely public data. In any case, for k < n, "wðkÞ ¼ " is
a constant value. We can thus split the summation in
Equation (2) into the k ¼ n term, and the k < n term:

PMF1 ¼ PðGnÞPðEf jGnÞ � 1þ
Xn	1

k¼0

PðGkÞPðEf jGkÞ � �

¼ pnci þ �
Xn	1

k¼0

n

k

� �
pkci 1	 pci
� �n	k 1

jRj
� �n	k

(3)

The value pci in the above expression corresponds to
the probability of correctly guessing the challenge ci.
In our security model pci ¼ 1

jCj. Equation (3) translates

the intuition highlighted before: a mafia fraud attack
is successful if either A guesses all the challenges
correctly, or A guesses correctly all the replies r�i for
which c�i 6¼ ci and produces a valid w�. In particular,
when jRj ¼ jCj, which is the case for most DB proto-
cols, Equation (3) becomes: PMF1 ¼ 1

jCj
n þ negligible

terms, for an unforgeable g2; and PMF1 ¼ 1
jCj

n ð2	 1
jCjÞn,

when g2 is forgeable (i.e., � ¼ 1).
� ONE-HOP TF: Terrorist fraud is a challenging threat to

defend against and different definitions are given
regarding its success [7], [11], [14]. Although it is not
possible to design a general formula to capture all
the different definitions, we identify the common
notion behind all of them: the malicious prover P� is
willing to help A as long as no compromising infor-
mation about the long-term secret key xVP is
revealed. Existing DB protocols that are TF resistant
(according to at least one of the cited definitions) pre-
vent the forgery by forcing the prover to partially or
fully disclose the secret key to the attacker. Table 2
provides the values for the best success probability
of TF of the protocols investigated in this paper.

5.3 General Security Analysis of Two-Hop
DB Protocols

We begin the security analysis of two-hop DB protocols
by identifying two types of adversaries: internal adversaries
and external adversaries. As the name suggests, internal
adversaries are entities that take part in the protocol and
pretend to be honest but actually behave in a dishonest way
(we mark these malicious entities with a � symbol). Internal

TABLE 2
Comparison of the Best Case Success Probabilities of Attacks against Five DB Protocols

One-hop DF One-hop MF One-hop TF Two-hop L�P Two-hop L�P�

BC ð12Þn ð12Þn 1 ð12Þn 1

HK ð34Þn ð34Þn 1 ð78Þn 1

Reid et al. ð34Þn ð34Þn ð34Þn ð78Þn 1

Swiss-Knife ð34Þn ð12Þn ð34Þn ð34Þn ð34Þn
SKIExtend ð1727Þn ð23Þn ð79Þn ð34Þn ð2527Þn

The values shown for the one-hop case are the ones provided by the authors in the corresponding papers.
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adversaries can be a dishonest prover P� and/or a dishon-
est linker L�. An external adversary A is an entity (possibly
controlling multiple entities) that is not supposed to take
part in the protocol, however she interferes with it. In order
to maximise the success of the attacks an external adversary
would place herself between the V and the L or between the
L and the P. In general, malicious entities (internal or exter-
nal) have two simultaneous goals: ðaÞ to successfully pass
the protocol (impersonating P), and ðbÞ shorten the distance
between a legitimate entity (i.e., P or L) and V. On top of
the assumptions in Section 5 for one-hop DB protocols, in
the two-hop case we enable adversaries (A, P�, L�) to send
unilateral messages. For example, L� is able to query P
without V receiving the message(s) as well.

a) Internal Adversaries: In two-hop DB protocols there
are two possible attacks that involve solely internal
adversaries, and the attack scenarios resemble the
ones considered against one-hop DB protocols. How-
ever, the fact that the adversaries are internal, the
protocol makes the resulting security analysis quite
different from the one-hop cases. Since the linker is
untrusted in the two-hop DB scenarios, the two cor-
responding attack cases are: 1Þ dishonest linker, hon-
est prover (L�,P); and 2Þ dishonest linker, dishonest
prover (L�,P�), where we denote them as L�P, and
L�P�respectively.
� Case L�P- (L�,P): in this attack, the prover P is

honest while the linker L� is malicious. Although
the setting resembles one-hop MF, in the two-hop
case the fact that the attacker is an internal entity
for the protocol implies that L� has a greater
advantage with respect to the classicalMF attacker
A. More precisely, L� additionally knows xVL; �L
and mP . By running a strategy similar to the one-
hopMF,L� can pre-askP with challenge-responses
‘�i of its choice. The values ‘�i are chosen without
knowing the corresponding challenge ci coming
from V. In some cases, however, L� is able to
predict the exact value of some ‘i. Consider for
instance the two-hop Hancke and Kuhn [4] DB
protocol depicted in Fig. 6: the g1 function in the
initialisation phase generates two equal-length
registers, say �L ¼ ðR0; R1Þ 2 f0; 1g2n. In the time-
critical phase, the response function f outputs
‘i ¼ ðRciÞi on an input challenge ci, i.e., the
challenge-response ‘i corresponding to the
challenge ci is the ith entry of the cith register.
Whenever ðR0Þi ¼ ðR1Þi, L� can determine the
correct ‘i ¼ ðR0Þi without waiting for the chal-
lenge ci. For the remaining rounds, in which
ðR0Þi 6¼ ðR1Þi, L� cannot pre-determine the exact
challenge-response value and will simply choose
the most likely one, i.e., ‘�i s.t. jfc 2 C; ‘�i ¼
fðxVL; �L;mP ; cÞgj ¼ max‘2Rjfc 2 C; ‘ ¼ fðxVL; �L;
mP ; cÞgj. During the actualDB phase, upon receiv-
ing ci from V, the malicious linker will find out
whether its guess on ‘�i was correct or not. Every
time it holds that ‘�i ¼ ðRciÞi, L� will use the value
ri that P honestly provided in the pre-ask session
(for the prover it was theDB phase). Otherwise,L�

returns a random guess r�i on the value of P’s
response.

To formally definite the success probability of
two-hop L�P attack, consider the following three
events: Gk : A guesses correctly exactly k values
‘i1 ; . . . ‘ik (among then rounds);Ef :A successfully
guesses the correct answer ri to the verifier’s chal-
lenge ci for all the n rounds;Ew :A forges the final
messagew. By the law of total probability we have

PðL�;PÞ ¼
Xn
k¼0

PðGkÞPðEf jGiÞPðEwjEf \GkÞ

¼
Yn
i¼1

p‘i

 !
þ �

Xn	1

k¼0;
Izf1;...;ng;

jIj¼k

n

k

� � Y
i2I

p‘i

 !
�

2
6664

�
Y

i2f1;...;ngnI
ð1	 p‘iÞ

0
@

1
A 1

jRj
� �n	k

3
5;

(4)

where, similarly to the case of one-hop mafia
fraud, we split the summation into two terms:
the k ¼ n case, corresponding to the case A
guesses all the values ‘i correctly; and the case
whereA guesses correctly k < n values of ‘i and
outputs the correct responses r�i ¼ ri for all
1 � i � n and forges w�. Similarly to the one-hop
mafia fraud case, "w denotes the probability that
L� forges the value w ¼ g2ðxVP ; �P ; ‘1; . . . ;
‘n; r

�
1; . . . ; r

�
nÞwith r�j 6¼ rj for some j 2 f1; . . . ; ng.

We observe that PL�P ¼ PMF1 whenever p‘i ¼
pci ¼ 1

jRj at each round. This corresponds to L�

actually having no advantage in pre-determining
the values ‘i. Intuitively, the longer the output
of g1 (i.e., the larger the number of registers)
the lower the value of p‘i , and the closer PL�P is
to PMF1.

� Case L�P�- (L�, P�): In this attack, both the
prover and the linker are malicious and collabo-
rate with each other. Although this scenario
resembles TF in the one-hop case, there is a sub-
stantial difference: L� is an insider in the protocol
and potentially can exploit information about the
values of ‘i (as in the two-hop (L�, P) case). How-
ever, differently from one-hop TF, L� must be
careful not to leak secret information (e.g., xL� ) to
P�. We distinguish two scenarios for this attack:
(i) P� helps L� to pass one protocol run with

probability 1. However, if L� later on runs
a two-hop L�P attack, she should have no
advantage (i.e., the knowledge leaked by
P� does not increase the chances of L� to
cheat alone).

(ii) P� helps L� to pass one protocol run with a
certain probability PðL�;P�Þ � 1, without
P� or L� leaking any secret information to
each other.

Even though the two definitions appear distinct, they
essentially capture the aim of the L�P�attack: the higher the
chance to pass the DB protocol the larger amount of secret
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information needs to be leaked. The two expressions we pro-
vide are consistent with each other and respectively answer
the questions 5.3 Can L� pass the two-hop DB protocol with the
help of P�, without any of them leaking information that can be
useful to cheat in a subsequent protocol run? and 5.3 If no infor-
mation is leaked by L� or P�, this could be useful for future frauds,
what is the probability that L� and P� together successfully suc-
ceed in cheating on the prover’s distance? In the sequel, when
mentioning the adversary’s success probability with respect
to the L�P� attack, we will refer only to the case 5.3. Similar
to the one-hop TF, it is not straight-forward to give an equa-
tion for the success probability of L�P�for the general two-
hop DB protocol in Fig. 4. The main problem consists of
defining the leakage of information of a DB protocol in a gen-
eral way, since this quantity depends on the properties of
the specific response function f , and thus differs for each
DB protocol. We will compute the leakage of information
explicitly for the five DB protocols considered in this paper
in Section 6.2.

b) External Adversaries: an external adversary A (man-
in-the-middle) is a malicious entity that takes part in
a two-hop DB protocol, as a ghost, i.e., A =2 fP�;L�g.
It can be located between V and L, or between L and
P. In both cases, the adversary has no direct access
to the secret key of the parties L and P. Therefore, A
is as powerless as a one-hop MF adversary. The suc-
cess probability of A equals PMF1 in equation (3). We
underline that there is no interest for an A settled
between V and L to impersonate both L and P, as
this will only lower the success probability. Let us
discuss two-hop collusions. If the prover P helps A
to pass the protocol, we are exactly in the same situa-
tion as one-hop TF. Similarly, for the collusion
between L and A; however, in this case the probabil-
ity should be higher, as L (and so A) does not need
to additionally evaluate function g2. In general, the
success probability of external attackers is always
lower than obtained by internal ones, simply because
internal adversaries have access to the same informa-
tion as external ones and, in addition, possess at least
one secret key needed in the protocol run.

6 PROTOCOLS EVALUATION

We have provided the security analysis of the novel model
for general two-hop DB protocols. In this section, we evalu-
ate our proposed model on five existing DB protocols:
Hancke and Kuhn [4], Brands and Chaum [3], Reid et al. [5],
Swiss-Knife [6] and SKIextend from SKI [7]. We choose these
five protocols because their employed functions ðg0; g1; g2; fÞ
are representative of the majority of the existing DB proto-
cols. According to our model in Section 5, these four func-
tions are the key factors that determine any DB protocol,
one-hop or two-hop. Therefore, all aforementioned functions
influence the adversary’s success probability in the three
main frauds. In the following, we first give a representative
example of transforming a one-hop DB protocol to two-hop
and employ the Hancke and Kuhn’s protocol [4] to a two-
hop case. Then, we briefly revisit the other four selected pro-
tocols. Next, we calculate the best success probabilities of the
main attacks against one-hop and two-hop DB protocols

described in Sections 5.2 and 5.3 respectively. Finally, we
verify our theoretical analysis through some simulation
experiments for the three main attacks (distance fraud, mafia
fraud and terrorist fraud).

6.1 The Selected DB Protocols

1) Hancke and Kuhn ðHKÞ [4] Protocol: In the Hancke-Kuhn
protocol [4] (depicted in Fig. 5), the verifier V and the
prover P share a secret key xVP . During the initialisation
phase the two parties exchange some randomly selected
nonces mV ¼ NV and mP ¼ NP through an appropriate
function g0 (e.g., a PRNG function). V and P evaluate a
pseudorandom function (PRF) f (corresponding to g1 in
the general description of one-hop DB protocols) on the
exchanged nonces and the shared key, obtaining two
n-bits sequences, a0 and a1 (� ¼ a0jja1). The distance-
bounding phase consists of n rounds: for i 2 f1; . . . ; ng, the
verifier V sends a random bit ci as a challenge to P. Upon
receiving ci, the prover P sends ðaciÞi as a response back
to the verifier. After the last round, the verifier checks
whether the n responses r1; . . . ; rn are correct and if each
round-trip-time (denoted by Dti) is less than or equal to a
pre-defined maximum delay-threshold tmax. If all previ-
ous constraints hold, the verifier states that the prover is
close enough and authenticated. There is no final message,
i.e., the output w of g2 is void.

Fig. 6 depicts the extension of the HK protocol. We
assume that P and L respectively share secret keys xVP and
xVL with the verifier V only. In the first phase, each partici-
pant (V, L and P) generates a random string of bits (nonce)
(mV ¼ NV , mL ¼ NL and mP ¼ NP respectively) using a
function g0 (e.g., a PRNG). Each participant uses the two
nonces as input to the PRF g1 (with its corresponding key)
to produce the variables �L ¼ a0jja1 (for the verifier and
linker) and �P ¼ d0jjd1 (for the prover).

In this way, V is able to check the correctness of L’s
responses during the DB phase. The DB phase consists of n
rounds that run as follows. The verifier generates a (ran-
dom) challenge-bit ci and transmits it. The linker checks

Fig. 5. The Hancke-Kuhn protocol.
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whether the received input is acceptable, if so it reads the
ith entry of the cith register, namely ðaciÞi, and transmits
this bit, say ‘i. Both V and P get ‘i, the prover sends its reply
ri ¼ ðd‘iÞi to the linker, who forwards it to the verifier.

The protocol ends with the verification phase, where V esti-
mates the distance of P by computing an average of the
times Dti that elapses between the instant when the chal-
lenge ci is sent (by V) and the instant when V receives the
corresponding response ri. V can check the authenticity of
all the responses received from P and thus authenticate the
prover. The function g2 always returns w ¼ void, and we
omit to write it.

2) Brands and Chaum ðBCÞ [3]: In the Brands and Chaum’s
protocol, g0 is a commitment, g1 is a pseudorandom number
generator (PRNG) and they are executed only in the prover
side. Thus,mV is a null string (i.e., there is nomV in this pro-
tocol). g2 is a combination of an open commitment and a sig-
nature scheme. The response function is f ¼ ci 
 ðNPÞi,
where ci 2 f0; 1g.

3) Reid et al. [5]: In Reid et al.’s protocol, g0; f; g2 are the
same as that of Hancke and Kuhn’s protocol. The difference
is in g1, i.e., g1 is a combination of a PRF and an encryption
scheme Enc. In particular, � ¼ a0jja1, where a0 is an output
of PRF and a1 ¼ Enca0ðxÞ.

4) Swiss-Knife [6]: The Swiss-Knife protocol is an exten-
sion of Reid et al.’s protocol, and thus shares the same g0
and the response function f . g1 is a combination of a PRF
and a one-time pad encryption function. In particular,
� ¼ a0jja1, where a0 is an output of PRF and a1 ¼ a0 
 x.

The response function is f ¼ ðaciÞi, where ci 2 f0; 1g. g1; g2
are PRF. Note that in the Swiss-Knife protocol, there is a
fourth non-time critical phase (i.e., verification phase) where
the verifier sends the prover the final message to authenti-
cate himself. Thus, this protocol achieves mutual authenti-
cation. However, this does not influence the security
analysis of this protocol (does not change any success prob-
ability). Therefore, hereafter when we talk about the Swiss-
Knife protocol under our general DB model, we mean
the Swiss-Knife protocol without the fourth slow (non-time
critical) message.

SKI and SKIextend [7]: Boureanu et al. proposed the first
family of provably secure DB protocols, named SKI. This
family of DB protocols introduced the use of circular-keying
PRF functions and PRF masking to provide resistance
against a generalised version of mafia and terrorist as well
as distance fraud attacks. In one of the instantiations pro-
posed by Boureanu et al., g0 is a function that generates uni-
formly at random mV ¼ NV and mP ¼ NP . g1 is derived by
masking the output of a PRF (that employs as input the ran-
dom values NV and NP) with a random mask M. The result
is denoted by � ¼ a1jja2 ¼ M 
 fðx;NV ; NPÞ. The response
function is f ¼ ðaciÞi for ci 2 f1; 2g, aci 2 f0; 1g and
f ¼ x0

i þ ða1Þi þ ða2Þi mod 2 for ci ¼ 3, where ci 2 f1; 2; 3g,
x0 ¼ LðxÞ, and L is a linear transformation. There is no final
message and thus w and g2 are void. Obviously, a response
is either 0 or 1 and a challenge belongs to f1; 2; 3g. This
implies that the response space and the challenge space are
different. To ease understand and employ the described

Fig. 6. The two-hop Hancke-Kuhn DB protocol (extension to three participants).
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approach of extending one-hopDB protocols toDB protocols,
we adopt a modified version of the SKI family of protocols
and derive a new protocol that we call SKIextend. More pre-
cisely, in SKIextend we set both of the challenge and response
space as f0; 1; 2g. Now the response function becomes
f ¼ ðaciÞi for ci 2 f0; 1g and f ¼ x0

i þ ða0Þiþ ða1Þi mod3
for ci ¼ 2, where a0; a1 2 F3 are two vectors consisting of n
randomnumbers, and thus ða0Þi; ða1Þi; ci 2 f0; 1; 2g.

6.2 Concrete Security Analysis for Five Selected
DB Protocols

In the following, we shall show how to apply our security
analysis model to compute the concrete success probabili-
ties of the chosen five protocols in the cases of both one-hop
and two-hop scenarios. In all these protocols, each round in
the DB phase is independent of another, i.e., the response of
the current round ri is not influenced by previous ri	1 or
ci	1. Thus, we only need to compute the success probability
for each round and then we can obtain the success probabil-
ity for n rounds immediately.

1) ONE-HOP DISTANCE FRAUD: Using equation (1), we only
need to calculate pri . In the Brands and Chaum’s protocol,
the ith response ri equals to ci 
 ðNPÞi, where the attacker
P� knows NP but not ci, where ci; ri 2 f0; 1g. Thus, pri ¼ 1

2
and we get PDF1 ¼ PrðL;P�Þ ¼ ð12Þn.

In the HK, Reid et al., Swiss-Knife, and SKIextend proto-
cols, the responses come from more than one register and
thus the attacker gets a higher advantage. Let’s take the HK
protocol as an example, in which the response function f is
ri ¼ ðaciÞi, where ci; ri 2 f0; 1g, and a0, a1 are two n-bit
secret registers (outputs of a PRF). For each round, the
attacker already knows ða0Þi and ða1Þi, but she has no idea
of ci. She can list all the possible ci 2 f0; 1g and thus can
find the most likely response. With a probability of 1

2 no mat-
ter if ci equals 0 or 1, the response is the same (i.e.,
ða0Þi ¼ ða1Þi), then the attacker definitely knows the correct
ri in advance. For the other half, the attacker randomly
guesses r�i and thus pri ¼ 1

2 � 1þ ð1	 1
2Þ � 1

2 ¼ 3
4. Using the

same strategy for the other protocols we can get the specific
values as shown in Table 2.

ONE-HOP MAFIA FRAUD: For the one-hopMF, we can apply
equation (3), which requires the value of jCj, jRj and "w.
Protocols like HK, Reid et al., and SKIextend have no final
signature, that is, w is a null string in these protocols. There-
fore, for these protocols the value of "w is 1, which means
the attacker does not need to forge w. In the BC and Swiss-
Knife protocols, the attacker has to forge a valid w without
knowing the secret key used in g2. If g2 is secure, then "w is
negligible. Based on the above analysis, we take the HK pro-
tocol as an example, where jCj ¼ jRj ¼ 2, "w ¼ 1 and thus,
we get PMF1 ¼ ð12 þ ð1	 1

2Þ � 1
2 � "wÞn ¼ ð34Þn. The analysis for

mafia fraud in BC, Reid et al., Swiss-Knife, and SKIextend
protocols is similar.

3) ONE-HOP TERRORIST FRAUD: Protocols like BC, HK are
not secure against terrorist fraud, since the malicious prover
can always help the attacker to pass the current protocol
run, without leaking any secret information, which means
that the information that P� gives to the attacker in the cur-
rent protocol run does not help to increase the attacker’s
success probability in a future protocol run. Now we will
focus on the Reid et al., Swiss-Knife, and SKIextend protocols.

In the Reid et al. protocol, the prover has to give all the
response registers to the adversary, which results in reveal-
ing the secret key x. Therefore, it prevents the one-hop TF.
Both the Swiss-Knife and the SKIextend protocols use secret
sharing schemes to prevent terrorist fraud. Suppose an
ðm;mÞ secret-sharing scheme is used. The prover P� can at
most give ðm	 1Þ shares of the secrets (response registers)
to the adversary, otherwise the secret will be revealed. In
the case when a challenge requires a response that comes
from the last share of the secrets that is not sent to the adver-
sary, the adversary can send a random response as its
answer. Thus, the success probability of one-hop TF is

PTF1 ¼ m	 1

m
� 1þ 1

m
� 1
m

� �n

¼ 1	 1

m
þ 1

m2

� �n

(5)

According to equation (5), we can obtain the success proba-
bility of one-hop TF for Swiss-Knife and SKIextend are ð34Þn
and ð79Þn, respectively.

TWO-HOP L�P: For the two-hop L�P, according to
equation (4), besides pci and "w, we also need to compute p‘i ,
i.e., the probability that the attacker L� knows ‘i definitely.
In the two-hop BC protocol, there is only one response reg-
ister and thus L� has no way to assert ‘i, which means
p‘i ¼ 0. Thus, PðL�;PÞ ¼ ð12Þn. In the rest of the selected pro-
tocols, there are more than one register and thus L� has the
advantage in winning the two-hop L�P over in the one-hop
MF. For instance, in the two-hop HK protocol there are two
registers, while the probability of having both registers with
the same value (either 0 or 1) is equal to 1

2. Thus, we have
p‘i ¼ 1

2 and PðL�;PÞ ¼ ð12 þ ð1	 1
2Þ � ð12 þ ð1	 1

2Þ � 1
2ÞÞn ¼ ð78Þn.

The analysis of the other protocols is similar and the results
are shown in Table 2.

TWO-HOP L�P�: Similar with one-hop terrorist fraud, pro-
tocols like two-hop BC and two-hop HK are not secure
against two-hop L�P�, since the malicious prover can
always help the linker to pass the current protocol run,
without leaking any secret information. We only focus on
the other three protocols.

In the two-hop Reid et al. protocol, the malicious linker
L� can predict half of ‘i’s (1 � i � n) correctly and can ask
for the corresponding responses ri’s from P� without leak-
ing any secret information (this is because half of the
responses are either from the first register or from the sec-
ond register, and thus one of the registers will not leak
secret information). As to the rest half of the responses, P�

can give both of the two register values to L�. With this
method, L� has all the correct responses ri and thus she can
pass the current protocol with probability of 1, but she does
not have all the values of the two registers, which means
she cannot recover the secret key. This means in the future
protocols, without P�’s help, L� has no advantage to win.
Thus, the two-hop Reid et al. cannot prevent the two-hop
L�P� attack.

In both of the two-hop Swiss-Knife and the two-hop
SKIextend protocols, the malicious linker L� can predict some
‘i and thus can query for the corresponding correct
response ri which can be given by P without leaking any
secret information. Below we provide the detailed analysis
for the two-hop Swiss-Knife and SKIextend.
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For the two-hop Swiss-Knife protocol both L� and P�

have two registers that store the candidate response strings,
which are computed by the same response function f but
with different secret keys. In particular, ‘i ¼ ðaciÞi, ri ¼ ðb‘iÞi
where a0; b0 are n-bits outputs of a PRF, a1 ¼ a0 
 xL and
b1 ¼ b0 
 xP . Table 3 shows all the possible values of ða0Þi
(resp. ðb0Þi) and ða1Þi (resp. ðb1Þi) in the ith round, as well as
the probability of those cases. Now we discuss how much
information P� can give to L� in order to help her pass the
current protocol run. On one hand, P� can only give either
ðb0Þi or ðb1Þi for each round, otherwise L� can trivially
recover ðxPÞi by computing ðb0Þi 
 ðb1Þi. On the other hand,
L� needs to know the actual response ri 2 fðb0Þi; ðb1Þig to
pass the ith round. L� can query for ri by sending ‘i ¼ ðaciÞi
to P� who will return ri ¼ ðb‘iÞi. Without knowing ci, L�

has to query both ða0Þi and ða1Þi, but this will reveal L�’s
secret key ðxLÞi to P�. Therefore, the best strategy for P� is
to send half of the two register values to L�. For example,
P� may give the first register b0 to L�. Thus, this case falls in

the same category as the one-hop TF and thus we get
PðL�;P�Þ ¼ ð34Þn.

In the two-hop SKIextend protocol both L� and P� have
three registers. The analysis is very similar with that in the
two-hop Swiss-Knife, but with more registers. The adver-
saries have more flexible ways to query the responses.
In particular, ‘i ¼ ðaciÞi, ri ¼ ðb‘iÞi where a0=b0; a1=b1 are
vectors consisting of n random numbers belonging to F3

generated by a PRF, ða2Þi ¼ ða0Þi þ ða1Þi þ ðxLÞi mod 3 and
ðb2Þi ¼ ðb0Þi þ ðb1Þi þ ðxPÞi mod3. Table 4 shows all possible
values of ‘i and ri. In the first case, (i.e., ða0Þi ¼
ða1Þi ¼ ða2Þi), L� can query any two values such as ða0Þi and
ða1Þi, and get the correct response ri. In this way, L� does
not leak ðxLÞi, nor does P� leak ðxPÞi. In case 2, (i.e., two
registers have the same value in the ith position), L� can
still query two values and can succeed. Suppose ða0Þi ¼
ða1Þi 6¼ ða2Þi, then L� can query ða0Þi and ða2Þi to get all the

TABLE 3
All Possible Values of ða0Þi=ðb0Þi and ða1Þi=ðb1Þi for the

ith Round where ‘i ¼ ðaci Þi, ri ¼ ðb‘iÞi
(a) All possible values of ða0Þi and ða1Þi

ða0Þi 0 0 1 1
ða1Þi 0 1 0 1
P 1

4
1
4

1
4

1
4

(b) All possible values of ðb0Þi and ðb1Þi
ðb0Þi 0 0 1 1
ðb1Þi 0 1 0 1
P 1

4
1
4

1
4

1
4

TABLE 4
All Possible Values of ða0Þi=ðb0Þi, ða1Þi=ðb1Þi and ða2Þi=ðb2Þi for

the ith Round, y0; y1; y2 2 f0; 1; 2g. ‘i ¼ ðaciÞi, ri ¼ ðb‘iÞi
(a)All possible values of ða0Þi, ða1Þi and ða2Þi

ða0Þi y0 y0 y0
ða1Þi y0 y0 y1
ða2Þi y0 y1 y2
P 1

9
2
3

2
9

(b) All possible values of ðb0Þi, ðb1Þi and ðb2Þi
ðb0Þi y0 y0 y0
ðb1Þi y0 y0 y1
ðb2Þi y0 y1 y2
P 1

9
2
3

2
9

Fig. 7. Theoretical and simulated success probabilities of the attackers in two attack scenarios for the selected two-hop DB protocols. In particular,
L�P means the attack case of dishonest linker and honest prover, while L�P� refers to the attack scenario of dishonest linker and dishonest prover.
The x-axis shows the number of rounds in fast phase and the y-axis shows the adversary’s success probability.
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possible responses that will be used to answer the real
challenges sent by V. In the last case, all the registers have
different values in the ith position, then L� has to query for
all the positions, but this will reveal ðxPÞi to L� if P� gives
all ðb0Þi, ðb1Þi and ðb2Þi to L�. In this case, P� can give at most
two register values to L�. Therefore, the success probability
should be PðL�;P�Þ ¼ ð19 � 1þ 2

3 � 1þ 2
9 � 2

3Þn ¼ ð2527Þn. In fact,
for an ðm;mÞ secret sharing scheme, we can obtain the
following equation in order to compute the two-hop TF
probability, that is,

PðL�;P�Þ ¼
�
1	 m!

mmþ1

�n
(6)

6.3 Experiments

To verify our theoretical security analysis, we simulated the
two different attack scenarios in the two-hop versions of the
five selected DB protocols in Matlab, namely the case of
L�P (dishonest linker, honest prover) and the case of L�P�

(dishonest linker, dishonest prover). For each selected
value n (i.e., the number of rounds in fast phase), we calcu-
late the realistic success probability of the adversary by
figuring out how many correct responses that the adver-
sary has returned, and we repeat the simulation for 1000
times, as a consequence obtaining the final simulated suc-
cess probability by averaging the 1000 values. The results
are shown in Fig. 7. Each subfigure illustrates one protocol
with regard to the two attacks and plots both the theoreti-
cal and the simulated success probabilities of the attacker.
The x-axis shows the number of rounds in fast phase and
the y-axis shows the adversary’s success probability.
According to Fig. 7, the evaluation results verify our theo-
retical analysis very well.

Moveover, we explore the relationship between a ðm;mÞ
secret-sharing scheme with the success probability against
one-hop terrorist fraud and two-hop L�P� attack, since
secret-sharing scheme seems to be a good candidate to
prevent these complicated attacks. Fig. 8 shows that when
m increases, the success probabilities against both attacks
also increase. In particular, when m � 6, the adversary
has an overwhelming advantage to win the L�P� attack.
Intuitively, this is because, when m is larger, the linker can

exchange more information with the dishonest prover
without revealing any secret information to each other.

7 CONCLUSIONS

In this paper, we investigated how to extend DB protocols
to the two-hop case, i.e., when the prover and the verifier
do not lie in each other’s communication range and they
need to rely on an in-between entity (linker) to perform
authentication and distance-bounding. We defined two cat-
egories of DB protocols and provided a model that captures
all the so-called register-based ones (which is the large
majority of existing proposals). Using this model, we con-
structed a general method to derive the two-hop DB proto-
col from a one-hop register based one. A detailed security
analysis for the two general constructions is then given, in
particular we were the first to define attack scenarios for the
two-hop case. Experiments were run on five different proto-
cols to compare the values of the two main attacks against
DB and their analogues in the two-hop case. We discussed
the relation between the obtained results, and observed
that (not surprisingly) the security of two-hop DB protocols
is less or equal than that of the corresponding original DB
protocols, which is consistent with our security analysis.
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