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We consider the interaction-driven Mott transition at zero temperature from the viewpoint of microscopic
Fermi liquid theory. To this end, we derive an exact expression for the Landau parameters within the dynamical
mean-field theory (DMFT) approximation to the single-band Hubbard model. At the Mott transition, the
symmetric and the antisymmetric Landau parameters diverge. The vanishing compressibility at the Mott
transition directly implies the divergence of the forward-scattering amplitude in the charge sector, which connects
the proximity of the Mott phase to a tendency toward phase separation. We verify the expected behavior of the
Landau parameters in a DMFT application to the Hubbard model on the triangular lattice at finite temperature.
Exact conservation laws and the Ward identity are crucial to capture vertex divergences related to the Mott
transition. We furthermore generalize Leggett’s formula for the static susceptibility of the Fermi liquid to the
static fermion-boson response function. In the charge sector, the limits of small transferred momentum and
frequency of this response function commute at the Mott transition.

DOI: 10.1103/PhysRevB.99.245128

I. INTRODUCTION

The Landau theory of Fermi liquids provides a fundamen-
tal phenomenological description of metals in their normal
state [1]. The theory accounts for (strong) interactions be-
tween the original fermions by introducing the concept of
quasiparticles [2], effective low-energy fermionic excitations
which are characterized by an effective mass resulting from
the interactions and by residual effective interactions. Fermi
liquid theory is applicable as long as the interacting system
is continuously connected to the noninteracting fermion gas,
that is, no phase transition occurs. The theory makes general
statements about the physical properties of Fermi liquids,
which can be directly connected with experiments. However,
the values of the quasiparticle effective mass and the Landau
parameters describing the residual interactions between quasi-
particles must be either derived from a microscopic theory of
a well-defined model, or extracted from experiments. In this
work, we focus on the former strategy, addressing the Landau
theory for the Mott-Hubbard transition as described by the
single-band Hubbard model.

A semiphenomenological way to obtain nonperturbative
numerical results for the Landau parameters in variational
Monte Carlo studies is to fit the energy of low-lying particle-
hole excitations with the Fermi liquid energy functional [3,4].
On the other hand, analytical expressions for the Landau
parameters from first principles are frequently obtained by
means of diagrammatic perturbation theory around the non-
interacting limit (see, for example, [5–7]). However, perturba-
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tion theory can not capture the breakdown of the Fermi liquid
picture at an interaction-driven metal-to-insulator transition.

A way to derive a microscopic Landau theory is to solve
the Hubbard model using the variational Gutzwiller approxi-
mation [8], or the equivalent Kotliar-Ruckenstein slave-boson
mean field [9,10]. These methods describe a strongly renor-
malized, almost localized, Fermi liquid and its disappearance
at the Mott transition [11]. The behavior of the Landau
parameters close to the metal-insulator transition is espe-
cially interesting: At the critical interaction, the symmetric
Landau parameter f ch diverges [11,12], in correspondence
to the charge localization, whereas the antisymmetric one
f sp remains finite. Here, the labels “ch” and “sp” indicate
correspondence to the charge and spin sector, respectively.

On the other hand, when a Landau parameter f approaches
the value −1, in general [13] a Pomeranchuk instability
occurs, which can be favored by nonlocal interactions [14].
The symmetric Landau parameter of a multiorbital Hubbard
model in the so-called Hund’s metal regime has recently been
calculated using the slave-spin method [15,16], which predicts
a phase separation as an instability of the Mott insulator upon
doping [17] which takes place just above the critical interac-
tion strength for the Mott transition. The instability indeed
tracks the evolution of the critical interaction as a function
of different control parameters [18], establishing a direct link
between the Mott transition and the phase separation. Previous
studies suggest a similar scenario also for the single-band
Hubbard model [19–21].

The development of the dynamical mean-field theory
[22,23] (DMFT) has widened our understanding of the Mott
metal-insulator transition in the Hubbard model extending
the previous results within a nonperturbative and conserving
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approach. DMFT describes the evolution from the metal to
the Mott insulator in terms of the reduction and the van-
ishing of the quasiparticle weight Z , which within DMFT
coincides with the inverse of the effective mass enhancement
Z = m/m∗, one of the main parameters of the Fermi liquid
theory. However, while a Fermi liquid picture of this Mott
metal-insulator transition was developed [24,25] in terms
of Z , surprisingly little is known about the Landau param-
eters in DMFT, despite their central role for the theory
of Fermi liquids. A notable exception is Ref. [26], where
a Landau approach has been used to estimate the Cooper
instability in a multiband Hubbard model. This work fills
this gap with a thorough investigation of the Landau pa-
rameters in the single-band Hubbard model with a special
focus on the approach to the interaction-driven Mott-Hubbard
transition.

The Landau parameters have a crucial physical signifi-
cance, as they may be interpreted as the residual interaction
between the quasiparticles [27–29]. From a technical point
of view, the interaction character implies that they are two-
particle quantities. In particular, as we will detail in the
following, in a microscopic Fermi liquid theory the Landau
parameters are given by the dynamic limit of the two-particle
vertex function f ∝ 0FZ2. The dynamic limit 0F of the vertex
corresponds to the forward-scattering limit of vanishing mo-
mentum and frequency transfer, where first q → 0 and then
ω → 0, respectively, and it captures all forward scatterings
except those between quasiparticles and quasiholes. On the
other hand, the static limit ∞F , where first ω → 0 then q → 0,
accounts for all forward scatterings of particles and holes, and
it is the quantity responsible of actual physical instabilities.
For this reason ∞F , rather than 0F , is often denoted as the
forward-scattering amplitude [28].

In general it is difficult to calculate the vertex function,
due to its dependence on three real frequencies and momenta.
In an isotropic system, such as 3He, the Landau parameters
can be expanded into the Legendre polynomials. This sim-
plification leads to several prominent Fermi liquid relations
for the isotropic Fermi liquid, such as Leggett’s formula
for the static susceptibility [7,13,30,31]. On the other hand,
in a spatially inhomogeneous system like a lattice model,
the Landau parameters acquire rich momentum dependence
which emerges already at the second order of perturbation
theory [5,6]. This may appear as a serious obstacle to compute
the Landau parameters in the nonperturbative DMFT, which is
defined for lattice systems. As will be shown in this work, this
is not the case: the Landau parameters can be calculated easily
in DMFT.

In fact, recent technical advancements have eased the direct
calculation of the vertex function: DMFT maps the lattice
model onto an Anderson impurity model whose hybridization
function must be determined self-consistently as we briefly
recall below. Therefore, the DMFT evaluation of the vertex
function requires to compute four-point correlation functions
of the impurity model. This can be done using continuous-
time quantum Monte Carlo (CTQMC) solvers [32–34] with
improved estimators [35–37], which allow the measurement
of impurity vertices at finite temperature with very high
accuracy. In the calculation of the DMFT susceptibility the
numerical error can be reduced even further, by separating it

into local and nonlocal contributions [38–42] and by taking
vertex asymptotics into account [43,44]. These improvements
have given rise to diagrammatic extensions of DMFT [45] and
opened a window into the two-particle level of its impurity
model, which led to the discovery of vertex divergences [46].
Some divergences of the impurity vertex function have been
related to the Mott transition [47,48]. Furthermore, the two-
particle self-energy γ (irreducible vertex) also shows diver-
gences, sometimes located in the vicinity of the Mott insulator
[46], but they also arise in systems without Mott localization
[49] and even in the atomic limit [50]. Divergences of the two-
particle self-energy have been related to the multivaluedness
of the Luttinger-Ward functional [51–53].

A natural question is whether some vertex divergences can
explain characteristic features of the Mott transition. For ex-
ample, it was hypothesized in Ref. [54] that in the Mott phase
there may exist a divergent scattering amplitude in the charge
sector. If this prediction was confirmed in a microscopic
scheme which properly accounts for the Mott transition, it
would strengthen the case for the somewhat counterintuitive
tendency toward phase separation, associated with a divergent
compressibility, close to a Mott insulator, where the same
compressibility must vanish. In the two-dimensional Hubbard
model, phase separation close to the Mott transition has been
widely debated [19,20,55,56] also as a possible source of
charge-ordering instabilities [57] or even superconductivity
[58,59]. A finite-temperature divergent compressibility in
DMFT has been suggested to underlie the α − γ transition
in cerium [60].

Another question which arises is the connection of di-
vergences of the impurity vertex of DMFT to physical in-
stabilities of the lattice model: Despite a divergence of the
two-particle self-energy γ , the impurity vertex function f may
remain finite. And, in turn, a divergence of f does not always
imply a divergence in the DMFT approximation to the lattice
vertex function F . For example, it is widely believed that
despite the divergence of the impurity spin vertex in the Mott
phase at zero temperature, the uniform spin susceptibility of
DMFT remains finite, due to the effective exchange J = t̃ 2/U

[23,61,62]. In fact, as will be shown in this work, even the
divergence of the lattice forward-scattering amplitude ∞F

does not always imply the divergence of a susceptibility.
The aim and outline of this work are as follows: In Sec. II

we recollect the main ingredients of the Fermi liquid the-
ory, including the Landau parameters, the Ward identities
for the fermion-boson response, and Leggett’s decomposition
of the static susceptibility [30]. Next, we apply the DMFT
approximation in Sec. III and obtain a complete set of Fermi
liquid relations, whose behavior we analyze in the limit of
vanishing quasiparticle weight. This shows that the static and
dynamic limit of the charge fermion-boson response commute
at the Mott transition and several vertex functions diverge.
One divergent vertex is the charge forward-scattering ampli-
tude, which implies that a Fermi liquid with quasiparticles of
nearly divergent effective mass exhibits a tendency toward the
phase separation. In Sec. IV we report DMFT results for the
Hubbard model on the triangular lattice at finite temperature,
which confirm several of the vertex divergences. We present
numerical results for the fermion-boson response and explain
its qualitative behavior near the critical interaction of the Mott
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transition. We summarize and discuss our results in Sec. V
and close with the conclusions in Sec. VI.

II. FERMI LIQUID THEORY AT T = 0

In this section we provide a self-contained and pedagogical
recollection of the microscopic Landau Fermi liquid theory.
Readers may jump to Secs. III C and III D as well as Table I
to find our main results. While the derivations are general, we
focus for concreteness on the single-band Hubbard model on
the triangular lattice,

H = −
∑

〈i j〉σ

t̃i jc
†
iσ c jσ + U

∑

i

ni↑ni↓, (1)

where t̃i j is the isotropic nearest-neighbor hopping between
lattice sites i, j. We use the hopping amplitude t̃ = 1 as the
unit of energy. c, c† are the annihilation and construction
operators, σ =↑,↓ the spin index.

The starting point for the microscopic Fermi liquid theory
are the analytical properties of the causal Green’s function
Gc

kσ (t − t ′) = −ı〈Tt ckσ (t )c†
kσ

(t ′)〉, which is used in pertur-
bation theory for real times t, t ′ [28], where Tt is the time-
ordering operator. The spin label σ will be dropped where
unambiguous. The frequency transform of this function can
be expressed in the following way (cf. Appendix A):

Gc
kν =n f (−ν)Gr

kν + n f (ν)Ga
kν . (2)

Here, ν is the real frequency, n f (ν) = (1 + eβν )−1 is the
Fermi function, Gr and Ga are the retarded and advanced
Green’s functions. The latter are analytical in the upper/lower
complex half-plane, respectively, whereas Gc itself is not
analytical in either half-plane.

The causal Green’s function (2) has a holelike (advanced)
and a particlelike (retarded) component. For finite temperature
these components are mixed in the vicinity of the Fermi level
ν = 0, due to the thermal softening of the Fermi function.
Here, we focus on the zero-temperature limit T = β−1 → 0,
hence, the Fermi function in Eq. (2) becomes a Heaviside step
function n f (ν) → θ (−ν).

A. Fermi liquid Green’s function

The central assumption of the Fermi liquid theory is that
even in presence of an interaction the Green’s function has a
simple structure, with a pole of weight Zk at the Fermi level. In
the neighborhood of the Fermi momentum k ≈ kF , one may
write the Green’s function as

Gc
kν =

Zk

ν − ε̃k + μ + ıη
+ Gc,inc

kν
. (3)

Here, ε̃k is the renormalized (quasiparticle) dispersion, μ is
the chemical potential. Gc,inc is an incoherent background,
by assumption a smooth function of k and ν. η = 0± is an
infinitesimal number. The first term can be obtained from the
generic expression of the Green’s function as a function of the
self-energy �k(ν) expanding the latter around the Fermi level.
This defines the quasiparticle weight

Z−1
k = 1 −

∂ Re�k(ν)

∂ν

∣

∣

∣

∣

ν=0

, (4)

and the quasiparticle dispersion

ε̃k − μ = Zk[εk − μ + Re�k(0)]. (5)

The zeros of ε̃k − μ define the manifold of Fermi vectors
kF . In combination with Eq. (2) and n f (ν) = θ (−ν) one
sees that Gc

kν has a pole of weight Zk in the lower complex
half-plane (η = 0+, retarded) when k lies outside of the Fermi
surface. This pole then represents a quasiparticle. On the other
hand, when k lies within or on the Fermi surface, the pole
is in the upper half-plane (η = 0−, advanced), representing a
quasihole.

The label c denoting the causal Green’s function Gc will be
dropped in the remainder of this section.

B. Discontinuity of the bubble

The formal derivation of the Fermi liquid theory following
Landau, Nozières, and Luttinger [27,28,63–65] is obtained
from the two-particle level, by analysis of the analytical
structure of the particle-hole spectrum.

The crucial point is that the pole structure of the causal
Fermi liquid Green’s function (3) leads to the counterintuitive
situation that the limits q → 0 and ω → 0 of the bubble
G2

kν (q, ω) do not commute, where

G2
kν (q, ω) = Gk−

q

2 ,ν− ω
2

Gk+
q

2 ,ν+ ω
2
. (6)

Taking the homogeneous limit q → 0 first, η in Eq. (3)
has the same sign for both Green’s functions. Therefore,
Gk,ν−ω/2 and Gk,ν+ω/2 have their poles in the same complex
half-plane. These poles either represent two quasiholes or
two quasiparticles with the same momentum k, but never a
quasiparticle-hole pair. Taking the limit ω → 0 subsequently
does not change this situation.

However, when taking the limit ω → 0 first, a peculiarity
arises at the Fermi momentum k = kF : In the case that
kF −

q

2 lies inside the Fermi surface, kF +
q

2 in general (cf.
Appendix G) lies outside and vice versa. As a consequence,
the poles of GkF −q/2,ν and GkF +q/2,ν describe a quasiparticle-
hole pair.

These distinct limits of the bubble are defined as

∞G2
kν ≡ lim

q→0
lim
ω→0

Gk−
q

2 ,ν− ω
2
Gk+

q

2 ,ν+ ω
2
, (7)

0G2
kν ≡ lim

ω→0
lim
q→0

Gk−
q

2 ,ν− ω
2
Gk+

q

2 ,ν+ ω
2
, (8)

where the left superscript of rG2 denotes the ratio r = |q|/ω.
We will refer to r = ∞ and 0 in the following as the static ho-
mogeneous and the dynamic homogeneous limit, respectively
(we abbreviate as the static and the dynamic limits where
unambiguous).

One further defines the discontinuity of the bubble as the
difference between the static and the dynamic limits

Rkν = ∞G2
kν − 0G2

kν = −2π ıZ2
kδ(ν)δ(ε̃k − μ), (9)

which has poles at k = kF and ν = 0 and is zero elsewhere.
The explicit expression for R is derived in Ref. [28]; it is not

restricted to isotropic systems.
We comment on some technical difficulties concerning

the proper definition of the static homogeneous limit in
Appendix G.
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(d) F
α

k

k + q

k

k + q

(c) Λα

(a) Λα = + F
α

(b) Xα = 2 × Λα

FIG. 1. (a) Diagrammatic representation of the three-leg vertex
� and its relation to the vertex function F . Filled circles imply
summation over internal indices of incoming Green’s function lines
(double lines with arrows), which are all interacting. (b) Relation
between susceptibility (total response) X and three-leg vertex �.
(c) Fermion-boson response function L. (d) Label convention for F .

C. Vertex function and Landau parameters

We introduce the vertex function Fα
kk′q, where we use the

short notation k = (k, ν) and q = (q, ω). The label α denotes
the charge (α = ch) and spin (α = x, y, z = sp) channels,
where the latter can be comprised into one index due to
rotational invariance. Figure 1(d) shows a diagrammatic rep-
resentation of F and the convention for its labels k, k′, and q

used in this text.
The vertex function F is constructed from the bubble G2

via the Bethe-Salpeter equation

rFα
kk′ = Ŵα

kk′ +

∫

k′′

Ŵα
kk′′

rG2
k′′

rFα
k′′k′ . (10)

Here, Ŵα
kk′q is the two-particle self-energy, which is irreducible

with respect to the bubble G2. The integral over k′′ implies
normalized summation/integration over k′′ and ν ′′. For the
Hubbard model (1) we have

∫

k
= 1

2πN

∑

k

∫ +∞

−∞
dν, with N

the number of lattice sites.
In Eq. (10) the double limit q = (q, ω) → 0 has already

been taken. In fact, since F is constructed from the bubble G2,
it inherits the ambiguity of this limit. This means that F and
G2 in Eq. (10) both carry a label r, indicating that either the
static or dynamic limit is taken.

On the other hand, in the Fermi liquid the limit q → 0
of the two-particle self-energy Ŵ is not ambiguous (see, for
example, Ref. [28]), since by construction Ŵ is free of the
problematic bubble insertions G2. Hence, the homogeneous
limit of the two-particle self-energy does not inherit a label r:

rŴkk′ ≡ Ŵkk′ . (11)

As a consequence, Ŵ can be eliminated from Eq. (10), leading
to an important exact relation between the static and dynamic
limits of the vertex function

∞Fα
kk′ = 0Fα

kk′ +

∫

k′′

0Fα
kk′′Rk′′

∞Fα
k′′k′ , (12)

where R is the discontinuity of the bubble defined in Eq. (9).

We comment on the physical significance of the limits ∞F

and 0F of the vertex function and of Eq. (12): The static limit
r=∞F , the so-called forward-scattering amplitude, describes
the physical situation of small momentum δq ≈ 0 and strictly
vanishing energy transfer ω = 0. This includes, but is not
limited to, the scattering events between quasiparticles and
quasiholes that leave both of them on the Fermi surface.

On the other hand, the scatterings associated to r=0F

imply the situation of small energy δω ≈ 0 and vanishing
momentum transfer q = 0. As explained in Sec. II B, the
peculiarity of this limit is precisely that it does not account
for quasiparticle-hole contributions. Hence, 0F describes all
forward scatterings except the ones between quasiparticles
and quasiholes (such as incoherent-on-incoherent or coherent-
on-incoherent scatterings).

The second term on the right-hand side of Eq. (12) there-
fore represents the contribution of quasiparticle-hole scat-
terings to the static limit ∞F . The latter is recovered from
the dynamic limit 0F by taking repeated scatterings of this
type into account, while 0F assumes the role of an effective
quasiparticle interaction. One defines fαkk′ ∝ ZkZk′

0Fα
kk′ , the

Landau parameters, where Zk is the quasiparticle weight from
Eq. (3) and k, k′ lie on the Fermi surface. One often refers
to f ch and f sp as the symmetric and antisymmetric Landau
parameters, respectively [28].

D. Three-leg vertex and Ward identity

We introduce a central object of this work, the three-leg
vertex �α

kq. The latter is obtained from the vertex function F

by attaching a bubble G2 to F , closing the open ends, and
adding 1, as in Fig. 1(a):

�α
kq = 1 +

∫

k′

Fα
kk′qGk′Gk′+q. (13)

Although � itself may not have a direct physical inter-
pretation, it is closely related to a physical response func-
tion, the fermion-boson response function [see Fig. 1(c) and
Appendix D 1]

Lα
kq = GkGk+q�

α
kq. (14)

In fact, Lkq is best construed as the response of an electronic
state with momentum and energy vector k = (k, ν), which
responds to an applied field with spatial and temporal depen-
dence q = (q, ω).

In the limit q → 0 this can be seen using Ward’s identity,
which allows to calculate rLα

k = rG2
k

r�α
k explicitly, where

again r indicates how the double limit is taken. We show in
Appendix D 4 that one obtains the following relations for the
static homogeneous limit:

∞Lch
k = −

dGk

dμ
, (15)

∞L
sp
k

= −
dGk↑

dh
, (16)

where on the right-hand sides appear derivatives with respect
to the chemical potential μ and the homogeneous magnetic
field h directed along the z axis.

The Ward identities (15) and (16) for ∞L have a straight-
forward physical interpretation: Upon a small change of the
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chemical potential δμ or magnetic field δh, within the lin-
ear response regime, the spectral weight of electronic states
with momentum k and energy ν is changed by an amount
−δμ ∞Lch

k and −δh ∞L
sp
k

, respectively (see also Sec. IV F and
Ref. [48]). The response function L is therefore more rich
in information than the susceptibility X α

q = 2
∫

k
Lα

kq, which
merely describes the total response of the electronic spectrum.
The relation between X and � is depicted diagrammatically in
Fig. 1(b).

For the dynamic limit of L, on the other hand, one finds the
following relation [see Appendix D 2, Eq. (D3)]:

0Lα
k = −

dGk

dν
. (17)

Note that this relation is valid for α = ch, sp, leading to the
same right-hand side. A physical interpretation of Eq. (17) is
less obvious than for the static limit ∞L. The significance of
the dynamic limit 0L will be articulated over the course of this
work.

The Ward identities (15)–(17) can be reformulated in
terms of the three-leg vertex � via Eq. (14), and by making
use of Dyson’s equation G−1

kσ
= ν − εk + σh + μ − �kσ +

ıη, where � is the electronic self-energy. The result is

∞�α
k =

{

1 − d�k

dμ
for α = ch,

1 −
d�k↑

dh
for α = sp,

(18)

0�α
k =1 −

d�k

dν
. (19)

We note that if k = kF lies at the Fermi level, Eq. (19) relates
the dynamic limit of the three-leg vertex to the quasiparticle
weight [cf. Eq. (4)] 0�α

k=kF ,ν=0 = Z−1
kF

.

E. Leggett’s decomposition

We discuss the relation between the static and dynamic
limits of � and L, respectively. We also do this for the
susceptibility X , which recovers a result of Leggett [30]. First,
we recall that the static and dynamic homogeneous limits
of the vertex function F are related via Eq. (12). From that
relation follows a similar one for the three-leg vertex � (see
Refs. [27,28] and Appendix B),

∞�α
k = 0�α

k +

∫

k′

0Fα
kk′Rk′

∞�α
k′ , (20)

which, in fact, gives rise to the linearized Boltzmann equation
(or Landau’s kinetic equation) [28].

In Appendix B we show that from Eq. (20) follows also a
relation between ∞L and 0L:

∞Lα
k = 0Lα

k +

∫

k′

(

δkk′ + 0G2
k

0Fα
kk′

)

Rk′
∞�α

k′ , (21)

where δkk′ implies a factor 2πN . The integral of ∞L yields the
total static response, that is, the static homogeneous suscepti-
bility ∞X α = 2

∫

k
∞Lα

k ,

∞X ch = −ı

d〈n〉

dμ
, ∞X ch = −ı

d〈m〉

dh
, (22)

where 〈n〉 = 〈n↑〉 + 〈n↓〉 and 〈m〉 = 〈n↑〉 − 〈n↓〉 denote the
total density and magnetization per site, respectively. The

factor ı originates from the causal Green’s function (2) (cf.
Appendix A).

Performing the integration in Eq. (21) leads to

∞X α = 0X α + 2
∫

k′

0�α
k′ Rk′

∞�α
k′ , (23)

where we have identified the three-leg vertex 0�α
k =

∫

k
(δkk′ +

0G2
k

0Fα
kk′ ) using Eq. (13)1 and the dynamic homogeneous

susceptibility 0X α = 2
∫

k
0Lα

k .
However, 0L does not contribute to the static susceptibility

∞X in Eq. (23). This can be seen using the Ward identity (17).
The frequency integral over ν vanishes, 0X α = 2

∫

k
0Lα

k =

−2
∫

k
dG
dν

= 0, since Green’s function is zero at the boundaries
±∞. Physically, this is a consequence of total charge and spin
conservation. Therefore, the entire static susceptibility ∞X is
given by the remainder on the right-hand side of Eq. (23).

Lastly, we show that Eq. (23) leads to a decomposition of
the susceptibility due to Leggett. Solving Eq. (20) for ∞� via
matrix inversion and inserting the result into Eq. (23) we can
bring the latter into the following form:

∞X α = 2
∫∫

k,k′

0�α
k Rk

(

δkk′ − 0Fα
kk′Rk′

)−1 0�α
k′ , (24)

where the inverse indicates a matrix inversion with respect to
the indices k and k′. In Eq. (24) we have already omitted the
vanishing 0X α .

The static susceptibility ∞X is therefore determined en-
tirely by the quantities R, 0�, and 0F . Inserting Eq. (9) for the
discontinuity R into Eq. (24), one is left with integrals over
the Fermi surface and the Ward identity (19) can be applied
0�α

kF
= Z−1

kF
. In case of an isotropic Fermi liquid one may

evaluate the Fermi surface integrals by expanding 0F into the
Legendre polynomials, which leads to a geometric series, i.e.,
Leggett’s result [30]. Diagrammatic derivations of Leggett’s
formula were recently presented in Refs. [7,31]. Some steps
to approach the integral in Eq. (24) in the anisotropic case
are shown in Ref. [6], which is, however, substantially more
difficult.

III. FERMI LIQUID RELATIONS IN DMFT

We apply the DMFT approximation to the Fermi liquid
relations derived above and discuss simplifications. We fur-
thermore show how central quantities can be recovered by
extrapolation from finite temperature.

A. Self-consistent DMFT scheme

Within the dynamical mean-field theory, the Hubbard
model (1) is mapped to an auxiliary Anderson impurity model
(AIM) with a local self-energy [23]. We denote by g the
(numerically exact) Green’s function of the AIM and by G the
Green’s function of the Hubbard model (1) in DMFT approx-
imation. In our calculations we evaluate g and the impurity

1This is a “left-handed” three-leg vertex, with the tapered Green’s
function legs in Fig. 1(a) pointing to the left. In the limit q → 0 it is
equivalent to the “right-handed” vertex due to the crossing symmetry.
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vertex function using a modern CTQMC solver based on the
ALPS libraries [66] with improved estimators for the impurity
vertex [35,36]. Starting from an initial guess, the parameters
of the AIM are adjusted self-consistently, until the condition

Gloc = g (25)

is satisfied. Here, Gloc indicates the local part of G. The
evaluation of the local component of G requires an energy
integration over the noninteracting density of states of the
chosen lattice. This is indeed the only dependence of the
results on the original lattice. For this reason, in this work
we consider a triangular lattice, which is taken as a repre-
sentative of a generic lattice where the density of states has
no singularity at the Fermi level or special symmetries, like
the particle-hole symmetry of the square lattice. We do not

consider the case of infinite dimensions because it leads to a
highly specific momentum dependence of response functions
[23].

We stress that in this work we limit ourselves to the DMFT
picture of a Mott transition [23] which neglects nonlocal
correlations. The latter can lead to the opening of a correlation
gap at small to intermediate interaction in the Hubbard model
on the square lattice [67,68], which will not be considered
here.

B. One- and two-particle self-energies

In DMFT the electronic self-energy is approximated with
a local frequency-dependent self-energy �k ≡ �(ν) which is
obtained from the auxiliary impurity model, so that the lattice
Green’s function reads as

Gkν =[ν − εk + μ − �(ν) + ıη]−1. (26)

A self-consistent set of G and � is obtained through the
self-consistent cycle described in Sec. III A. Therefore, in the
Fermi liquid regime the quasiparticle dispersion in Eq. (3)
is given as ε̃k − μ = Z[εk − μ + Re�(0)], where Z is the
k-independent quasiparticle weight of the DMFT approxima-
tion.

In order to evaluate the vertex function, it is necessary
to use an appropriate approximation to the two-particle self-
energy Ŵ. A consistent choice for Ŵ is the functional derivative
of the single-particle self-energy �, γ = δ�

δg
, where g is the

local Green’s function of the auxiliary AIM, hence,

Ŵα
kk′q ≡ γ α

νν ′ω. (27)

In turn, the single-particle self-energy � of DMFT is given
as the functional derivative of the local Luttinger Ward func-
tional φ of the AIM, � =

δφ

δg
. In combination with the self-

consistency condition (25), this is sufficient to satisfy global
conservation laws at the one-particle level [69]. The choice
of Ŵ in Eq. (27) implies that DMFT is also conserving at
the two-particle level [70] and consequently satisfies the Ward
identity [71,72], which is a crucial element of the Fermi liquid
theory [cf. Eqs. (15)–(19) and Refs. [64,65]].

Conservation laws at the two-particle level guarantee the
thermodynamic consistency of approximations, which is ex-
pressed by the Ward identities (15) and (16). In DMFT we
can therefore study response functions at the one-particle level
(e.g., d〈m〉

dh
) or at the two-particle level (∞X sp), leading to the

same result [40] and predicting the same divergences [73].
We stress that the Ward identity is ultimately satisfied in
DMFT due to the self-consistency condition (25) [72]. There-
fore, particular care has to be taken in the implementation,
which needs to provide numerically exact convergence, which
can be reasonably reached within CTQMC, while the exact
diagonalization method [74] may lead to deviations from
thermodynamic consistency.

C. Fermi liquid relations

The DMFT approximation in Eqs. (26) and (27) leads
to several simplifications at the two-particle level. Due to
the momentum independence of the two-particle self-energy
γ , the vertex function F depends only on the transferred
momentum q, not on the momenta k and k′.2 Therefore, the
Bethe-Salpeter equation (12) in the limit q → 0 simplifies to

∞Fα
νν ′ = 0Fα

νν ′ +
1

2π

∫

dν ′′ 0Fα
νν ′′Rloc(ν ′′) ∞Fα

ν ′′ν ′ . (28)

Here, we have introduced the local discontinuity Rloc(ν) =
1
N

∑

k Rkν . Using the explicit expression for R in Eq. (9) and
for the quasiparticle dispersion ε̃k we may write

Rloc(ν) = − 2π ıZ2δ(ν)D∗(0), (29)

where we defined the renormalized (quasiparticle) density
of states (DOS) at the Fermi level, D∗(0) = 1

N

∑

k δ(ε̃k −

μ) = D(0)/Z , and D(0) = 1
N

∑

k δ[εk − μ + Re�(0)] is the
interacting DOS at the Fermi level, which coincides with the
noninteracting one because of the Luttinger theorem for a
momentum-independent self-energy [75].

One may now derive the usual Fermi liquid relations
[27,30]. Using Eq. (29) we can evaluate the Bethe-Salpeter
equation (28) at the Fermi level, ν = ν ′ = 0,

∞Fα
00 =

0Fα
00

1 + fα
, (30)

where we defined the Landau parameters as

fα = ıZ2D∗(0) 0Fα
00, (31)

which arise from the dynamic limit 0Fα
00 of the vertex function

at the Fermi level. Furthermore, from Eqs. (20) and (23) we
obtain

∞�α
0 =

1

Z (1 + fα )
, (32)

∞X α =
−2ıD∗(0)

1 + fα
, (33)

where we note that in DMFT the three-leg vertex �kq = �νq

does not depend on the momentum k, similar to the vertex
function. The Ward identity (19), 0�α

0 = Z−1, was used to
derive Eq. (32).

We further evaluate the double limit q → 0 of the response
function Lkq = GkGk+q�νq. Note that even in DMFT Lkq

2Due to this simplification, the DMFT approximation may violate
exact statements about the vertex Fkk′q that depend on the direction
of k and k′, such as the forward-scattering sum rule [98].
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does depend on k, due to the attached bubble. We show in
Appendix C that Eq. (21) implies

∞Lα
k = 0Lα

k +
∞X αZ

2

[

2πδ(ν)δ(ε̃k − μ)

D∗(0)
+0G2

k
0Fα

ν0

]

. (34)

The algebraic Fermi liquid relations (30)–(33) are of course
well known, however, we stress that here they arise as ex-
act results for the DMFT approximation to the single-band
Hubbard model at zero temperature, and they are valid for
any lattice dispersion. As such, these expressions have to our
best knowledge not been derived rigorously in the literature
before, although they have been used [26]. We note that next
to the Landau parameters f of the lattice approximation one
may also define impurity Landau parameters [29]. Since the
DMFT approximation is not two-particle self-consistent [72],
such a quantity is in general not equivalent to f.

D. Limit of vanishing quasiparticle weight

We consider the Fermi liquid relations (30)–(33) and
Eq. (34) in the DMFT approximation to the half-filled single-
band Hubbard model (1) near the interaction-driven Mott
transition at zero temperature, where Z → 0.

First, we consider the charge sector α = ch. It is known
that near the transition the charge susceptibility approaches
zero as ∞X ch ∝ Z [76], we can therefore deduce from the
Fermi liquid formula (33) that −2ıD∗(0)/(1 + f ch) ∝ Z . The
quasiparticle DOS D∗(0) = Z−1D(0) diverges at the transition
∝Z−1 since the bandwidth of the quasiparticle dispersion ε̃k

shrinks to zero, and hence the symmetric Landau parameter
diverges:

f ch ∝ Z−2. (35)

A further remarkable result follows for the forward-
scattering amplitude ∞Fα

00 at the Fermi level. We can ex-
press the static susceptibility in terms of ∞Fα

00 by combining
Eqs. (33) and (30), which leads to

∞X α = −2ıD∗(0)
[

1 − ıZ2D∗(0) ∞Fα
00

]

. (36)

Usually, a divergence of the forward scattering is associated
to a Pomeranchuk instability [77], leading to the divergence
of the corresponding ∞X α . We see from Eq. (36) that this
is indeed the case when Z is finite. However, at the Mott
transition the forward scattering must diverge in order for
∞X ch to vanish as Z → 0:

∞F ch
00 ∝ Z−1. (37)

In the spin channel the situation is slightly different, since
∞X sp does not vanish at the Mott transition. In the case that it
remains finite,3 the antisymmetric Landau parameter f sp and
the forward-scattering vertex ∞F

sp
00 both diverge ∝ Z−1. Using

3At zero temperature, the total magnetic response of the Mott
insulator is commonly believed to be finite, due to the effective
exchange t̃ 2/U [23,61,62]. However, calculations are hindered prac-
tically because the self-consistent DMFT equations are unstable in
presence of a magnetic field [62]. A modification of the impurity
problem has been suggested to circumvent this problem [99].

TABLE I. Scaling of various quantities with the quasiparticle
weight Z → 0 for the DMFT approximation to the single-band
Hubbard model at zero temperature. The terms “const” and “fct(k)”
[

∧
= function of k = (k, ν )] are to leading order independent of Z .

Results for the spin channel are valid under the assumption that the
static spin susceptibility approaches a finite value as Z → 0.

Quantity Scaling Z → 0

Total response ∞X ch ∝ Z
∞X sp ∝ const

Landau parameter f ch (0F ch
00 ) ∝ Z−2 (∝ Z−3)

(dynamic vertex) f sp (0F
sp

00 ) ∝ Z−1 (∝ Z−2)

Forward scattering ∞F ch
00 ∝ Z−1

∞F
sp

00 ∝ Z−1

Static three-leg vertex ∞�ch
0 ∝ Z

∞�
sp
0 ∝ const

Dynamic three-leg vertex 0�ch
0 = 0�

sp
0 = Z−1

Fermion-boson response ∞Lch
k − 0Lch

k ∝ Z × fct(k)
∞L

sp
k − 0L

sp
k ∝ const × fct(k)

the previous results, one also easily evaluates Eq. (32) for the
static three-leg vertex ∞�0.

Lastly, we consider the static response function ∞Lk . The
latter is given by Eq. (34), and we examine the second term
on its right-hand-side:

∞X αZ

2

[

2πδ(ν)δ(ε̃k − μ)

D∗(0)
+0G2

k
0Fα

ν0

]

. (38)

The term in braces is proportional Z−1, which can be seen
by integrating over 1

2πN

∫ +∞

−∞
dν

∑

k. Therefore, in the charge
channel the whole term (38) is proportional ∞X ch ∝ Z and
thus vanishes at the Mott transition. Using this result in
Eq. (34) we obtain

∞Lch
k = 0Lch

k + Z × fct(k), (39)

where fct(k) is some function of order O(1) with respect to
Z . As a consequence, as Z → 0 the static charge response
∞Lch

k approaches the dynamic response 0Lch
k . This result is

of course consistent with the scaling ∞X ch ∝ Z of the charge
susceptibility near the transition

∞X ch = 2
∫

k

∞Lch
k = 2

∫

k

0Lch
k + 2Z

∫

k

fct(k)

= Z × const, (40)

where we used that the integral over 0Lch vanishes [see below
Eq. (23)]. A similar situation does not arise in the spin channel
because the spin susceptibility ∞X sp = 2

∫

k
∞L

sp
k

does not
vanish at the Mott transition.

The scaling relations in the limit Z → 0 derived in this
section are our main result, and they are summarized in
Table I.

E. Extrapolation from finite temperature

The Fermi liquid relations (30)–(33) can be evaluated when
the quasiparticle weight Z , the quasiparticle DOS D∗(0), and
one additional quantity are known. In our calculations, this
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will be the total static response ∞X at finite temperature.
In this section νn = (2n + 1)πT and ωm = 2mπT denote
fermionic and bosonic Matsubara frequencies, and the labels
n, m will be dropped. k, q comprise momentum and Matsub-
ara frequency, respectively.

In order to calculate ∞X we use the following Bethe-
Salpeter equation for the vertex function (see, e.g., [71]):

Fα
νν ′ (q) = f α

νν ′ω + T
∑

ν ′′

f α
νν ′′ωX̃ 0

ν ′′ (q)Fα
ν ′′ν ′ (q). (41)

Here, X̃ 0
ν (q) = 1

N

∑

k(Gk − gν )(Gk+q − gν+ω ) is a bubble of
nonlocal DMFT Green’s functions Gk − gν , where the lattice
Green’s function Gk and the impurity Green’s function gν are
known on the Matsubara frequencies. f denotes the impurity
vertex function f (the impurity analog to F ).4 g and f are
known numerically exactly.

We note that in Eq. (41) the two-particle self-energy γ of
the impurity does not appear explicitly [cf. Eq. (E2)]. This
formulation of the Bethe-Salpeter equation is reminiscent of
the dual-fermion and dual-boson approaches [39,78]; we use
it here because γ may be divergent in the noncritical Fermi
liquid regime [52], which is to our best knowledge not the
case for f .

After F has been calculated, we obtain the three-leg vertex
as

�α
ν (q) = 1 +

T

N

∑

k′ν ′

Fα
νν ′ (q)Gk′Gk′+q, (42)

and the response function Lα
k (q) = GkGk+q�

α
ν (q), both given

at the Matsubara frequencies. Finally, the total response is
given by ∞X α = 2ı

T
N

∑

k Lα
k (q = 0).

Note that the limit q → 0 is not ambiguous on the Mat-
subara frequencies since they are discrete, and it always leads
to the static homogeneous limit r = ∞. In order to evaluate
dynamic limits, we consider the finite frequencies ω1 = 2πT

and ν−1 = −πT ≡ ν̄ (this notation will be used throughout)
at low temperature. From these frequencies we can obtain the
dynamic three-leg vertex 0�0 at the Fermi level in the limit
T → 0. To see this, we use the Ward identity for the Mat-
subara three-leg vertex �, which is derived in Appendix E.
Evaluating the latter at ν̄ and ω1 yields

�α
ν̄ (q0 = 0, ω1) =1 −

�−ν̄ − �ν̄

−2ıν̄
= 1 −

Im�(πT )

πT
, (43)

where we used ω1 = −2ν̄ and �(−ν̄) = �∗(ν̄). The right-
hand side of Eq. (43) approaches Z−1 in the limit T → 0
[79,80], which recovers the zero-temperature result in
Eq. (19).

In fact, we show in Appendix D 2 that the Ward identity
can be used to perform the analytical continuation of the
three-leg vertex �, or of the respective response function L,
from Matsubara frequencies νn and ωm to any pair of real
frequencies ν and ω.

4The vertex function f and the two-particle self-energy γ of the
impurity are related via the impurity Bethe-Salpeter equation f α

νν′ω
=

γ α
νν′ω

+ T
∑

ν′′ γ
α
νν′′ω

gν′′ gν′′+ω f α
ν′′ν′ω

.
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FIG. 2. Approximate DOS of the half-filled Hubbard model (1)
on the triangular lattice at the Fermi level. Diamonds and small dots
indicate metallic and insulating solutions, respectively. This labeling
was obtained from Fig. 8, as described in Sec. IV E, and is used
consistently also in Figs. 3, 4, and 6. Black-white version: in the
center T increases from right to left.

In our numerical results we use Z−1 ≈ 1 −
Im�(πT )

πT
at finite

temperature as an approximation. Similarly, we approximate
the density of states at the Fermi level as [81]

D(0) ≈ −(πT )−1g(τ = 1/2T ), (44)

where g is the impurity Green’s function and τ the imaginary
time. The quasiparticle density of states is then obtained as
D∗(0) = Z−1D(0). We note that these approximations become
exact in the limit T → 0. We refer to D(0) also as DOS(0).

IV. MOTT TRANSITION ON THE TRIANGULAR LATTICE

In Sec. III D we obtained the scaling relations for the limit
Z → 0 comprised in Table I. In the following we verify sev-
eral of these results in DMFT calculations for the half-filled
Hubbard model (1) on the triangular lattice. We stress that
while our DMFT results were obtained at finite temperature,
our main aim is to make conclusions about the Mott transition
in the limit T → 0.

In this section, unless clearly marked differently, we
consider Matsubara correlation functions and vertices,
Gm, X m,α, . . ., and so on. The label m will be dropped in the
following.

A. Spectral weight at the Fermi level and static susceptibility

To set the stage, we first identify the metal and Mott
regimes of the Hubbard model (1) within the DMFT ap-
proximation. We note that near the Mott transition/crossover
solutions of smaller U were used as an input for the DMFT
loop at larger U . We do not consider the coexistence of
insulating and metallic solutions or the first-order critical line
at low temperature (see, for example, Refs. [82,83]).

Figures 2 and 3 show the spectral weight at the Fermi level
and the susceptibilities ∞X α , respectively. In both figures,
diamonds are used to label metallic solutions, whereas small
circles are used for insulating ones. The labeling was obtained
using a criterion that is introduced in Sec. IV E.
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FIG. 3. Top: charge susceptibility d〈n〉

dμ
as a function of the tem-

perature T . The arrow indicates the evolution of the coherence
temperature Tcoh of the Fermi liquid with U . Bottom: inverse of the
spin susceptibility d〈m〉

dh
. Labels as in Fig. 2. Black-white version: in

both panels U increases from top to bottom.

We begin with Fig. 2, which shows the approximate spec-
tral weight at the Fermi level D(0) = −g(τ = 1/2T )/(πT )5

as a function of U for temperatures 0.05 � T � 0.55 in units
of the hopping t̃ = 1. g is the impurity Green’s function. The
lines show inflection points at elevated U , which indicate the
interaction UM (T ) of the Mott crossover/transition. Below
UM (T ), Fig. 2 shows for lower temperature that the spectral
weight at the Fermi level increases with U . This is a particular-
ity of the triangular lattice, whose quasiparticle peak and van
Hove singularity merge near the critical interaction [84]. In the
limit T → 0, the spectral weight at the Fermi level vanishes
completely for U � UM (T = 0) ≈ 12 [84].

The top panel of Fig. 3 shows the static homogeneous
charge susceptibility d〈n〉

dμ
= ı

∞X ch, where we calculated
∞X ch at finite temperature according to Sec. III E [the factor ı

accommodates to the zero-temperature definition (22)]. Data
points in the Mott regime tend toward zero with decreasing
temperature, whereas those in the metallic regime tend toward
finite values. For moderate interaction, d〈n〉

dμ
shows an upturn

as T is lowered, which occurs near the coherence temperature

5For T > 0 the interacting density of states D(0) of the Fermi
liquid is in general very different from the noninteracting one since
the pinning of its value to the noninteracting DOS according to the
Luttinger theorem is realized only at very low T .
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FIG. 4. Top: absolute value of the discontinuity Rloc(ν = 0) =

−2π ıZ DOS(ν = 0)δ(0) [cf. Eq. (29)] in DMFT calculations at finite
temperature. At T = 0 the discontinuity is finite in the metal and
zero in the Mott insulator. Bottom: approximation to the quasiparticle
weight Z . Labels as in Fig. 2. Black-white version: in both panels U

increases from top to bottom.

of the Fermi liquid [85]. This pattern crosses the panel diago-
nally from the bottom left to the top right (arrow), near UM (T )
it leads to a T -driven insulator-to-metal crossover. Above
UM (T = 0), a reentry into the Fermi liquid at low temperature
no longer occurs. At T = 0 the charge susceptibility then
vanishes exactly [82].

The bottom panel of Fig. 3 shows the inverse of the spin
susceptibility d〈m〉

dh
= ı

∞X sp. The latter does not vanish in the
Mott phase and it appears to be unaffected by the transition,
in agreement with early DMFT results [61]. This can be
seen well for U = 10, 10.5, and 11, where d〈m〉

dh
changes

continuously at the T -driven crossover.

B. Discontinuity and quasiparticle weight

We show in the top panel of Fig. 4 the singular value
Rloc(ν = 0) = −2π ıZ DOS(ν = 0)δ(0) of the local disconti-
nuity [cf. Eq. (29)]. To calculate this quantity at finite temper-
ature we use Eq. (44), as before, and Z−1 ≈ 1 −

Im�(πT )
πT

[cf.
Eq. (43)]. Similar to the charge susceptibility in Fig. 3, Fig. 4
shows the reentry into the Fermi liquid at low temperature
for U < UM (T = 0). For insulating solutions the behavior of
Rloc(ν = 0) is consistent with its vanishing at T = 0 for U >

UM (T = 0).
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FIG. 5. Imaginary part of the Ward identity (45) in the metal
(left) and in the Mott insulator (right) for several fixed values of
the bosonic frequency ωm = 2mπT . Discrepancies between the left-
hand side (lines) and right-hand side (symbols) are due to numerical
noise. Black circles mark data points at νn = −ωm/2, where �(νn +

ωm ) − �(νn) = −2ı Im�(νn), which diverges in the Mott phase as
T → 0.

The bottom panel shows the approximation for Z from the
first Matsubara energy. The results of this work (in particular
Fig. 7) do not change qualitatively when Z is determined via
polynomial extrapolation of the self-energy � to the Fermi
level.

C. Divergence of the dynamic three-leg vertex

We verify the divergence of the dynamic limit of the three-
leg vertex 0� = Z−1 at the Mott transition. Since this is an
analytical statement, it is certain that this divergence occurs
as Z → 0. We show in the following that this is a direct
consequence of the Ward identity.

The DMFT self-consistency condition (25) leads to the
equivalence of the Ward identity of the Hubbard model (1)
with the Ward identity of the Anderson impurity model, which
is a local relation [71,72]:

�ν+ω − �ν = T
∑

ν ′

γ α
νν ′ω[gν ′+ω − gν ′ ]. (45)

Here, γ α is the two-particle self-energy of the AIM, and g is
the impurity Green’s function. We note that both γ ch and γ sp

satisfy this equation.
Figure 5 shows a numerical validation of Eq. (45) in the

metal (left panel) and in the insulator (right panel). Note that
the figure corresponds to a DMFT calculation for the square
lattice from Ref. [71] at T = 0.08 in our units of the hopping
(t̃ = 1).

In order to demonstrate the significance of the Ward
identity for the divergence of 0� at the Mott transition, we
have marked in Fig. 5 those combinations of the Matsubara
frequencies ν and ω with black circles that satisfy the con-
straint ω = −2ν. Evaluating the left-hand side of Eq. (45)
at these points simply yields −2ı Im�(ν). The slope of this
function near the Fermi level changes its sign at the Mott
transition/crossover, which therefore directly manifests in the
Ward identity, in fact, in the limit T → 0 as a divergence of
Im�(πT ).

However, the Ward identity (45) is a relation between the
one- and two-particle self-energies � and γ . We can therefore
expect to find divergences at the Mott transition and within the
Mott phase also at the two-particle level. Indeed, we show in
Appendix E that Eq. (45) directly implies

�α
ν (q0, ω) =1 −

�ν+ω − �ν

ıω
, ω �= 0. (46)

As discussed in Sec. III E, we can evaluate this relation at ν̄ =

−πT and ω1 = 2πT and take the limit T → 0 to recover the
dynamic limit of the causal three-leg vertex at the Fermi level

�
m,α
ν̄ (q0, ω1) = 0�

c,α
ν=0 =

1

Z
, T → 0. (47)

Here, the labels m and c indicate the Matsubara or the causal
three-leg vertex, respectively. These should not be confused
since in general an analytical continuation is required to
recover the causal vertex �c from the Matsubara vertex �m

(see Appendix D 3).
As a consequence of the Ward identity (45), DMFT

captures the divergence of 0�c at the critical interaction
UM (T = 0) of the Mott transition. The divergence occurs both
in the charge and in the spin channel.

D. Landau parameters

We evaluate the Landau parameters f defined in Eq. (31)
using Eq. (33), which allows to calculate f from the quasipar-
ticle weight Z , from the quasiparticle DOS D∗(0) = Z−1D(0),
where D(0) is the noninteracting DOS, and from the total
response ∞X α as

fα = −1 − 2ıD∗(0)/ ∞X α. (48)

Bold lines in the top panel of Fig. 6 show the symmetric
Landau parameter f ch, which grows rapidly and monotonously
with the interaction U . As a function of the temperature f ch

extrapolates toward finite values in the Fermi liquid (dia-
monds), insulating solutions (small dots) are consistent with
its divergence at T = 0 above UM (T = 0). For comparison,
dashed lines in Fig. 6 also show Z2D∗(0)ReF ch

ν̄ν̄ (q0, ω1),
where F ch is the Matsubara vertex function at q0 = 0 and
at the finite bosonic frequency ω1 = 2πT . This quantity
shows a remarkable agreement with f ch = ıZ2D∗(0) 0F ch

00 [cf.
Eq. (31)] at low temperature for all interactions, as the finite
Matsubara frequency ν̄ = −πT approaches the Fermi level.
This agreement is nontrivial since in general an analytical
continuation is required to recover the dynamic vertex 0F ch

00
from the Matsubara frequencies. However, apparently these
quantities are directly related in the limit T → 0.

The bottom panel of Fig. 6 shows the antisymmetric
Landau parameter f sp. The latter remains small compared to
f ch and has a nonmonotonous dependence on U and T . For
insulating solutions (small dots) the computed f sp is consistent
with a divergence at T = 0, however, we could not reach low
enough temperatures to confirm this trend over several orders
of magnitude (see also Sec. IV E). We are therefore not able
to confirm the expected divergence of f sp.

The expression for the Landau parameters in Eq. (48)
is rigorous only at T = 0. Within the temperature range of
our calculations a quantitative analysis of f is therefore only
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FIG. 6. Top: the symmetric Landau parameter f ch calculated
from Eq. (48) (bold lines) as a function of temperature. The dashed
lines indicate Z2D∗(0)F ch

ν̄ν̄ (q0, ω1) where ν̄ = −πT and ω1 = 2πT ,
which shows agreement with f ch at small T . Bottom: the antisym-
metric Landau parameter f sp. Labels as in Fig. 2. The inset shows
f sp as a function of U for T = 0.05. Black-white version: in the top
panel U increases from bottom to top, for bottom panel cf. inset.

reliable at small to moderate U , where its dependence on the
temperature is weak enough for an extrapolation to T = 0 (see
Fig. 6).

However, our data allow to make several qualitative state-
ments: (i) Both f ch and f sp are strictly larger than −1,
which means that Pomeranchuk instabilities do not occur,
as expected. (ii) The trend to a divergence at T = 0 at the
Mott transition is much stronger in the symmetric Landau
parameter f ch than in the antisymmetric f sp. This is consistent
with the discussion in Sec. III D, which implies a scaling
of these quantities with the quasiparticle weight ∝Z−2 and
∝Z−1, respectively. (iii) Figure 7 shows that at T = 0.15 the
symmetric Landau parameter f ch indeed roughly scales ∝Z−2.
The figure also shows Z2D∗(0)F ch

ν̄ν̄ (q0, ω1), which is in good
agreement with f ch according to Fig. 6, and which confirms
the ∝Z−2 scaling accurately (see green line).

We also discuss the divergence of the static charge vertex
function that was predicted in Sec. III D. To this end, we solve
Eq. (36) for ∞F ch

00 :

ı
∞F ch

00 =
1

Z2D∗(0)
+

∞X ch

2ı[ZD∗(0)]2
. (49)

This quantity is marked in Fig. 7 with gray squares and
scales ∝Z−1, whereas black squares indicate the total charge

FIG. 7. Scaling of the symmetric Landau parameter with the
quasiparticle weight Z at T = 0.15 (blue diamonds). Open green
circles show the quantity Z2D∗(0)ReF ch

ν̄ν̄ (q0, ω1) (cf. Fig. 6), green
line shows fit of its inverse with aZ2, which confirms f ch ∝ Z−2.
Black squares show the static charge susceptibility, black line a fit
with aZ . Gray squares show the forward-scattering vertex ı

∞F ch
00

calculated from Eq. (49), gray line shows fit of its inverse with aZ .
Fits were performed for 0 � Z � 0.3. Full red circles show the static
Matsubara vertex ReF ch

ν̄ν̄ (q0, ω0 = 0).

response ∞X ch, which indeed vanishes simultaneously ∝Z .
Red circles in Fig. 7 also mark our result for the static Mat-
subara vertex ReF ch

ν̄ν̄ (q0, ω0) for ν̄ = −πT , which shows a
scaling of roughly ∝Z−3, whereas one may expect agreement
with the scaling ∝Z−1 of ∞F ch

00 . There are several possible
explanations for the mismatch.

First, it may arise due to a subtlety in the analytical contin-
uation of the vertex function. To perform the latter, F has to
be considered within up to eight separate analytical regions of
the C

3 space spanned by its three frequency indices [86,87]
(see also Appendix D 3). It can be expected that the value of
∞F ch

00 at the Fermi level is recovered at low temperature as
a combination of several matrix elements F ch

νν ′ (q0, ω0) of the
Matsubara vertex, for example, ν = ±πT, ν ′ = ±πT . There-
fore, the cancellation of a ∝Z−3 dependence of F may occur.

Second, among the divergences that are indicated in Fig. 7
the one of F ch

ν̄ν̄ (q0, ω0) was the most difficult to verify. In
our CTQMC calculations at low temperature the deviation
of the density 〈n〉 from half-filling had to be less than 10−6,
otherwise this quantity often showed a sign change; it is
therefore subjected to a large error.

Third, the scaling of F ch
ν̄ν̄ (q0, ω0) may be sensitive to the

finite temperature. The coherence temperature Tcoh of the
Fermi liquid indeed becomes very small near the Mott regime,
as indicated by the arrow in the top panel of Fig. 3. Further-
more, due to the finite temperature a scaling analysis was not
possible in the spin channel since the divergences of f sp and
∞F

sp
00 in Table I for T = 0 are apparently visible only at very

low temperature T � 0.05 (see also the following Sec. IV E).

E. Character of the divergent scatterings

We have seen in Sec. IV C that a divergence of the dynamic
three-leg vertex 0� occurs as Z → 0. In fact, this divergence
can only occur when also the dynamic vertex function 0F

diverges since the latter gives rise to 0� by attaching a
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FIG. 8. Top: leading eigenvalue Reλmax of the Bethe-Salpeter
equation (41) for q = (q0, ω1) in the charge (upper data set) and spin
(lower data set) channel. The maximum d Reλmax(U )/dU = 0 of
the charge channel distinguishes metallic (diamonds) and insulating
solutions (small dots) in Figs. 2, 3, 4, and 6. Bottom: the charge
vertex F ch

ν̄ν̄ (q0, ω1) (blue) and the impurity vertex f ch
ν̄ν̄ω1

(dashed red)
for T = 0.15. Notice the steep increase beyond UM (T = 0.15) �
10.5, while Reλmax in the upper panel drops (arrows). Black-white
version: in top panel T increases from top to bottom.

bubble [cf. Fig. 1(a)], which is finite. Here, we consider the
leading eigenvalue of the Bethe-Salpeter equation (41), which
was used to calculate the vertex function Fα

νν ′ (q0, ω). This
will reveal the driving factors behind its divergence at finite
bosonic frequency: we consider ω = ω1 = 2πT .

The Bethe-Salpeter equation (41) represents the repeated
application of the ν, ν ′ matrix Aα

νν ′ (q, ω) = T f α
νν ′ωX̃ 0

ν ′ (q, ω)
upon itself. Here, f is the impurity vertex function and X̃ 0

is the nonlocal bubble defined below Eq. (41). A divergence
of the lattice vertex function F may occur for two reasons:
(i) The leading eigenvalue of the matrix A approaches unity.
(ii) The impurity vertex function f diverges.

The top panel of Fig. 8 shows the leading eigenvalue
Reλmax of Aα (q0, ω1) as a function of the interaction U . The
upper set of lines belongs to the charge channel α = ch,
the lower set to the spin channel α = sp. For each temperature
T the curve Reλmax(U ) has a clearly defined maximum that
lies at smaller U for larger T . We will argue in the following
that this maximum lies at the critical interaction UM (T ) of the
Mott transition/crossover.

Let us consider first that we approach the Mott transi-
tion from the Fermi liquid side at T = 0. On this side the

F = f(i) + f(i) f(j) + ...

FIG. 9. The expanded Bethe-Salpeter equation (41) in real space;
it connects the vertices f (i) via the nonlocal DMFT Green’s func-
tions Gi j − gδi j . As U → UM at zero temperature, the entire sum on
the right-hand side is divergent, whereas for U > UM each vertex f

diverges.

divergence of F (q0, ω1) must be caused due to Reλmax → 1
since the building blocks f and X̃ 0 of the Bethe-Salpeter
equation are finite in the Fermi liquid. The top panel of Fig. 8
shows that for T = 0.05 the leading eigenvalue is indeed very
close to unity as U → UM (T = 0.05) � 12.

This shows that on the Fermi liquid side of the transi-
tion the driving force behind the divergence is a series of
many scattering events at different lattice sites. This can be
understood considering the Bethe-Salpeter equation in real
space, where it connects the local vertices f (i) and f ( j) at
lattice sites i and j via the nonlocal DMFT Green’s function
Gi j − gδi j . This is shown in Fig. 9.

Let us now consider that we enter the Mott phase. Within
this phase, the dynamic vertices must remain divergent due to
0� = Z−1 since Z is zero throughout the insulator. The ques-
tion is therefore which mechanism sustains the divergence
for U > UM (T = 0). Mathematically, this could be achieved
if Reλmax was exactly unity everywhere in the insulator.
However, our DMFT results in Fig. 8 at finite temperature sug-
gest that the leading eigenvalue Reλmax(U ) decreases beyond
UM (T ).

We therefore propose a scenario for T = 0 where
Reλmax = 1 is only realized exactly at U = UM (T = 0). Be-
yond this point, the Bethe-Salpeter equation diverges no
longer due to scattering events at different lattice sites
but because each of its building blocks f diverges for
U > UM (T = 0). This scenario seems likely because we find
at finite temperature that the drop of the leading eigenvalue
at UM (T ) does not lead to a decrease in Fα

ν̄ν̄ (q0, ω1), where
ν̄ = −πT . This can be seen for α = ch in the lower panel of
Fig. 8 for T = 0.15. In fact, F ch

ν̄ν̄ (q0, ω1) grows even faster
above UM (T = 0.15) � 10.5.

The driving factor must therefore be the impurity vertex
function f . The lower panel of Fig. 8 also shows its matrix el-
ement f ch

ν̄ν̄ω1
, which indeed shows a steep increase at UM (T =

0.15). We also verified that the ratio of F ch to f ch decreases
above UM (T = 0.15), which shows that vertex corrections
contribute less and less in the insulating regime.

The Ward identity 0�sp = Z−1 implies that the divergence
should also occur in the spin channel. However, the lower data
set in the top panel of Fig. 8 shows that we did not reach
sufficiently low temperatures to achieve Reλmax � 1.

We note that often the two-particle self-energy γ is used
to solve the Bethe-Salpeter equation [cf. Appendix, Eq. (E2)].
Here, we used the impurity vertex function f instead to solve
Eq. (41). This was done because γ shows some divergences
that do not occur at the Mott transition [88] and that have also
been found in the Hubbard atom [50].
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F. Fermion-boson response function

We evaluate the response of the DOS of the half-filled
Hubbard model (1) to a small shift of the chemical potential μ

or magnetic field h. To this end, we recall that the static limit
∞L of the fermion-boson response function is related via the
Ward identities (15) and (16) to the response of the Green’s
function to these fields. We sum these identities over the
momentum k and use the DMFT self-consistency condition
1
N

∑

k Gk = g(νn), leading to

∞Lch
loc(νn) = −

dg(νn)

dμ
, ∞L

sp
loc(νn) = −

dg↑(νn)

dh
, (50)

where g is the impurity Green’s function and νn is a fermionic
Matsubara frequency. Since g gives rise to the DOS, one can
understand ∞Lloc(νn) as the response of the DOS to an applied
field μ or h, respectively. At finite temperature we calculate
the static limit as ∞Lloc(νn) = Lloc(νn, ω0 = 0) according to
Sec. III E.

We show in Appendix D 4 that the analytical continua-
tion of ∞L can be performed in the same way as for the
Matsubara Green’s function, that is, − 1

π
Im ∞Lloc(ν + ı0+)

is the retarded fermion-boson response, where ν is the real
energy, and − 1

π
Img(ν + ı0+) is the DOS. We do not use the

maximum entropy method, for reasons explained below, and
instead perform the analytical continuation νn → ν + ı0+ of
g and ∞Lloc via Padé approximants [89]. Similar to Ref. [90],
we improved the result for the DOS by averaging the Padé
approximants corresponding to a variable number of input
points g(νn), where 32 � nmax � 256.6 In order to obtain an
accurate result for ∞Lloc(νn), we use the method described in
Ref. [42], but the numerical error is nevertheless larger than
that of g(νn), due to the vertex corrections. In the following,
we present Padé results for ∞Lloc(ν + ı0+) that were chosen
based on qualitative consistency with the DOS and quantita-
tive agreement with sum rules.

The full black line in the top panel of Fig. 10 shows the
DOS of the half-filled Hubbard model (1) in the moderately
correlated regime U/t = 8 for a temperature T/t = 0.15. The
dashed line shows the DOS for the same parameters but at
5% hole doping. For the chosen parameters, and due to the
particle-hole asymmetry of the triangular lattice, only the right
Hubbard band is fully formed. In this setting some care is
required to gain confidence in the qualitative features of the
spectrum: We tested the maximum entropy method to perform
the analytical continuation, however, it persistently predicts
a peak just below the Fermi level, also for different default
models (not shown, see also Ref. [84]). In contrast, our Padé
spectra do not predict a two-peak structure near the Fermi
level, neither in the result shown in Fig. 10, nor in further tests
where we changed the interaction and the temperature. Fur-
thermore, the Padé spectra in the figure are in good qualitative
agreement with numerical renormalization group results (not
shown), which are reliable for small frequency [91,92].

6We keep the number of Padé coefficients fixed to the number of
input points, whereas Ref. [90] explores more sophisticated options
to improve the Padé spectra.

FIG. 10. Response of the DOS to an applied field. Top: black
lines show the DOS of the correlated Hubbard model on the trian-
gular lattice in DMFT approximation at half-filling (full) and for 5%
doping (dashed). Bottom: the thick black line shows the finite differ-
ence (51). Red lines indicate the charge response, positive (negative)
spectral weight implies increase (decrease) of the DOS (see also
straight red arrows in the top panel). Blue lines and wiggly arrows
indicate response to a magnetic field. Black-white version, bottom
panel: the charge response changes its sign near the maximum of the
upper Hubbard band.

The number of peaks in the DOS is relevant for the number
of zero crossings of the charge response ∞Lch

loc. This is intuitive
from the noninteracting limit, where the DOS responds to a
change of the chemical potential with a mere shift along the
energy axis. The dashed DOS in the top panel of Fig. 10 shows
that this is still the main effect in the interacting system. The
doping of 5% corresponds to a shift |�μ|/t ∼ 0.56 of the
chemical potential from its value at half-filling �μ = μhf −

μ5%, and we can obtain an approximation for the retarded
charge response as

−
1

π
Im ∞Lch

loc(ν + ı0+) ≈ −
DOShf(ν) − DOS5%(ν)

�μ
, (51)

which is the black line in the bottom panel of Fig. 10.
Positive (negative) spectral weight of this function indicates
an increase (decrease) of the DOS upon doping relative to its
value at half-filling. Straight red arrows indicate these trends
in the top panel. The shift of a peak to the right, for example,
of the upper Hubbard band, requires that the charge response
has negative weight to the left and positive weight to the right
of the peak. It is therefore plausible that the existence of a
peak requires a zero crossing of the charge response ∞Lch. On
the other hand, the DOS is flat between the quasiparticle peak
and the lower Hubbard band and hence the charge response is
almost zero in this region.
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We discuss our results for the retarded fermion-boson
response that we obtained using Padé approximants. The thin
red lines in the bottom panel of Fig. 10 show five Padé
results that correspond to different numbers of input points
for the Matsubara charge response ∞Lch

loc(νn). The spectra
shown in the figure were selected on the basis of qualitative
agreement with the finite difference (51), where in particular
the number and position of the zero crossings are in good
agreement. The bottom panel of Fig. 10 also shows the
response − 1

π
Im ∞L

sp
loc(ν + ı0+) to a small magnetic field h.

The result is very different from the charge channel since it
discriminates between occupied and unoccupied states. The
DOS is enhanced for ν < 0 and suppressed for ν > 0, where
one should note that the DOS shows the spin-↑ states, whereas
for the spin-↓ states the sign of ∞Lsp is reversed. The net
effect of the magnetic field is therefore to increase (decrease)
the occupancy of spin-↑ (- ↓) states, as expected. We note
that as a benchmark for our Padé spectra we tested two sum
rules for the retarded fermion-boson response function [48]:
The total integral over Im ∞Lα

loc(ν + ı0+) vanishes7 since the
spectral weight of the DOS is conserved, and the integral
2
π

∫ +∞

−∞
dν n f (ν)Im ∞Lα

loc(ν + ı0+) yields the total response
∞X α , where n f is the Fermi function. We verified for α =

ch, sp that both of these sum rules are indeed satisfied within
few percent accuracy.

Lastly, we relate our observations to the Fermi liquid
relations that were derived in Sec. III C for the case of zero
temperature. In this respect, one may note that Fig. 10 shows
that a shift of μ or h leads to a redistribution of spectral
weight across the entire spectrum, which includes both the
response of coherent quasiparticles but also of incoherent
states far from the Fermi level. However, the response of
incoherent states plays a quite different role in the charge and
spin channels. For example, the charge response of the upper
Hubbard band in Fig. 10 roughly cancels upon integration,
while the magnetic response does not change its sign, hence,
the integral over this region does not cancel.

This explains intuitively the behavior of the total response
near the Mott transition at zero temperature: In this limit,
the total charge response ∞X ch is given by the integral
2
π

∫ 0
−∞

dν Im ∞Lch
loc(ν + ı0+), where for Z → 0 one integrates

merely over the lower Hubbard band, whose positive and neg-
ative contributions to the integral cancel and ∞X ch vanishes.
In contrast, the corresponding integral over the magnetic
response of the lower Hubbard band does not vanish. For this
reason, it is plausible that the total magnetic response ∞X sp

remains finite at the Mott transition, consistent with the results
in Fig. 3 for finite temperature. Furthermore, we showed in
Sec. III D that the static charge response ∞Lch approaches
the dynamic response 0Lch [see Eq. (39)]. According to the
Ward identity (17), 0Lch

loc is given as the frequency derivative
of the Green’s function dg(ν)/dν, and therefore in the limit
Z, T → 0 the charge response of the Hubbard bands is given
by d DOS(ν)/dν.

7The integral over the retarded response is zero but the integral over
the causal response yields the total response. See also Eq. (D10) for
the relation between retarded and causal responses.

V. SUMMARY AND DISCUSSION

Over the course of this work, we have highlighted the
important role that two-particle quantities play for the Fermi
liquid theory. An example is the response function Lkq, which
describes the response of individual electronic states with
momentum and energy k = (k, ν) to an applied field, its
integral over k yields the susceptibility Xq [see Fig. 1(b)].
Often, one is interested in the static homogeneous response,
that is, the response to a time-independent homogeneous field.
Therefore, of particular importance is the forward-scattering
limit q → 0, where q comprises the transferred momentum
q and energy ω of particle-hole scatterings. However, in the
Fermi liquid the forward-scattering limit is ambiguous since
these limits do not commute, which is a consequence of the
pole of weight Z at the Fermi level (cf. Secs. II B and II C).
One refers to the two ambiguous forward-scattering limits as
the static and the dynamic homogeneous limit, respectively.

One may say that the main line of thought in the derivation
[27,28,63] of the Fermi liquid theory is to express the physical
static homogeneous limit of several two-particle quantities
in terms of the unphysical dynamic homogeneous limit. The
latter is then treated as a free parameter.

For example, closely related to the response function L is
the three-leg vertex � (see Fig. 1). Its static limit ∞� can
be expressed in terms of the dynamic limit 0�. The latter
can be calculated at the Fermi level using Ward’s identity
0� = Z−1, where Z is assumed to be known, for example,
from the experiment. In turn, the three-leg vertex � arises
from the vertex function F [see Fig. 1(a)]. The static vertex
∞F can be expressed in terms of the dynamic vertex 0F , which
defines the Landau parameters f ∝ 0FZ2 (see Sec. II C), also
assumed to be known. As a result, the quasiparticle weight Z ,
the Landau parameters f, and the density of states D(0) are the
only free parameters of the Fermi liquid theory.

We applied the DMFT approximation to the Bethe-Salpeter
equation and arrived at the well-known Fermi liquid rela-
tion for the total static response (see Sec. III C) ∞X α =

−2ıD∗(0)/(1 + fα ), where D∗(0) is the quasiparticle DOS
at the Fermi level and f ch, f sp are the Landau parameters. In
DMFT one routinely calculates the total static response ∞X .
Thus, when the latter is known, the Landau parameters can be
obtained using the exact expression

fα = −1 − 2ıD∗(0)/ ∞X α. (52)

If f → −1, a Pomeranchuk instability to the phase separation
(α = ch) or to ferromagnetism (α = sp) occurs. This criterion
is of course equivalent to the divergence of the total response
∞X α in Eq. (52). We considered the behavior of the Landau
parameters at the interaction-driven Mott transition at zero
temperature, where f ch diverges ∝Z−2, and f sp diverges ∝Z−1.
Our DMFT calculations at finite temperature confirmed the
result for f ch (see Sec. IV D), while our eigenvalue analysis
of the Bethe-Salpeter equation showed that the divergences
associated to the spin channel are visible only at much lower
temperatures than in the charge channel (cf. Sec. IV E).

Remarkably, in order for the total charge response d〈n〉

dμ
to

vanish at the Mott transition, it is required that the forward-
scattering amplitude ∞F ch

00 diverges ∝Z−1 [cf. Eq. (36)]. A
further peculiar relation followed for the response function L
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(see Sec. III D). At the Mott transition, and presumably within
the entire Mott phase, the response of the Hubbard bands
to the chemical potential is given by the dynamic response
∞Lch = 0Lch. According to the Ward identity, it follows that
(cf. Sec. II D)

dGkν

dμ
=

dGkν

dν
(T, Z → 0), (53)

where G is the causal Green’s function, μ the chemical
potential, and ν the real frequency. The physical background
of Eq. (53) is that in the Fermi liquid ∞Lch and 0Lch differ by a
coherent quasiparticle contribution. The latter vanishes at the
Mott transition.

In the spin channel, the equivalence of ∞Lsp and 0Lsp does
not occur. In the interacting Fermi liquid, both the coherent
quasiparticles and incoherent states contribute to the change
of the magnetization due to the magnetic field h. At the
Mott transition, the coherent contribution vanishes, while the
incoherent one does not (cf. Sec. IV F). As a consequence,
∞Lsp and 0Lsp are different in the Mott phase. We verified
that ∞Lch = 0Lch and ∞Lsp �= 0Lsp hold in the exactly solvable
Hubbard atom at T = 0 (see Appendix F).

At the two-particle level, the Mott transition is character-
ized by the divergence of the dynamic homogeneous three-leg
vertex 0�.8 This sets this phase transition apart from the
more conventional charge and spin Pomeranchuk instabilities,
signaled by divergences of the static vertices ∞�ch = 1 − d�

dμ

and ∞�sp = 1 − d�
dh

. The latter associate a conjugate field
with the respective transition, while 0� = 1 − d�

dν
= Z−1 does

not.9 It is nevertheless possible to study the Mott transition
in a similar way, by an analysis of the leading eigenvalue
of the Bethe-Salpeter equation for a transferred frequency
ω �= 0.

In our DMFT calculations, this analysis reveals the scat-
tering mechanism that drives the divergence of 0� at the
Mott transition: On the Fermi liquid side, the divergence is
driven by scatterings at many lattice sites, while in the Mott
insulator the scattering amplitude diverges at each site on
its own. This shows how smoothly DMFT captures the
breakdown of the Fermi liquid picture at the transition point
(Sec. IV E).

It follows that the maximum dλmax(U )/dU = 0 of the
leading eigenvalue of the Bethe-Salpeter equation (41) may be
used to distinguish between the metal and the Mott regimes:
In the metal regime, the effect of scatterings at many lattice
sites increases with U , and in the Mott regime this effect
decreases (see Fig. 8). We find that this criterion is consistent
with the drop in the spectral weight at the Fermi level, which
is often used to determine the critical interaction UM of the
transition/crossover (see Fig. 2).

8A relation of the dynamic three-leg vertex to quasiparticle critical-
ity also exists at finite wave vectors [100,101].

9A conjugate field and order parameter for the Mott transition are
known in the limit of infinite dimensions [102].

VI. CONCLUSIONS

We have presented a comprehensive analysis of the micro-
scopic Fermi liquid theory of the single-band Hubbard model
and of the Mott-Hubbard transition in the paramagnetic sector.
In particular, we have completely characterized the theory at
the two-particle level obtaining complete information about
the Landau parameters describing the residual interactions
between the heavy quasiparticles with quasiparticle weight Z ,
which vanishes at the Mott transition.

We applied the dynamical mean-field theory (DMFT) ap-
proximation to the Bethe-Salpeter equation and derived the
Fermi liquid expression ∞X = −2ıD∗(0)/(1 + f), where ∞X

is the total static homogeneous response function, D∗(0) the
quasiparticle density of states at the Fermi level, and f is
a Landau parameter. This well-known result is thus valid
in DMFT for an arbitrary lattice dispersion and it allows
to calculate the Landau parameters explicitly from D∗(0)
and ∞X .

Within DMFT the vertex function does not depend on the
fermionic momenta. This implies that spatially inhomoge-
neous deformations of the Fermi surface are not allowed. As a
result, we have only two Landau parameters, f ch (symmetric)
and f sp (antisymmetric), which correspond to the lowest-
order (l = 0) Legendre coefficients in the continuum. The two
Landau parameters correspond to the two basic Pomeranchuk
instabilities of the single-band Hubbard model which can be
captured in DMFT, namely, the uniform charge phase sepa-
ration and ferromagnetic ordering. In order to obtain Landau
parameters of higher order, it would be necessary to account
for a momentum dependence of the one- and two-particle
self-energies.

At the interaction-driven Mott transition at zero temper-
ature we find that the symmetric Landau parameter f ch di-
verges ∝Z−2, where Z is the quasiparticle weight, while
the antisymmetric one f sp diverges ∝Z−1. The result for
f ch is in agreement with the variational Gutzwiller approach
to the interaction-driven metal-insulator transition [11]. On
the other hand, f sp remains finite in the Gutzwiller picture,
and the homogeneous spin susceptibility diverges since this
approximation does not capture the effective exchange [23],
as DMFT does. We verified the scaling of f ch with Z in
DMFT calculations for the half-filled Hubbard model on the
triangular lattice at finite temperature, however, we were not
able to observe the expected behavior of f sp. We suspect that
this is due to the correspondence of this Landau parameter to
ferromagnetic correlations, which are very weak for interme-
diate interaction, and that calculations at zero temperature or
at the doping-driven Mott transition for large interaction [93]
may confirm our analytical result.

The Ward identity implies the divergence of the dynamic
three-leg vertex 0� = Z−1 and of the dynamic limit of the
vertex function 0F at the critical interaction UM of the Mott
transition. Our numerical results show that the scattering
mechanism that leads to these divergences is nonlocal on the
Fermi liquid side and local on the Mott side of the transition,
which allows to pinpoint the Mott transition/crossover via an
eigenvalue analysis of the Bethe-Salpeter equation, somewhat
reminiscent of the fix-point analysis of Ref. [94].
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An exact result of our analysis is that the vanishing of the
total charge response ∞X ch at the Mott transition requires the
static forward-scattering vertex ∞F ch to diverge, as predicted
in Ref. [54], and we find that it scales with the quasiparticle
weight as ∝Z−1.

It is tempting to connect the divergence of the charge vertex
∞F ch to the proximity of the Mott insulator to a phase sepa-
ration instability of the doped Hubbard model, which can be
captured in DMFT by virtue of its frequency-dependent two-
particle self-energy [21,95]. We speculate that nonlocal effects
beyond DMFT increase the tendency toward phase separation
in low-dimensional Hubbard models, and in particular in two
dimensions. The calculation of the vertex function across the
doping-driven Mott transition thus seems to be an appealing
outlook. However, the finite-doping analysis would require to
carefully handle the existence of two solutions leading to the
finite-temperature first-order Mott transition.

We further discussed the response of individual electronic
states to a change of the chemical potential or magnetic field.
The analytical continuation of this response function to the
real axis can be done by means of the Ward identity. We
showed that at the Mott transition the charge response of
the Hubbard bands is given by the dynamic response, hence,
dG
dμ

= dG
dν

at the Mott transition, where G is Green’s function,
μ the chemical potential, and ν the real frequency. We verified
that this relation holds in the exactly solvable atomic limit of
the Hubbard model.
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APPENDIX A: CAUSAL GREEN’S FUNCTION

We relate the causal Green’s function to the retarded,
advanced, and Matsubara Green’s functions. The causal and
the Matsubara Green’s functions are defined as

Gc
kσ (t ) = −ı〈Tt ckσ (t )c†

kσ
(0)〉, (A1)

Gm
kσ (τ ) = −〈Tτ ckσ (τ )c†

kσ
(0)〉, (A2)

respectively, where t is the real time and τ the imagi-
nary time. We perform the frequency transforms Gc(ν) =
∫ +∞

−∞
eıνt G(t )dt and Gm(νn) =

∫ β

0 eıνnτ G(τ )dτ , where ν and

νn are real and Matsubara frequency, respectively. The spin
label σ will be dropped. We further define the greater and
lesser Green’s functions

G>
k (ν) =

∑

i j

w j |〈 j|ck|i〉|
2δ(ν − Ei + E j ),

(A3)

G<
k (ν) =

∑

i j

wi|〈 j|ck|i〉|
2δ(ν − Ei + E j ),

where Ei and |i〉 are the eigenenergies and eigenvectors of
the Hubbard model (1), wi = e−βEi

Z
, and Z =

∑

i e−βEi is the
partition sum.

The spectral density can be written as Sk(ν) = G>
k (ν) +

G<
k (ν). We use S, G>, and G< to express the retarded (r),

advanced (a), causal (c), and the Matsubara Green’s functions
(m):

Gc
k(ν) =

∫ ∞

−∞

{

G>
k (ν ′)

ν − ν ′ + ı0+
+

G<
k (ν ′)

ν − ν ′ − ı0+

}

dν ′,

Gm
k (νn) =

∫ ∞

−∞

Sk(ν ′)

ıνn − ν ′
dν ′,

G
r/a

k (ν) =

∫ ∞

−∞

Sk(ν ′)

ν − ν ′ ± ı0+
dν ′. (A4)

Here, 0+ is a positive-infinitesimal real number. The retarded
and advanced Green’s functions arise by analytical continu-
ation of Gm(ıνn → ν ± ı0+) into the upper/lower complex
half-plane, respectively. The right superscripts r, a, c, m that
are used here must not be confused with the left superscript
r = |q|/ω, nor with the channel label α.

We express the causal Green’s function in terms of the
retarded and advanced ones. Using the identity

1

x + ı0+
−

1

x − ı0+
= −2π ıδ(x), (A5)

we reformulate Gc in Eq. (A4) as

Gc
k(ν) = Gr

k(ν) + 2π ıG<
k (ν)

= Gr
k(ν) + 2π ıSk(ν)n f (ν)

= ReGr
k(ν) + ı[1 − 2n f (ν)]ImGr

k(ν)

= n f (−ν)Gr
k(ν) + n f (ν)Ga

k(ν). (A6)

In the first line we used Eq. (A5). From the first to the second
line we used the fluctuation-dissipation theorem G<

k (ν) =

e−βνG>
k (ν) = Sk(ν)n f (ν), where n f (ν) = (eβν + 1)−1 is the

Fermi function. From the second to the third line we used
the relation between the spectral density and the retarded
Green’s function Sk(ν) = − 1

π
ImGr

k(ν). In the last step we
used 1 = n f (−ν) + n f (ν) and Ga = (Gr )∗.

Note that the causal Green’s function is
not positive/negative definite and integrates to

1
2π

∫ +∞

−∞
dν Gc

kσ (ν) = ı[〈nkσ 〉 − 1
2 ], which can be seen by

integrating its Lehmann representation (A4).

APPENDIX B: DECOMPOSITION OF THE STATIC

RESPONSE

We derive Eqs. (20) and (21) in the main text. k, q imply
momenta and real frequencies, the temperature is zero. We
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begin with Eq. (12), which we multiply with the static limit of
the bubble ∞G2

k′ and integrate over k′, then we add 1 on both
sides:

1 +

∫

k′

∞Fkk′
∞G2

k′

= 1 +

∫

k′

0Fkk′
∞G2

k′ +

∫∫

k′k′′

0Fkk′′Rk′′
∞Fk′′k′

∞G2
k′ . (B1)

We have dropped the label α. We identify the static three-leg
vertex ∞�k = 1 +

∫

k′
∞Fkk′

∞G2
k′ on the left-hand side. In the

second term of the right-hand side we express the static limit
∞G2 through the discontinuity R and the dynamic limit 0G2

[cf. Eq. (9)], ∞G2
k′ = 0G2

k′ + Rk′ , leading to

∞�k = 1 +

∫

k′

0Fkk′
0G2

k′ +

∫

k′

0Fkk′Rk′

+

∫∫

k′k′′

0Fkk′′Rk′′
∞Fk′′k′

∞G2
k′ .

In the first line we identify the dynamic three-leg vertex 0�k =

1 +
∫

k′
0Fkk′

0G2
k′ , and in the second line we exchange the labels

k′ ↔ k′′ of the double integral and factor out a term 0Fkk′Rk′ :

∞�k = 0�k +

∫

k′

0Fkk′Rk′

(

1 +

∫

k′′

∞Fk′k′′
∞G2

k′′

)

. (B2)

The braces yield ∞�k′ , which leads to Eq. (20) in the main
text.

We multiply Eq. (B2) by ∞G2
k ; this yields the static

fermion-boson response function ∞Lk = ∞G2
k

∞�k on the left-
hand side

∞Lk = ∞G2
k

0�k + ∞G2
k

∫

k′

0Fkk′Rk′
∞�k′ .

We use ∞G2
k = 0G2

k + Rk in both terms on the right-hand side

∞Lk = 0G2
k

0�k + 0G2
k

∫

k′

0Fkk′Rk′
∞�k′

+ Rk
0�k + Rk

∫

k′

0Fkk′Rk′
∞�k′ .

The dynamic fermion-boson response 0Lk = 0G2
k

0�k arises in
the first line; in the second line we use Eq. (20), which simply
yields Rk

∞�k , hence,

∞Lk = 0Lk + Rk
∞�k + 0G2

k

∫

k′

0Fkk′Rk′
∞�k′ .

We introduce a trivial integration and factor out a term
Rk′

∞�k′ :

∞Lk = 0Lk +

∫

k′

(

δkk′ + 0G2
k

0Fkk′

)

Rk′
∞�k′ ; (B3)

this is Eq. (21) in the main text. Note that δkk′ implies a factor
2πN .

APPENDIX C: STATIC RESPONSE IN DMFT

We derive Eq. (34) for the static response ∞Lk in DMFT.
To this end, we insert the expression for the discontinuity Rk

in Eq. (9) into Eq. (B3) (note that the label α is dropped):

∞Lkν = 0Lkν +
1

2πN

∫

ν ′

∑

k′

(

2πNδkk′δνν ′ + 0G2
kν

0Fνν ′

)

× [−2π ıZ2δ(ν ′)δ(ε̃k′ − μ)] ∞�ν ′ . (C1)

Here, we have made all energy-momentum dependencies
k = (k, ν) and the prefactors of

∫

k
= 1

2πN

∫

ν

∑

k and δkk′ =

2πNδkk′δνν ′ explicit. We used that Z , �, and F do not depend
on k (or k′) in DMFT. We perform the integration/summation
in Eq. (C1):

∞Lkν = 0Lkν − 2π ıZ2δν0δ(ε̃k − μ) ∞�0

− ıZ2D∗(0) 0G2
kν

0Fν0
∞�0, (C2)

where we used the definition of the quasiparticle DOS,
D∗(0) = 1

N

∑

k δ(ε̃k − μ). According to Eqs. (32) and (33),
the static three-leg vertex at the Fermi level can be expressed
in terms of the total response ∞�0 = ∞X [−2ıZD∗(0)]−1.
Using this expression in Eq. (C2) and factoring out ∞XZ/2
leads to Eq. (34).

APPENDIX D: WARD IDENTITY AND ANALYTICAL

CONTINUATION OF THREE-POINT FUNCTIONS

We derive an exact relation between the Matsubara and
real-axis notation of three-point correlation functions by
means of the Ward identity. For further information see also
Refs. [86,87].

First, we note that the last line of Eq. (A6) demon-
strates that the causal Green’s function Gc(ν) can be de-
composed into two functions that are analytical either in the
upper or lower complex half-plane Gc(ν) = n f (−ν)Gr (ν) +

n f (ν)Ga(ν). The analytic regions of Gr and Ga combined
cover the entire complex plane C and their prefactors are
given by the Fermi function n f . Gr and Ga can be obtained
from the Matsubara Green’s function Gm(νn) by analytical
continuation into the upper or lower half-plane. Equation (A6)
therefore allows to recover Gc from Gm.

Our strategy is to find a similar decomposition of the causal
fermion-boson response function Lc(ν, ω) into several com-
ponent functions, whose analytic regions cover the entire C

2

space spanned by their two complex arguments. These com-
ponent functions are supposed to arise by analytical continua-
tion of the Matsubara correlation function Lm(νn, ωm). In prin-
ciple, this task could be approached from the Lehmann repre-
sentations of Lc and Lm [86,96], which is however tedious. We
choose a simpler approach here using the Ward identity.

1. Fermion-boson response function

We define the causal fermion-boson response function

Lc,α
kq (t1, t2, t3) =

ı〈n〉

2

∑

σ

Gc
kσ (t1 − t2)δqδα,ch

+ (ı)2 1

2

∑

σσ ′

sα
σ ′σ

〈

Tt ckσ (t1)c†
k+q,σ ′ (t2)ρα

q (t3)
〉

,

(D1)

where sα are the Pauli matrices (α = ch, x, y, z) and
ρα

q = 1
N

∑

k c
†
kσ

sα
σσ ′ck+q,σ ′ is the respective density operator
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〈n〉 = 〈n↑〉 + 〈n↓〉. The correlation function in Eq. (D1) de-
pends on three real times ti. One obtains the Matsubara
response Lm by replacing ti → τi, Gc → Gm, and omitting
the factor ı in the first line and the factor ı

2 in the second
line of Eq. (D1). We note that the term in the first line
cancels an uncorrelated part of the charge (α = ch) correlation
function. The (connected) susceptibility is given by X c,α

q (t −

t ′) = 2
N

∑

k Lc,α
kq (t ′, t ′, t ).

The transformation of Lc in Eq. (D1) to the frequency
domain is defined as

Lc(t1, t2, t3) =
1

(2π )2

∫∫ +∞

−∞

Lc
νωe−ı[νt1−(ν+ω)t2+ωt3]dν dω.

(D2)

The analogous transform of Lm follows by the replacement
(2π )−1

∫ +∞

−∞
dν → T

∑

νn
, where νn is a fermionic Matsubara

frequency, and likewise for the bosonic frequencies ω and ωm.

2. Ward identity

The Ward identity is an exact relation between the re-
sponse function Lc in Eq. (D1) and the single-particle Green’s
function Gc. It arises from the continuity equation ∂tρ

α (t ) =

ı[ρα (t ), H] of the density operator ρα [97]. For the Matsubara
response Lm this derivation is exercised in Ref. [72]; here
we merely state the result for the causal response Lc in the
homogeneous limit q = q0 = 0:

−ωLc,α
kν

(q0, ω) = Gc
k,ν+ω − Gc

kν

= n f (−ν − ω)Gr
k,ν+ω + n f (ν + ω)Ga

k,ν+ω

− n f (−ν)Gr
kν − n f (ν)Ga

kν . (D3)

Note that the correlation functions in the first line are causal.
From the first to the second line we used Eq. (A6) to express
the causal Green’s function Gc through the retarded and
advanced Green’s functions Gr , Ga, and the Fermi function
n f . Note that the limit ω → 0 of Eq. (D3) implies Eq. (17) in
the main text.

We like to relate the expression in Eq. (D3) to the Mat-
subara response Lm. As shown in Appendix A of Ref. [72], a
similar Ward identity holds for Lm:

−ıωmLm,α
kνn

(q0, ωm) = Gm
k,νn+ωm

− Gm
kνn

, (D4)

which is a relation between Matsubara correlation functions;
note, however, the similarity to Eq. (D3).

3. Analytical continuation

The analytic continuation of the right-hand side of
Eq. (D4) can be performed into four analytic regions by
replacing ı(νn + ωm) → ν + ω ± ı0+ and ıνn → ν ± ı0+.
On the right-hand side this gives rise to the retarded and ad-
vanced Green’s functions Gr and Ga, respectively. We denote
the four combinations explicitly as

−ωLrr,α
kν

(q0, ω) = Gr
k,ν+ω − Gr

kν,

−ωLra,α
kν

(q0, ω) = Gr
k,ν+ω − Ga

kν,

−ωLar,α
kν

(q0, ω) = Ga
k,ν+ω − Gr

kν,

−ωLaa,α
kν

(q0, ω) = Ga
k,ν+ω − Ga

kν . (D5)

We use these expressions to rewrite Eq. (D3) as

−ωLc,α
kν

(q0, ω) = −ω
{

n f (−ν − ω)Lrr,α
kν

(q0, ω)

+ [n f (ν + ω) + n f (−ν) − 1]Lar,α
kν

(q0, ω)

+ n f (ν)Laa,α
kν

(q0, ω)
}

. (D6)

We have decomposed the causal response Lc into retarded
and advanced component functions Lrr, Lar , and Laa, which
can be readily obtained from the Matsubara response Lm.10

We are thus able to recover Lc from the latter by analytical
continuation.

4. Static homogeneous limit

Strictly speaking, Eq. (D6) can only be used to perform the
analytic continuation for q = q0 = 0 and ω �= 0, the dynamic
homogeneous limit. However, it is possible to show that that
Eq. (D6) also holds in the static homogeneous limit ω = 0.
We demonstrate this here explicitly for the homogeneous
magnetic response.

To this end, we assume an infinitesimal magnetic field δh

along the z axis, the Ward identity in Eq. (D3) can then be
written in the transversal channels α = x, y as11

(2σδh − ω)Lc,α=x,y

kν
(q0, ω) = Gc

k,ν+ω,−σ − Gc
kνσ . (D7)

We can now safely set ω = 0, leading to the static homoge-
neous limit ∞Lc

kν = lim
q→0

lim
ω→0

Lc
kν (q, ω), divide by δh on both

sides, and obtain for σ =↑

∞L
c,α=x,y

kν
=

Gc
kν↓ − Gc

kν↑

2δh

=
Gc

kν↓ − Gc
kν (h = 0)

2δh
−

Gc
kν↑ − Gc

kν (h = 0)

2δh

= −
dGc

kν↑

dh
= −n f (−ν)

dGr
kν↑

dh
− n f (ν)

Ga
kν↑

dh
.

(D8)

In the second line we added and subtracted Green’s function
at vanishing field h = 0, leading to the zero-field derivative
dGσ

dh
=

Gσ (δh)−Gσ (h=0)
δh

. In the first step of the last line we
used that both spin species respond in opposite ways to the
magnetic field dG↑

dh
= −

dG↓

dh
. In the last step we used again

Eq. (A6).

10Lra is redundant since Lra
k,ν+ω(−ω) = Lar

kν (ω).
11The derivation of Eq. (D8) needs to be done from the transversal

spin channels: bubbles of type G↑G↓ are used to construct the
transversal magnetic response Lx,y from the Bethe-Salpeter equation.
The magnetic field δh lifts the degeneracy of the poles of G↑ and G↓.
Therefore, the limits q → 0 and ω → 0 of the bubble G↑G↓ com-
mute for δh �= 0, which can be seen easily in the noninteracting case.
Taking the limits q → 0, ω → 0, and subsequently the limit δh →

0 then leads to the static homogeneous limit, lim
q→0

lim
ω→0

L
x,y

kν (q, ω).

Hence, in Eq. (D7) ω goes effectively to zero before q, which can
not be achieved without a symmetry-breaking field [cf. Eq. (D3)].
This trick does not work in the channel α = z; in this channel the
response function Lz is constructed from bubbles of the type Gσ Gσ ,
hence, δh does not lift the degeneracy of the poles.
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An analogous calculation for the Matsubara response Lm

leads to

∞L
m,α=x,y

kνn
= −

dGm
kνn↑

dh
. (D9)

By rotational invariance Eqs. (D8) and (D9) also hold in the
longitudinal spin channel α = z. Furthermore, similar results
hold for the charge channel α = ch [28], where one has to
replace the magnetic field h by the chemical potential μ.

The analytical continuation of Eq. (D9) is straightforward.
There are only two distinct options, ıνn → ν ± ı0+, giving
rise to the retarded and advanced Green’s functions, e.g.,
∞Lrr,sp = − dGr

dh
and ∞Laa,sp = − dGa

dh
.

Using Eq. (D9) we can write Eq. (D8) as
∞Lc,α

kν
= n f (−ν) ∞Lrr,α

kν
+ n f (ν) ∞Laa,α

kν
. (D10)

We are therefore allowed to divide Eq. (D6) by −ω and use the
result also in the static homogeneous limit ω = 0. We verified
from the Lehmann representation of Lc and Lm of the Hubbard
atom (cf. Appendix F) that Eq. (D6) yields the correct causal
response Lc. This equation was derived for the homogeneous
limit q = q0 of L but we suspect that it displays the analytical
continuation of any fermion-boson response function.

APPENDIX E: DYNAMIC LIMIT OF

THE THREE-LEG VERTEX

We derive Eq. (46) for the homogeneous three-leg vertex
�α

ν (q0, ω �= 0) in the DMFT approximation from the Ward
identity (45) of the AIM. In this section, ν and ω are Matsub-
ara frequencies.

Making use of the DMFT self-consistency condition (25),
gν = 1

N

∑

k Gkν , one writes Eq. (45) as

�ν+ω − �ν =
T

N

∑

k′ν ′

γ α
νν ′ωGk′ν ′Gk′,ν ′+ω

[

G−1
k′ν ′ − G−1

k′,ν ′+ω

]

.

In the brackets on the right-hand side we insert the definition
of the DMFT Green’s function in Eq. (26) and divide both
sides by −ıω:

−
�ν+ω − �ν

ıω
=

T

N

∑

k′ν ′

γ α
νν ′ωGk′ν ′Gk′,ν ′+ω

[

1−
�ν ′+ω − �ν ′

ıω

]

.

(E1)

We now consider the Bethe-Salpeter equation for the vertex
function

Fα
νν ′ (q, ω) = γ α

νν ′ω +
T

N

∑

k′′ν ′′

γ α
νν ′′ωGk′′ν ′′Gk′′+q,ν ′′+ωFα

ν ′′ν ′ (q, ω),

(E2)

which is equivalent to Eq. (41) [71]. We multiply Eq. (E2)
with the bubble Gk′Gk′+q, sum over k′ = (k′, ν ′), and evaluate
the resulting equation at q = (q0 = 0, ω), leading to

T

N

∑

k′ν ′

Fα
νν ′ (q0, ω)Gk′ν ′Gk′,ν ′+ω

=
T

N

∑

k′ν ′

γ α
νν ′ωGk′ν ′Gk′,ν ′+ω

×

[

1 +
T

N

∑

k′′ν ′′

Fα
ν ′ν ′′ (q0, ω)Gk′′ν ′′Gk′′,ν ′′+ω

]

. (E3)

In the steps leading to Eq. (E3) the summation labels ν ′ and
ν ′′ on the right-hand side were exchanged. By comparison of
Eqs. (E1) and (E3) we find that they actually express the same
integral equation. We can therefore identify

−
�ν+ω − �ν

ıω
=

T

N

∑

k′ν ′

Fα
νν ′ (q0, ω)Gk′ν ′Gk′,ν ′+ω. (E4)

Adding 1 on both sides and using the definition of the three-
leg vertex in Eq. (42), we arrive at Eq. (46).

APPENDIX F: HUBBARD ATOM

We derive the static and dynamic limits of the response
function L for the Hubbard atom with Hamiltonian H =

Un↑n↓ − μ(n↑ + n↓) − h(n↑ − n↓).

1. Correlation functions

Using the basis set {|0〉, |↑〉, |↓〉, |�〉} we can calculate the
causal Green’s function Gc using the Lehmann representation
in Appendix A (we drop the label c):

Gσ (ν) =
1

Z

[

e−βμ

ν + μ + σh + ı0+
+

e−βσh

ν − U + μ + σh + ı0+

+
e+βσh

ν + μ + σh − ı0+
+

e−β(U−μ)

ν − U + μ + σh − ı0+

]

,

(F1)

where Z = e−hβ + e+hβ + e−μβ + e−(U−μ)β is the partition
function, β = 1

T
the inverse temperature.

The response function L(ν, ω) can be calculated from
the Lehmann representation of Eq. (D1) [86]. However, to
evaluate this function at ω = 0 (static) and in the limit ω → 0
(dynamic), which are in general not equivalent, it is much
more convenient to use the Ward identities (15), (16), and
(17). These yield the static limits ∞Lch, ∞Lsp and the dynamic
limit 0Lch = 0Lsp = 0L as derivatives of Green’s function with
respect to μ, h, and ν, respectively. For μ = U

2 and h = 0 we
obtain for the dynamic limit

0L (ν) = −
dGσ (ν)

dν

=
1

Z

[

e− U
2 β

(

ν + U
2 + ı0+

)2 +
1

(

ν − U
2 + ı0+

)2

+
1

(

ν + U
2 − ı0+

)2 +
e− U

2 β

(

ν − U
2 − ı0+

)2

]

. (F2)

According to Eq. (21), the static limit can be expressed
through the dynamic one and a remainder ∞Lα = 0L + Lα . In
the Hubbard atom we can indeed express the static limit in
this way. We obtain the following remainder functions for the
charge and spin channels:

L
ch(ν) =

βe− U
2 β

Z

[

1

ν + U
2 + ı0+

−
1

ν − U
2 − ı0+

]

,

L
sp(ν) =

β

Z

[

1

ν − U
2 + ı0+

−
1

ν + U
2 − ı0+

]

. (F3)
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FIG. 11. The causal Green’s function G (black), the static charge
response dG

dμ
(red), and the dynamic response dG

dν
(blue) of the

half-filled Hubbard atom as a function of the real frequency ν.
Top: T = 0.2, the static and dynamic responses differ appreciably.
Bottom: T = 0.1, the limits almost coincide, at the same time the
charge susceptibility is suppressed (see insets), the latter is given
as the integral under the red curve (× − π−1). Arrows indicate
the enhancement/decrease of Green’s function according to the red
curve due to δμ > 0.

In the charge channel the remainder Lch vanishes as β →

∞; in this limit, therefore, ∞Lch(ν) = 0L (ν), as expected.
Hence, also the charge susceptibility vanishes, ∞X ch =

2
2π

∫ +∞

−∞
dν ∞Lch(ν) = −ı2βe−β U

2 Z−1 → 0. The remaining
charge response of the Hubbard peaks is given by 0L (ν). It
does not lead to a response of the density 〈n〉 since the integral
0X = 2

2π

∫ +∞

−∞
dν 0L (ν) is zero. Note that Lch does not vanish

for T > 0, where the charge susceptibility is finite.
In the spin channel the remainder Lsp diverges ∝β, which

gives rise to the divergence of the spin susceptibility ∞X sp =

−ı2βZ−1, corresponding to the local moment. Since Lsp

is not zero, it can not be the case that ∞Lsp(ν) and 0L (ν)
coincide.

2. Causal fermion-boson response

Black lines in Figs. 11 and 12 show the causal Green’s
function G(ν) for a value of U = 1 and temperatures T = 0.2
(top panels) and T = 0.1 (bottom panels) in units of U . For
visibility we use a broadening of |η| = (πT )2. We note that
the lower Hubbard peak lies below the Fermi level and is

- 2 - 1 1 2
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T = 0.2
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Xsp(ωm)

m

G

dG
dh

dG
dν
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ν

Xsp(ωm)

m

FIG. 12. The static magnetic response dG

dh
(red). Note that the

causal Green’s function (black) and the dynamic response (blue) are
the same as in Fig. 11 for T = 0.2 (top) and T = 0.1 (bottom), re-
spectively. The difference between the static and dynamic responses
grows at low temperatures. Wiggly arrows indicate the response to
δh > 0. The integral under the red curve yields the spin susceptibility
(× − π−1) (see insets), which diverges as T → 0. The integral under
the blue curve is zero (see text).

therefore holelike (advanced), giving the peak positive spec-
tral weight, whereas the upper Hubbard peak is particlelike
(retarded) and has negative spectral weight [cf. also Eq. (2)].
At half-filling Gσ (ν) integrates to 1

2π

∫ +∞

−∞
Gσ (ν) = ı[〈nσ 〉 −

1
2 ] = 0.

The red lines show the imaginary part of the charge re-
sponse dG

dμ
= − ∞Lch in Fig. 11 and of the magnetic response

dG
dh

= − ∞Lsp in Fig. 12. Straight and wiggly arrows indi-
cate where according to ∞Lch and ∞Lsp spectral weight of
Green’s function is enhanced or suppressed upon a change
δμ or δh of the respective conjugate field. Note that a net
increase/decrease of spectral weight of the causal Green’s
function is possible. In fact, the integral under the red curves
yields the static susceptibility 2

2π

∫ +∞

−∞
dν ∞Lα (ν) = ∞X α .

Blue lines indicate the dynamic response function dG
dν

= − 0L ,
which is the same for α = ch and sp. The integral of 0L , the
dynamic susceptibility 0X , is exactly zero because a periodic
field, however slowly varying, does not lead to a net change
of the particle number or magnetization [48].

We first discuss the charge response ∞Lch for T = 0.2 in
the top panel of Fig. 11. ∞Lch changes the spectral weight
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in such a way that the two Hubbard peaks are effectively
shifted to the left when the chemical potential μ increases.
At the high temperature T = 0.2 also the occupation number
〈n〉 changes due to δμ. Therefore, the integral over ∞Lch(ν)
is finite, representing a net increase of spectral weight due to
δμ > 0. The resultant charge susceptibility is shown in the
inset of the top panel on the Matsubara axis ∞X ch is marked at
ω0 = 0. The top panel of Fig. 11 also shows that the static and
dynamic charge response ∞Lch (red) and 0L (blue) are similar
but not equivalent at T = 0.2.

We observe the same correlation functions in the lower
panel of Fig. 11 for a lower temperature T = 0.1. Still, ∞Lch

indicates a shift of the Hubbard peaks to the left due to
δμ. However, charge excitations are suppressed exponentially
with decreasing T , leading to an almost vanishing charge
response ∞X ch.

On the same note, ∞Lch and 0L have become virtually
equivalent. The integral over the former hence (almost) van-
ishes since this is exactly the case for the latter. We note that
∞Lch = 0L holds exactly at T = 0. For its integral we have
likewise ∞X ch = 0 at T = 0.

We now turn to the spin channel, whose response function
is drawn into Fig. 12. A small magnetic field δh leads to a shift
in spectral weight according to ∞Lsp; its effect is qualitatively
different from the charge channel. As indicated by the wiggly
arrows, the magnetic field enhances the lower Hubbard peak
and suppresses the upper one. (Note that G↑ is shown, and the
shift is reversed for G↓.)

We observe that ∞Lsp and 0L are quite different, both at
T = 0.2 and at T = 0.1. The analytical result (F3) shows
that they do not become equivalent at T = 0. In fact, the
spin susceptibility ∞X sp diverges in this limit, whereas the
equivalence of ∞Lsp and 0L would imply a vanishing spin
susceptibility. It follows that ∞Lsp �= 0L . The integral ∞X sp

represents the response of the Hubbard peaks to the magnetic
field that leads to a net change in the magnetization −δh ∞X sp.

We note that the scenario ∞Lch = 0Lch and ∞Lsp �= 0Lsp at
T = 0 that we find for the Hubbard atom is similar to the one
that we found in Sec. III D for the Mott insulator.

APPENDIX G: PROPER DEFINITION OF THE STATIC

HOMOGENEOUS LIMIT

We discuss several technical difficulties that arise in the
rigorous evaluation of the static homogeneous limit. As ex-
plained in Sec. II B, the static homogeneous limit of the
bubble ∞G2 describes the propagation of quasiparticle-hole
pairs. In most of this work we use the notation GkGk+q for
the bubble because it is widespread in the DMFT literature.
However, in this notation the static homogeneous limit seems
to be ill defined,

lim
q→0

lim
ω→0

GkνGk+q,ν+ω = lim
q→0

GkνGk+q,ν,

kF

kF ± q/2
nkF

(c)
kF

kF + q

(a)
kF

kF ± q/2

(b)

FIG. 13. (a) In the nonsymmetrized notation GkGk+q the vector
kF lies on the Fermi surface (dashed line) and kF + q inside or
outside. (b) In the symmetrized notation Gk+q/2Gk−q/2, one of the
vectors kF + q/2 and kF − q/2 lies inside, the other outside of the
Fermi surface, except for pathological cases. (c) Pathological case
q ⊥ nkF

where even in the limit q → 0 both kF + q/2 and kF − q/2
lie outside of the Fermi surface.

since for some vector k = kF on the Fermi surface the vector
kF + q may lie within or outside of the Fermi surface, de-
pending on the path of q [see Fig. 13(a)].

We can resolve the ambiguity by adopting the symmetrized
notation Gk−q/2Gk+q/2 of Ref. [28], which was used in
Sec. II B, such that kF − q/2 and kF + q/2 in general lie
inside/outside (outside/inside) of the Fermi surface, respec-
tively [see Fig. 13(b)]. However, even in this notation there
arise pathological exceptions, for example, if kF points to
some convex region of the Fermi surface and q ⊥ nkF

, where
nkF

is the normal of the Fermi surface at kF . In this case,
kF − q/2 and kF + q/2 both lie outside of the Fermi surface,
as depicted in Fig. 13(c). For given kF this problem concerns,
however, only few pathological paths of q to zero and it can
be resolved by requiring q �⊥ nkF

.
A further question is raised due to the nonsymmetrized

notation used in this work for the vertex function Fkk′q and the
fermion-boson response Lkq. For example, in the latter case
the relation (14) to the three-leg vertex �kq seems problem-
atic, Lkq = GkGk+q�kq, due to the ambiguous static homoge-
neous limit of the nonsymmetrized bubble GkGk+q. To resolve
the issue, we define the symmetrized static homogeneous limit
of L and F as follows:

∞Lk = lim
q→0

lim
ω→0

Lk−q/2,q, (G1)

∞Fkk′ = lim
q→0

lim
ω→0

Fk−q/2,k′−q/2,q, (G2)

where we require q �⊥ nkF
, nk′

F
when k = kF or k′ = k′

F lie
on the Fermi surface.

One should note that ∞L can be calculated using the
Ward identities (15) and (16). We derived the latter one in
Appendix D 4 by formally taking the nonsymmetrized limit
lim
q→0

lim
ω→0

L
sp
kq

, which leads to the same, unambiguous result as

definition (G1) (see also Ref. [7]). It therefore seems that a
symmetrized notation can serve mathematical rigor but does
not have physical implications.

[1] L. Landau, Zh. Eksp. Teor. Fiz. 30, 1058 (1956) [Sov. Phys.
JETP 3, 920 (1957)].

[2] P. Wölfle, Rep. Prog. Phys. 81, 032501
(2018).

[3] Y. Kwon, D. M. Ceperley, and R. M. Martin, Phys. Rev. B 50,
1684 (1994).

[4] K. Lee, J. Shao, E.-A. Kim, F. D. M. Haldane, and E. H.
Rezayi, Phys. Rev. Lett. 121, 147601 (2018).

245128-21

https://doi.org/10.1088/1361-6633/aa9bc4
https://doi.org/10.1088/1361-6633/aa9bc4
https://doi.org/10.1088/1361-6633/aa9bc4
https://doi.org/10.1088/1361-6633/aa9bc4
https://doi.org/10.1103/PhysRevB.50.1684
https://doi.org/10.1103/PhysRevB.50.1684
https://doi.org/10.1103/PhysRevB.50.1684
https://doi.org/10.1103/PhysRevB.50.1684
https://doi.org/10.1103/PhysRevLett.121.147601
https://doi.org/10.1103/PhysRevLett.121.147601
https://doi.org/10.1103/PhysRevLett.121.147601
https://doi.org/10.1103/PhysRevLett.121.147601


FRIEDRICH KRIEN et al. PHYSICAL REVIEW B 99, 245128 (2019)

[5] Y. Fuseya, H. Maebashi, S. Yotsuhashi, and K. Miyake,
J. Phys. Soc. Jpn. 69, 2158 (2000).

[6] P. Frigeri, C. Honerkamp, and T. Rice, Eur. Phys. J. B 28, 61
(2002).

[7] A. V. Chubukov, A. Klein, and D. L. Maslov, J. Exp. Theor.
Phys. 127, 826 (2018).

[8] M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).
[9] G. Kotliar and A. E. Ruckenstein, Phys. Rev. Lett. 57, 1362

(1986).
[10] T. Li and P. Bénard, Phys. Rev. B 50, 17837 (1994).
[11] D. Vollhardt, Rev. Mod. Phys. 56, 99 (1984).
[12] R. Frésard and T. Kopp, Ann. Phys. (NY) 524, 175 (2012).
[13] E. I. Kiselev, M. S. Scheurer, P. Wölfle, and J. Schmalian,

Phys. Rev. B 95, 125122 (2017).
[14] G. Lhoutellier, R. Frésard, and A. M. Oleś, Phys. Rev. B 91,
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