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Abstract— We developed UAVNet, a framework for the 
autonomous deployment of a flying Wireless Mesh Network using 
small quadrocopter-based Unmanned Aerial Vehicles (UAVs). 
The flying wireless mesh nodes are automatically interconnected 
to each other and building an IEEE 802.11s wireless mesh 
network. The implemented UAVNet prototype is able to 
autonomously interconnect two end systems by setting up an 
airborne relay, consisting of one or several flying wireless mesh 
nodes. The developed software includes basic functionality to 
control the UAVs and to setup, deploy, manage, and monitor a 
wireless mesh network. Our evaluations have shown that 
UAVNet can significantly improve network performance. 

Index Terms— Unmanned Aerial Vehicles, Wireless Mesh 
Networks, Wireless Network Relaying. 

I. INTRODUCTION 

Wireless Mesh Networks (WMNs) provide an efficient way 
to deploy large communication networks and to interconnect 
separated heterogeneous networks. Depending on network 
scenario and application area, it can be difficult to deploy and 
maintain the participating wireless mesh nodes. Additionally, it 
may be crucial to set up a WMN quickly, e.g., in emergency 
and disaster recovery scenarios. The deployment and mainte-
nance of wireless mesh network equipment may be difficult, 
inefficient and time consuming or even impossible if the 
affected area is inaccessible. This paper introduces and 
evaluates the UAVNet framework, a highly adaptive and 
mobile WMN using small Unmanned Aerial Vehicles (UAVs). 
It includes a concept and a prototype implementation of an 
autonomously and temporarily deployable WMN, using UAVs 
with attached wireless mesh nodes. The deployed 
communication network enables the connectivity between 
different end systems like notebooks, smartphones and tablets 
and even other wireless or wired networks.  

Traditionally, UAVs have been used by the military for 
surveillance and reconnaissance operations. However, with the 
advent of robust wireless networking technologies, UAVs 
equipped with wireless transceivers can thus be enabled to 
communicate with ground nodes as well as other UAVs. 
Several research works have been done in this area. However, 
only a few of them investigated the problem of using multiple 
UAVs working in an autonomous way as communication 
infrastructure. Ad-hoc UAV-Ground (AUGNet) [1] is a 
wireless mobile ad-hoc network with radio nodes mounted at 

fixed sites, on ground vehicles, and in small UAVs. It 
envisioned two different scenarios, where UAVs act as 
prominent radio nodes, which interconnect disconnected 
ground stations. In [2] the authors propose an idea of using 
UAVs as mobile backbone nodes to interconnect backbone 
nodes on the ground. The UAVs can broadcast link state 
information efficiently for improving routing performance. The 
research project AirShield [3] proposes to use autonomous 
flying robots for reconnaissance purposes and aiding in 
forecasting and prevention of emergency situations. The 
mobile UAV equipped with lightweight sensors is deployed to 
collect relevant data/information from the incident scene. 
AVIGLE [4] is an EU project, which focuses on the usage of 
UAVs in the areas of civil security as well as cellular networks, 
surveying, entertainment and media. In [5], the authors 
investigate communication during flight and argue that UAVs 
and ground stations should use omni-directional dipole 
antennas to achieve the highest throughput under a typical 
flyover UAV flight path. The work presented in [6] describes 
field tests with UAVs equipped with WiFi equipment. Those 
UAVs are small airplanes, which are more powerful than the 
UAVs used in UAVNet. In the SMAVNET project [7], small 
fixed-wing flying robots are deployed to rapidly create 
communication networks for rescuers in disaster scenarios. 

In the work presented in this paper, we designed, 
implemented and evaluated a prototype of networked UAVs. 
The proposed UAVNet includes a framework focusing on the 
autonomous deployment of a flying WMN, using small 
quadrocopter UAVs. Each UAV carries a lightweight wireless 
mesh node, which is directly connected to the flight electronics 
of the UAV using a serial interface. The flying wireless mesh 
nodes are autonomously interconnected to each other and are 
building an IEEE 802.11s WMN. Each wireless mesh node acts 
as access point and provides network access for regular IEEE 
802.11g wireless devices. This work provides a platform for 
testing sophisticated algorithms for topology control and 
routing protocols of a UAV network. 

The paper is structured as follows. Section II describes the 
hardware and software components used for developing the 
UAVNet prototype. Section III presents the software 
architecture of UAVNet. Section IV discusses experiments and 
evaluation results of UAVNet. Section I concludes the paper.  



II. HARDWARE AND SOFTWARE COMPONENTS 

This section describes the hardware and software compo-
nents used to implement UAVNet. Whenever possible, we 
used standard components and protocols. 

A. Quadrocopter 

The major components of a flying WMN are the UAVs car-
rying the wireless mesh nodes. As the flying nodes should stay 
rather stable in the air, quadrocopters are used in this work. 
Due to their moderate costs, good availability, open software, 
and community support, quadrocopters from the mikrokop-
ter.de community project [8] have been selected. 

A standard quadrocopter consists of four main components, 
namely the frame carrying the flight electronics and motors, 
flight electronics with different components and sensors, four 
brushless motors controlled by four brushless controllers, and 
a Lithium-ion Polymer battery. The brushless motors drive the 
fixed propellers. Flight speed and direction are controlled only 
by manipulating the speed of the four individual rotors but not 
by adapting the pitch of their rotor blades. The flight elec-
tronics of the quadrocopter consists of two modules, namely a 
flight controller, which controls the speed of the four brushless 
motors, and a navigation controller, which provides data from 
a GPS receiver and a 3-dimensional electronic compass. 
Equipped with all these sensors, the UAV can permanently 
calculate its exact location and position in the air. Moreover, 
the UAV can autonomously hold its position or even fly on a 
predefined route using several GPS waypoints.  

The connection between the UAV electronics and the wire-
less mesh node has been implemented by using a serial con-
nection between the UART interface on the wireless mesh 
node and the debug port on the navigation controller. As the 
serial interface on the wireless mesh node works with 3.3V 
and the navigation controller operates on 5V, a logic level 
converter is used to establish the connection [9].  

B. Wireless Mesh Node 

The wireless mesh nodes communicate with each other via 
an IEEE 802.11s WMN. They are also working as an IEEE 
802.11g wireless access point (AP) to connect to end systems 
like notebooks, smartphones, tablets, which also can be used 
to control and manage the operation of UAVs. The wireless 
mesh node used for the UAVNet implementation is the “Pro-
fessional Mesh OM1P” from Open-Mesh [10]. It contains an 
IEEE 802.11b/g wireless interface and an internal Universal 
Asynchronous Receiver/Transmitter (UART) serial port. 

Figure 1 shows the quadrocopter and wireless mesh node 
used in the UAVNet. The operating system running on the 
wireless mesh node is ADAM [11], an embedded Linux distri-
bution developed at University of Bern. ADAM provides a 
platform to setup, manage, configure and monitor wireless 
mesh networks of different size. It contains a decentralized 
distribution mechanism for software updates and remote net-
work configurations. ADAM also provides an intuitive, adapt-
able and simple build system for embedded Linux systems. It 

supports a variety of embedded platforms and architectures, 
such as the WRAP, Alix [12] and Meraki platforms by using 
different build profiles.  

 
Fig. 1.  UAVNet quadrocopter & wireless mesh node 

III. UAVNET ARCHITECTURE 

A. UAV Network Scenarios  

The central communication components are the wireless 
mesh nodes carried by UAVs. The devices on the ground are 
divided into two groups playing different roles in UAVNet. 
The first group includes the end systems intending to com-
municate with each other. The second group contains monitor-
ing and configuration devices, in our case an iPhone or iPad. 

 
Fig. 2.  UAVNet Scenario 

 

Figure 2 shows a typical UAVNet scenario. Two notebooks 
use two flying UAVs to communicate with each other. The 
dashed arrows indicate wireless links and the solid arrows 
represent serial links. 

1. Wireless mesh nodes are directly connected to the flight 
electronics of the UAVs using a serial link, which inter-
connects the serial interfaces of the wireless mesh node 
and the navigation controller at the UAV. 

2. End systems are connected to the WMN via IEEE 
802.11g. The wireless mesh nodes act as mesh access 
points (MAPs). 

3. Configuration devices such as smart phones or tablet 
computers are used to configure and monitor the UAV 
network. They are connected using IEEE 802.11g.  

4. Traffic between the end systems is relayed via an IEEE 
802.11s wireless mesh network established by the UAVs. 



B. Software 

To keep UAVNet compatible, maintainable, and simple, we 
decided not to alter any software running on the flight elec-
tronics. All our custom software runs directly on the wireless 
mesh node and communicates with the unaltered software on 
the flight electronics using the provided serial communication 
protocol. The system software running on the wireless mesh 
nodes is a Linux 2.6.37.6 kernel [13] generated by ADAM. 
The driver from the ath5k project [14] is used for the WLAN 
chip. For the development of UAVNet, we updated the Linux 
kernel in the ADAM Linux distribution and extended it with 
the compat-wireless package [15]. 

Figure 3 shows the software architecture and communica-
tion interfaces of UAVNet. The uavcontroller written in C is 
the main component of UAVNet and runs on every UAV. It 
handles all the communication of the UAVs’ wireless mesh 
nodes with other wireless mesh nodes, the end systems, con-
figuration devices, and the flight electronics. It controls and 
monitors the different parameters of the UAV and sends ap-
propriate commands and information to the flight electronics. 
The uavcontroller runs as a Linux daemon on the wireless 
mesh node. It uses two libraries libuavext and libuavint. The 
uavclient software is installed at monitoring and configuration 
devices as well as end systems (clients) on the ground and is 
mainly used for communication of clients with the wireless 
mesh nodes. It also uses the libuavext library. 

 
Fig. 3.  Architecture and Communication Interfaces of UAVNet 

The library libuavext in the uavcontroller handles the ex-
ternal communication of a UAV using TCP and UDP sockets 
over IEEE 802.11g and IEEE 802.11s wireless networks. It 
manages both, the outgoing and incoming traffic. There are 
two purposes for the communication between the wireless 
mesh nodes. 

1. User data traffic is forwarded between end systems on 
the ground.  

2. The wireless mesh nodes talk to each other and exchange 
information from the UAVs such as their positions, their 
flight directions and speeds, or the current status. The 
uavcontroller on one wireless mesh node constantly re-
ceives data from its own UAV’s flight electronics and 
from the other UAV’s wireless mesh nodes. It uses all 

this information to act appropriately and send new data 
and instructions to the electronics of the UAV or to the 
other wireless mesh nodes. 

The library libuavext is also included in the uavclient soft-
ware installed at monitoring and configuration devices as well 
as end systems (clients) on the ground. Uavclient communi-
cates with the wireless mesh nodes at the UAVs using IEEE 
802.11g, because most of the clients do not implement the 
IEEE 802.11s protocol yet.  

In a nutshell, libuavext is responsible for the following 
tasks: 
 Establishing, listening to, managing, handling and clos-

ing all different kinds of sockets on different ports to en-
able the communication between the different devices. 

 Handling and translating host names, IP and MAC ad-
dresses, using standard operating system procedures like 
static host name - IP mappings, Domain Name System 
(DNS), and Address Resolution Protocol (ARP). 

 Sending and receiving all different kinds of TCP and 
UDP packets on the different sockets including retrans-
missions. 

 Handling, decoding, and encoding outgoing and incom-
ing notifications, ping and control messages. This in-
cludes Cyclic Redundancy Check (CRC) calculation and 
validation, as well as base64 encoding and decoding. 

The library libuavint handles the internal communication 
between the wireless mesh node and the flight electronics of 
the UAV using the serial port. It is a library similar to libu-
avext and included only in the uavcontroller software running 
on the wireless mesh node. Like libuavext, it manages both, 
the outgoing and incoming traffic on the serial interface and is 
responsible for the following tasks: 
 Managing the serial connection between the wireless 

mesh node and the flight electronics of the UAV. 
 Sending and receiving the various messages between the 

wireless mesh node and the UAV. 
The navigation controller is directly connected to the flight 

controller and has a debug port, which is used for the connec-
tion with the wireless mesh node. The navigation controller 
sends periodically messages to the wireless mesh node that 
contain information about its current position, flight direction 
and speed and other important data. The uavcontroller re-
ceives and processes these messages. Afterwards, it sends 
them to other wireless mesh nodes and clients or it instructs 
the UAV with new commands using the serial connection, 
e.g., the command to fly directly to a specific GPS position. 

C. IP Address Assignment  

IP address assignment in UAVNet is as follows. All UAVs 
use static IP addresses, which are defined during the common 
configuration and setup procedures in ADAM [8]. The end 
systems and configuration devices use dynamically assigned 
IP addresses. For this purpose, a Dynamic Host Configuration 
Protocol (DHCP) server is running on each wireless mesh 
node. This approach ensures on one side a well-structured and 



well-defined wireless mesh network. On the other side, the 
users on the ground do not need to configure their devices 
manually to connect to the network. 

D. Application Scenarios 

UAVNet is currently supporting airborne relay scenarios, 
where one or several UAVs hover between two end systems to 
provide a network bridge in the air. The airborne relay sce-
narios offer a solution to establish a wireless connection be-
tween two end systems, which do not get a direct connection, 
if they are positioned too far away from each other or if there 
are obstacles between them. Therefore, one or multiple UAVs 
autonomously position themselves between the two end sys-
tems. The wireless mesh nodes attached to the UAVs forward 
the traffic and thus enable the communication between the two 
end systems. If the two end systems are too far away from 
each other and one UAV is not sufficient to establish a con-
nection, multiple UAVs can build a kind of forwarder chain.  

1) Airborne Relay Scenario with a Single UAV  
In the first scenario, one UAV is sufficient to establish a 

connection between two end systems on the ground. The UAV 
flies autonomously between the two end systems and let the 
attached wireless mesh node forward the traffic between the 
end systems. The airborne relay scenario with one UAV is 
shown in Figure 4. The UAV starts near the first end system 
and begins to broadcast ping messages regularly. The first end 
system receives these messages and sends its own GPS posi-
tion to the UAV. Depending on the defined searching mode 
(see Section III.E), the UAV begins to fly into a given direc-
tion or along a spiral track around the first end system to 
search the second end system. If the second end system re-
ceives the broadcasted ping messages, it sends its own GPS 
position to the UAV. The uavcontroller calculates and 
measures the position between the two end systems and directs 
the UAV to this calculated centre position. When it arrives at 
its calculated centre position, it can be reached by both end 
systems and forward the traffic between them. 

 
Fig. 4.  Airborne Relay scenario with a single UAV 

2) Airborne Relay Scenario with Multiple UAVs  
If one UAV is not sufficient to bridge the distance between 

the two end systems on the ground, multiple UAVs can be 
used. They build a chain to forward the traffic between the end 
systems via several wireless mesh nodes. Such an airborne 
relay scenario with multiple UAVs is shown in Figure 5. Set-
ting up such a chain of multiple UAVs works as follows: 

1. The first starting UAV acts as a scout spotting the exact 
position of the second end system. Therefore, it uses the 
same searching algorithms as described in the airborne 
relay scenario with a single UAV. As soon as it gets the 
position message from the second end system, it broad-
casts this position with the ping and notification mes-
sages. This mechanism ensures that all succeeding UAVs 

will learn the location of the second end system. 
2. It then positions itself in the centre between the two end 

systems. 
3. When it arrives at this centre position, it begins to fly in-

to the direction of the first end system until it receives a 
predefined signal strength value. This value has been de-
termined by experiments to support both network per-
formance and reliability. This location is locked then as 
the final position of the first UAV.  

4. The next UAV flies directly to the location of the first 
UAV and moves then into the direction of the second end 
system until it reaches the pre-defined signal strength to 
the previously positioned UAV. 

5. This is repeated until all UAVs have been positioned ac-
cordingly.  

This process ensures that the entire chain is built up in the 
correct direction to ensure optimal connectivity. To avoid col-
lisions, the UAVs can fly at a higher altitude and settle down 
at a lower altitude, when having reached their final destina-
tion. 

 
Fig. 5.  Airborne Relay scenario with multiple UAVs 

 

E. Searching Modes 

To ensure optimal connectivity between the end systems on 
the ground, it is important that the UAVs know their exact 
locations. To achieve this, the end systems transmit their exact 
GPS coordinates to the UAV. To receive also the position of 
the second end system, the UAVs must fly into its transmis-
sion range to receive their sent position messages. The 
uavcontroller uses two different searching modes to find the 
second end system.  

1. In case of the manual searching mode, the first end sys-
tem must tell the UAV into which direction it should fly 
to find the other end system.  

2. Using the autonomous searching mode, the UAV can 
find the second end system automatically without a de-
scription into which direction to fly. The UAV calculates 
multiple waypoints that are on a spiral track around the 
starting point. Then, it will follow this calculated spiral 
route until it gets a position message from the second end 
system. Finally, it positions itself between the two end 
systems using location based or signal strength based po-
sitioning. 

For the proper operation of UAVNet, it is important that the 
UAVs periodically announce their presence and submit some 
state information about the network and their own status. 
Therefore, each UAV broadcasts a ping message every few 
seconds. The ping messages can be received by all other par-
ticipants like UAVs, smartphones, notebooks, etc. and contain 
some data about the network and the UAV. By receiving such 
a message, the devices know that a UAV is within their trans-



mission range.  

F. Positioning Modes 

UAVNet uses two positioning modes to place the UAVs be-
tween the end systems. The first one is the location based posi-
tioning mode. It uses the submitted GPS locations of the end 
systems and directs the UAV to the exact geographical posi-
tion between these two GPS coordinates. The second one is 
the signal strength positioning mode. It extends the location 
positioning mode and includes also the received signal 
strength of the two end systems to calculate a more accurate 
position for the UAV. This takes the quality of the wireless 
connection and other environmental influences into account.  

IV. EVALUATION 

A. Single-Hop Airborne Relay Scenario 

Evaluations with a fully functional single-hop airborne relay 
setup have been done. This includes two stationary placed 
notebooks as end systems and a flying UAV with an attached 
wireless mesh node working as an airborne relay. We evalu-
ated the advantage of our flying UAVNet approach by com-
paring them to scenarios, where the wireless mesh nodes were 
placed on the ground. Additionally, the difference between 
location based and signal strength based positioning have been 
evaluated. Using the setup shown in Figure 6 several TCP 
throughput measurements have been performed. Two end sys-
tems were placed on the ground, with a distance of 75 m be-
tween them. They stayed at the same place during all meas-
urements. The UAV was placed and moved at an altitude of 3-
5 m above the ground. Both notebooks were connected to the 
UAV using IEEE 802.11g. TCP throughput measurements 
between client1 and client2 have been performed multiple 
times with the same configuration and parameters, but with the 
UAVs always located at the following positions: 

1. The UAV was placed on the ground, directly beneath cli-
ent1 to simulate no flying UAV between the notebooks.  

2. The UAV was placed on the ground, exactly in the mid-
dle between the two notebooks, to simulate a ground 
based approach using location based positioning. 

3. The UAV was hovering exactly in the middle between 
the two notebooks to evaluate the UAVNet approach. 
(location based positioning) 

4. The UAV was placed on the ground, with the same sig-
nal strength to both notebooks to simulate a ground based 
approach. 

5. The UAV was flying with the same received signal 
strength from both notebooks to evaluate the UAVNet 
approach. (signal strength positioning) 

Figure 7 depicts the average TCP throughput from one 
notebook to the other one with the corresponding standard 
deviation (whiskers), depending on the location of the UAV. 
Measurements with the UAV located at position 1 resulted in a 
very low TCP throughput of 0.064 Mbps, which indicates that 
the end systems had almost no connectivity. The evaluation 

shows that there is a huge difference between ground-based 
approaches and our flying UAVNet proposal. With a flying 
UAV, we reached a 5.3 to 6.3 times higher throughput than 
when the UAV is positioned on the ground. Signal strength 
positioning resulted in a 24% - 46% higher throughput com-
pared to location based positioning. The throughput was 127 
times higher than without a UAV positioned between the two 
notebooks. 

 
Fig. 6.  End-to-end throughput setup 

 
Fig. 7.  End-to-end TCP throughput in a single-hop airborne relay setup 

B. Multi-Hop Airborne Relay Scenario 

We also evaluated a multi-hop airborne relay scenario as de-
picted in Figure 8. To compare the results to a ground based 
approach, two different scenarios have been deployed. In sce-
nario 1 two UAVs were placed on the ground. Scenario 2 uses 
a real multi-hop airborne relay setup with two flying UAVs. 
Several TCP throughput measurements have been performed 
between client1 and client2. The two UAVs were deployed in-
between the clients. The traffic from client1 was forwarded via 
both UAVs to client2. 

 
Fig. 8.  End-to-end throughput setup in a multi-hop airborne relay scenario 

Figure 9 depicts the average TCP throughput of ten meas-
urements from one client1 to client2 with the corresponding 
standard deviation (whiskers). The measured throughput in 
scenario 1 is much lower than in scenario 2. With the UAVs 
placed on the ground we achieved an average throughput of 
0.266 Mbps, while the flying UAVs produced an average 
throughput of 1.868 Mbps. The performance of the multi-hop 
airborne relay setup is lower than the performance of the sin-
gle-hop airborne relay scenario, where one UAV is sufficient 



to cover the shorter distance between the two end systems. 
However, the multi-hop airborne relay scenario achieves a 
significantly higher network throughput compared to single-
hop scenarios with too large distances between the nodes.  

 
Fig. 9.  End-to-end TCP throughput between two notebooks in a multi-hop 

airborne relay setup 

I. CONCLUSIONS 

This paper introduced UAVNet, an architecture and proto-
type implementation of an autonomously deployable tempo-
rary and flying IEEE 802.11s WMN. The main purpose of 
UAVNet is to provide a possibility to deploy a complete 
communication network in emergency and disaster recovery 
scenarios in an easy and fast way. The concept is based on 
small quadrocopter UAVs with attached lightweight wireless 
mesh nodes. The wireless mesh nodes are directly connected 
to the flight electronics of the UAVs and control the autono-
mous network deployment. The entire network can be config-
ured, deployed, and monitored by a single user, using a user-
friendly remote control application running on an iPad or iPh-
one. This remote control application monitors the entire 
UAVNet and displays all involved participants such as UAVs 
and clients on an interactive map. 

We achieved to implement UAVNet without having to 
modify the original firmware running on the flight electronics 
of the UAVs. This guarantees optimal compatibility and ex-
pandability of the system. The system could be adapted to be 
deployed on UAVs using different flight electronics. UAVNet 
uses a uniform communication protocol to exchange com-
mands and data between the flight electronics, attached wire-
less mesh nodes, and wirelessly connected devices. The inte-
grated IEEE 802.11s wireless mesh network protocol provides 
improved performance in a highly mobile network.  

UAVNet has some significant advantages compared to a 
ground-based network approach: It has been shown, that the 
flying wireless mesh nodes result in an up to 6.3 times higher 
throughput. The UAVNet prototype implementation provides 
sophisticated searching and positioning algorithms. UAV 
placement is not restricted by the environment and the de-
ployment is simple and fast and can be performed by a single 
person. To optimize network performance, an optimal distance 
between the UAVs has been determined by experimental eval-
uation. Results of other tests confirm this optimal placement. 
The nodes are placed close enough to each other to achieve 
good received signal strength, but sufficiently far away from 

each other to cause not too much interference. Further details 
on this work can be found in [16] and [17].  
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