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Abstract: Many proposed microfluidic biosensor designs are based on the 

measurement of the resonances of an optical microcavity. Fluorescence-

based resonators tend to be simpler and more robust than setups that use 

evanescent coupling from tuneable laser to probe the cavity. In all sensor 

designs the detection limits depend on the wavelength resolution of the 

detection system, which is a limitation of fluorescence-based devices. In this 

work, we explore the ultimate resolution and detection limits of 

refractometric microcavity sensor structures. Because many periodic modes 

are collected simultaneously from fluorescent resonators, standard Fourier 

methods can be best suited for rapid and precise analysis of the resonance 

shifts. Simple numerical expressions to calculate the ultimate sensor 

resolution and detection limits were found, and the results compared to 

experiments in which the resonances of fluorescent-core microcapillaries 

responded to various sucrose concentrations in water. 
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Introduction 

The development of inexpensive Lab-on-a-Chip (LoC) microfluidic sensors could lead to new 

proteomic and pharmaceutical detection and analysis methods [1,2]. Such systems should be 

label-free, robust, inexpensive, and parallelizable [3], and they should handle a small analyte 

volume [3]. The analyses should be both rapid and sensitive to low concentrations of the 

target compound [4]. Microscale optical ring resonators could potentially meet many of these 

requirements. In ring resonators, light circulates by total internal reflection around the 

resonator periphery, causing the development of resonances known as the whispering gallery 

modes (WGMs). The evanescent field of the WGMs samples the medium adjacent to the 

resonator, shifting the resonant frequency. By functionalizing the surface for binding to 

specific analytes, WGM biosensors can be fabricated that meet many of the above 

requirements for LoC sensing technologies [5]. 

Lithographically defined microdisks [6,7], liquid-core optical ring resonators (LCORRs) 

[8–10] microspheres [11–13] and even optical fibers [14] can be employed as WGM-type 

refractometric sensors. In many of these structures, light from a tuneable laser is evanescently 

coupled to the resonator through a waveguide or a tapered fiber. The WGM central 

wavelength and linewidth are measured as the laser is scanned across one of the resonances, 
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and shifts due to changes in the local fluid index are measured. Two figures of merit for such 

devices are the refractometric sensitivity, S = dλ/dn, which describes the magnitude of the 

wavelength shift due to changes in the fluid index of refraction, and the refractometric 

detection limit Δnmin. The sensitivity is an inherent property of the device; however, the 

detection limit – the more important figure in practice – is given by Δnmin = δλ/S where δλ is 

the minimum detectable wavelength shift in the measurement system, i.e., the resolution. 

The system resolution, δλ, is a thus an important parameter in refractometric and biosensor 

WGM devices. It has previously been defined as three standard deviations (3σ) of the 

estimated mode peak position [15]: 

 2 2 23 3 .
peak temp res

          (1) 

In Eq. (1), σres is the measurement system’s wavelength resolution, σtemp is the WGM peak 

deviation due to temperature instability (i.e., uncertainties in the resonance positions due to 

thermo-optic and thermal expansion effects), and σpeak is the uncertainty arising from the 

spectral noise. The second equality in Eq. (1) holds when the independent contributions can be 

obtained without sampling-related limitations in the data analysis. Numerical results obtained 

by statistically analyzing the frequency of the maximum point in the mode for heavily 

oversampled simulated data with white noise indicated that [15]: 

 
0.25

.
4.5

peak

peak
SNR








  (2) 

In Eq. (2), the SNR is the signal-to-noise ratio in linear units and Δλpeak is the WGM peak 

width in wavelength. For brevity, we will refer to this method – that is, finding the mode 

center by picking the maximum point – as “peak picking” in the text to follow. This is, 
obviously, the simplest way to identify the peak position. For values of σres, σtemp, and σpeak 

characteristic of ring resonators coupled evanescently to a tuneable laser, one arrives at typical 

detection limits of ~10
6

 refractive index units (RIU) [15]. 

Incorporating a fluorescent dye or quantum dots into the resonator structure permits 

operation in the fluorescence mode. In this mode, the WGMs appear as peaks in a 

fluorescence spectrum rather than as dips in a laser transmission spectrum. Compared with 

evanescent coupling, fluorescence-based systems are attractive because (i) one does not need 

to fabricate tapered fibers or waveguides; (ii) delicate nanopositioning equipment for 

evanescent coupling is not required; (iii) the tuneable laser, which is an expensive investment, 

can be replaced with a diode laser or LED to excite the fluorescence; and, (iv) the devices can 

be easily fabricated and are mechanically robust. With respect to signal processing, an 

additional advantage of fluorescence devices is that many periodic WGMs are collected 

simultaneously over a range of frequencies. 

The main drawbacks with fluorescence-based systems are associated with the use of a 

grating spectrometer to analyze the WGMs. Whereas, for a tuneable laser system σres can be 

less than 1 pm, our spectrometer has a manufacturer-quoted instrument resolution, R, of 0.24 

nm and a sampling pitch, P, of 0.1 nm/pixel. Thus, a blind application of Eq. (1) would 

suggest a detection limit (assuming σres = P with all other uncertainties being insignificant) of 

δλ = 0.3 nm – around 3 orders of magnitude worse than for a tuneable laser evanescently 

coupled to a microcavity. A second problem with fluorescence-based WGM sensor systems is 

the much lower signal intensity. This leads to a low SNR and a corresponding difficulty in 

ascertaining the peak position, unless the collection time is long. This problem can limit “live” 
data collection during real-time changes in analyte concentration. Thus, fluorescence-based 

WGM refractometric sensors, which have otherwise several attractive properties, evidently 

suffer from low resolution, poor sampling of the signal, and long collection times. 
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In this paper, the resolution and detection limits for WGM sensors will be examined more 

closely. Although specifically motivated by fluorescence WGM systems, the conclusions will 

hold for the evanescent type also. Numerical models that give the system resolution under a 

variety of experimental conditions will be obtained, and the results compared with a “real life” 
experimental case in which the WGMs have non-Lorentzian peak shapes due to mode overlap. 

Numerical methods 

Previous investigations using fluorescent WGMs have often been conducted with commercial 

microspheres containing a fluorescent dye or quantum dots [16–20]. The method used to 

determine the WGM peak location is not always reported [21]; however, usually one of four 

methods are used to determine the WGM spectral position: (i) visual estimation; (ii) finding 

the maximum point in the mode (peak picking); (iii) parametric waveform analysis (i.e., curve 

fitting) with an appropriate function over a single mode [14,22]; or, (iv) performing 

autocorrelations to estimate Δλ rather than finding λpeak [12,23]. In every method uncertainty 

arises from spectral noise, from the varying background, and sometimes from overlapping 

modes. 

The periodic WGM fluorescence spectrum readily lends itself to modeling with standard 

frequency-domain signal processing methods. Changing the concentration of the solution 

leads to a shift-invariant phase delay of the entire waveform, at least over a narrow range of 

refractive index. If the refractive index variation is large, the waveforms are not strictly shift 

invariant. For example: the Q-factor is affected by the refractive index contrast and absorption 

in concentrated solutions, and the sensitivity can vary over the range of WGM wavelengths 

collected. However, for high-resolution measurements, the refractive index change should be 

as small as possible; thus we can safely assume a “pure delay” (i.e., waveform shift 

invariance). More advanced methods could be used in cases where a pure delay cannot be 

safely assumed [24]. 

In contrast, evanescent measurements are usually limited to a narrow range of 

wavelengths, sometimes less than one FSR. In such cases the WGM periodicity is not 

observed; however, the waveform can be fit numerically if one has a model that represents the 

data. Ideally, a WGM should be characterized by a Lorentzian lineshape; however, in several 

examples (such as the one shown in the experimental results described below) mode overlaps 

make the selection of an appropriate model considerably more difficult and can degrade the 

ultimate device resolution. 

Here, two methods will be used for extraction of the WGM peak positions: parametric 

waveform analysis (henceforth referred to as curve fitting, or “CF”) over a single peak, and 
the discrete Fourier transform (DFT) followed by a shift-invariant linear phase analysis over 

the whole spectrum. Both methods should, obviously, be better than “peak picking”, but the 
ultimate practicable WGM wavelength shift resolution with either method is open to 

comparison. Frequency domain methods have been widely applied to biosensing [25], 

wavelength shift interferometry [26], optical thickness measurements [27], and many other 

fields, but they have not yet been used in WGM refractometric sensors. 

To explore how the detection limit depends on the SNR and quality factor of the WGMs, 

test spectra were generated as a set of equally-spaced Lorentzians with Gaussian noise 

producing SNRs ( = Asignal/Anoise)
2
 from 1 to 10

5
 (Fig. 1(a)). The Lorentzian lineshape is 

typical for many types of microcavities (although not exactly for our FCM structures, as will 

be discussed further, below. To estimate the detection limits, a large number of these spectra 

with the same underlying train of Lorentzians was calculated, similar to the method described 

in Ref [15]. The process was repeated over a large parameter space with SNR from 1 to 10
5
, 

mode peak widths from 0.05 to 1.6 THz (Q from ~7500 to 230 at λ = 800 nm), and a sampling 

pitch from 50 GHz to 1.6 THz (0.1 nm to 3.4 nm at λ = 800 nm). The resolution δλ was then 

obtained using either CF or DFT methods, as 3σ of the standard deviation about the expected 
zero phase shift. 
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Curve fitting 

In the curve fitting procedure, a single peak was chosen from the middle of the simulated 

spectra in Fig. 1(a), and was fit with a Lorentzian function. The standard-deviation of the 

resulting CF peak positions over many spectra (with mean shift equal to zero) was then tripled 

to obtain the 3σ resolution, δλ. The results are shown in Fig. 1(b), for an experimental 

sampling pitch of 47 GHz. The values obtained represent the 3σ deviation of the uncertainty in 

the peak position, as a function of the SNR and WGM peak width. A nonlinear power-law 

regression was performed (r
2
 = 0.97) to develop the model shown by the colored plane in Fig. 

1(b), given by: 

 

20 0.29 0.65

min 0.51

2.2x10
(3 ) meters.

peak
f P

SNR
 

   
   (3) 

Here, Δfpeak and the pitch, P are in units of Hz, and the SNR is in linear units. In Fig. 1(b), 

different sampling pitches would result in different solution surfaces. 

Equation (3) shows that for a reasonably high SNR and a Q-factor around 1000, the curve 

fitting resolution is in the range of picometers for a fluorescence-based system with a pitch of 

0.1 nm. However, the analysis encounters limits at the extremes of the Q factor. For example, 

at high Q (or, equivalently, for a large pitch) the sampling rate approaches the Nyquist rate. 

For typical spectrometer systems, this happens at Q factors around 10
4
. In the opposite case, 

that of very low Q, curve fitting is hampered by overlaps from adjacent angular mode orders 

as Δfpeak  FSR. 

 

Fig. 1. (a) a set of simulated spectra with different SNRs, offset for clarity. (b) the 3σ resolution 

(vertical axis) as a function of the SNR and the WGM peak width, Δfpeak, obtained by least 

squares Lorentzian curve fitting to one of the modes in each spectrum. The pitch was 47 GHz. 

The colored plane represents the best fit solution for the system (given by Eq. (3)), giving an r2 

value of 0.97. 

Fourier analysis 

Alternatively, one can obtain the Fourier transform of the whole WGM spectrum to find the 

waveform phase shift. Some care is needed in the terminology: the term frequency spectrum 

will be used to describe the initial data (since the units are Hz) and Fourier spectrum to 

describe the transformed result. The k
th

 Fourier component represents periodicity in the data 

with “period” (in units of Hz) equal to (fmax – fmin)/k. In this k
th

 component, an uncertainty or a 

shift of Δφ represents a shift in real frequency units of Δf = Δφ(fmax - fmin)/2πk. The wavelength 

shift Δλ can be calculated by assuming that the real frequency of each datum is much larger 

than the frequency interval described by the whole spectrum, giving Δλ = 4Δf c/(fmax + fmin)
2
, 

where c is the speed of light in vacuum. 

#161306 - $15.00 USD Received 11 Jan 2012; revised 27 Feb 2012; accepted 4 Mar 2012; published 26 Mar 2012
(C) 2012 OSA 9 April 2012 / Vol. 20,  No. 8 / OPTICS EXPRESS  8288



For a strongly periodic waveform such as a WGM frequency spectrum, the main feature of 

the Fourier power (or magnitude) spectrum corresponds to the FSR (Fig. 2(a)), with its 

harmonics describing the remainder of the periodic variation. However, all components of the 

Fourier spectrum contain information about the phase construction of the original data, and 

can be useful in determining the shift between two waveforms. 

 

Fig. 2. (a) the dominant sinusoidal component of the DFT spectrum (black), corresponding to 

the FSR of the resonances, along with the original Lorentzian WGMs (red). (b) the power 

spectrum (squared magnitude of the Fourier components) of the spectral waveform. The 15th 

component clearly dominates, reflecting the strongly periodic nature of the simulated WGM 

spectrum; (c) the 3σ resolution for the DFT method, as a function of the SNR and the WGM 

peak width. As in Fig. 2, the colored surface is the linear least squares best fit solution (given 

by Eq. (4)) to the numerical results for P = 47 GHz, showing in this case r2 = 0.99. 

Assuming that the only change is a pure-shift (the waveform exactly maintains its shape, 

but translates in frequency), one can perform a weighted linear regression on this phase-

difference spectrum. The regression is of the form a∙k, where the frequency shift, Δf, is related 

to the coefficient a according to Δf = -a(fmax – fmin)/2π. The regression of the phase components 

is weighted by the corresponding power components in order to suppress phase noise in the 

less important frequencies present in the data. Here, a simple rectangular bandpass filter with 

(arbitrary) cutoffs at k = 12 and k = 72 was used in order to suppress the effect of shifts in 

both the low-frequency spectral background and the high-frequency noise. 

By repeating each phase analysis 50 times with a different random noise, δλ was obtained 

for each combination of parameters as the 3σ deviation in the calculated shifts. The main 

results are summarized in Fig. 2(c). Compared to the curve fitting map (Fig. 1(b)), the surface 

is sloped oppositely with respect to Δfpeak; i.e., in this case, lower-Q WGMs give generally 

better detection limits. The numerical results were well described (r
2
 = 0.99) by the following 

expression: 

 
14 0.50

min 0.12 0.52

1.75 10
meters.

peak

x P

f SNR




 
 

  (4) 

The unit of each parameter is the same as in Eq. (3), previously. Over the parameter range that 

was studied, the detection limit scaled as the square root of the spectrometer pitch and 

approximately as the inverse square root of the SNR. 

The analysis in Ref. [15] gives a resolution of 3.1 pm for a WGM with Q = 10
4
, λpeak = 

1550 nm, SNR = 10
6
, and P = 1 pm (where the authors used 0.29 pm in their calculation, 

assuming one standard deviation of a 1-pm-wide Gaussian distribution); whereas for curve 

fitting one obtains δλ = 3.4 fm. The frequency-domain method (Eq. (4)) gives δλ = 7.4 fm for 

these conditions. In this case, the transform performs worse than the curve-fitting method. 

Alternatively, taking a WGM system more similar to our fluorescent microcapillary devices 

(Q = 300, λpeak = 800 nm, P = 47 GHz, SNR = 100), Eqs. (1) and (2) yield δλ = 341 pm. Curve 
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fitting (Eq. (3)) gives δλ = 58 pm, whereas the DFT provides a resolution of δλ = 11 pm. In a 

typical fluorescence WGM system in which the mode periodicity is observable, the best 

resolution can thus be achieved by a simple frequency-domain analysis. These results are 

summarized in Table 1. 

Table 1. Comparison of the ultimate resolution for fluorescence and evanescent WGMs. 

Parameter Fluorescent WGM Evanescent WGM 

 Eq. (2) Eq. (4) Eq. (2) Eq. (3) 

Q 300 300 104 104 

P 0.1 nm 47 GHz 1 pm 125 MHz 

λpeak 800 nm 800 nm 1550 nm 1550 nm 

SNR 100 100 106 106 

Δλmin (3σ) 341 pm 11 pm 3.1 pm 3.4 fm 

There are several interesting results for values typical of a fluorescence WGM system. 

First, the resolution obtained from the DFT can be good, even for a low SNR. This suggests 

that the long collection times often used for fluorescence WGM analyses may not be strictly 

necessary, depending on the required detection limit. The effect of the data collection time 

will be confirmed experimentally below; FCM collection times as short as 1 second 

(reasonable even compared to evanescently-coupled setups using a tuneable laser) will 

produce a resolution at least similar to the spectrometer pitch when the spectral shifts are 

extracted from the DFT. 

Experimental 

The experimental test samples consisted of silica microcapillaries (inner diameter = 25 μm) 
with a layer of silicon quantum dots (QDs) coated on the channel surface (Fig. 3). The film, 

with an effective index of ~1.67 and a thickness of ~0.5 μm, supports fluorescence WGMs 

whose electric field extends slightly into the capillary channel. When excited with a blue LED 

or laser, the QDs emit a broad luminescence band centered near a wavelength of 800 nm. 

These fluorescent-core microcavities (FCMs) are similar to LCORRs [15], except that the 

resonances are measured in the fluorescence mode; also the device is mechanically robust and 

does not require pre-thinning treatments. 

We previously presented the method for fabricating these fluorescent core microcavities 

[28,29]. Here, the 488 nm line of an Ar
+
 laser was used to excite the QD fluorescence in free 

space above a microscope objective lens, using an incident laser power of ~40 mW. Solutions 

consisting of sucrose dissolved in water were pumped through the capillary channel while the 

fluorescence spectrum was monitored. For each sucrose solution, the FCM was first cleaned 

with deionized water, the solution was pumped in, and the fluorescence spectrum was 

collected. In each subsequent measurement the target Δn was 0.0012 RIU. Given an estimated 

sensitivity of ~10 nm/RIU for these devices based on electromagnetic simulations of the 

structure, this corresponds to an approximate target wavelength shift of ~12 pm; i.e., 20 times 

smaller than the quoted resolution of the spectrometer and almost 9 times smaller than the 

pitch. A second set of data was collected, in which the collection time was varied in order to 

determine the effect of different SNRs on the spectral shift measurements. Errors were 

estimated by repeating the measurements for a single sucrose solution. Uncertainty in the fluid 

refractive index was obtained by accounting for the various systematic and random errors in 

the dilution and concentration-to-index conversion processes that were carried out. 
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Fig. 3. Diagram of an FCM consisting of a capillary with an high-index fluorescent QD layer 

(cyan) coated on the channel surface. The field directions for the TE polarization are shown in 

yellow and green. 

Analysis of experimental data 

The fluorescent microcapillary WGMs were asymmetric with short-wavelength tails (Fig. 4). 

The high-frequency asymmetric tails are most likely due to cylindrical spiralling modes. This 

identification is consistent with several observations: (i) these mode asymmetries were not 

observed in similarly-sized microspheres prepared and coated with the same methods; (ii) the 

mode tails maintained a constant spectral relationship with the main peaks over the full range 

of n1, thus ruling out the possibility of higher-order radial modes (which have higher 

refractometric sensitivity); (iii) spiralling modes are naturally on the high-frequency side of 

the main peaks [30], as observed here; and, (iv) a polarizer was used to collect only the modes 

whose electric field was parallel to the FCM axis (TE modes), thus ruling out overlapping 

modes of different polarization. 

Here, we have the common problem associated with waveform analysis: the selection of a 

model that describes the data correctly. Unfortunately, there is no known function that 

describes a set of overlapping spiralling WGMs. The spiralling modes present a continuum of 

Lorentzians shifted to shorter wavelengths by an amount πrθ 2/(nλ) for small spiralling angle θ 

[30], but there are no expressions to calculate the angular dependence of the spiral mode 

intensity, I(θ). Thus, one is faced with a curve shape for which there is no analytical 

expression: it is comprised of a main Lorentzian on which is superimposed a continuum of 

shorter wavelength Lorentzians whose amplitude decreases with θ. 

 

Fig. 4. The main panel shows the WGM spectrum for each 0.0012-RIU step in the solution 

refractive index, in wavelength units. The vertical dashed line is a guide to the eye, showing 

that the shift of a single mode is difficult to observe. The data are offset for clarity. The inset 

shows one of the peaks (converted to frequency units) with the skewed Lorentzian fit, showing 

the location of the peak and centre (f0) frequencies. 
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We searched for a candidate function that can closely describe the observed asymmetric 

mode shapes. One such possibility is the skewed Lorentzian originally defined for infrared 

molecular transitions [31], given by 
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Here, f0 is the central frequency, A is a normalizing factor, and the peak width γ describes the 

frequency-dependence of the skewing: 
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In Eq. (6), the exponential term describes a sigmoidal variation in the peak width centered 

around the frequency f0, where a is a skew parameter that controls how the Lorentzian width 

varies around the central frequency. We introduce an additional parameter, B, that causes an 

asymmetry in the variation of the peak width. When B = 0 or a = 0, P(f) is a pure Lorentzian 

of width γ0. This model fit well to simulated spectra consisting of overlapping Lorentzians 

with essentially any I(θ). The inset to Fig. 4 shows that Eqs. (5) and (6), with a negative a and 

fractional B parameter, provide a good model for the experimental data as well, although there 

are noticeable deviations at the extrema – possibly due to overlap with adjacent mode orders. 

The frequency-domain shift analysis method presented its own practical complication, as 

well. Conversion of the wavelength spectrum into frequency is necessary to ensure that the 

WGMs are regularly spaced and shift uniformly with small changes in analyte index, but 

directly converting the wavelength data to frequency leads to a non-uniform sampling pitch. 

This was handled by uniformly sampling a linear interpolation of the wavelength data. More 

advanced methods such as least squares frequency analysis [32] do exist for dealing with non-

uniform sampling but these were not employed here. 

The experimental WGM peak shift obtained by the peak-picking, curve fitting, and DFT 

methods are shown in Fig. 5. Although the correlation was poor for the peak-picking method 

and the error in the slope correspondingly high, even this crude technique appears sufficient to 

extract meaningful information on the sensitivity, given good sampling and SNR. Curve 

fitting with Eqs. (5) and (6) also demonstrated the expected spectral redshift with increasing 

refractive index over the narrow range investigated (Fig. 5(b)). The frequency-domain method 

showed a better correlation than the curve fitting (Fig. 5(c)), in agreement with the numerical 

simulations which predict a higher resolution for the DFT under these experimental 

conditions. The sensitivities for all three methods agree within error. 

 

Fig. 5. Wavelength shifts for the spectra in Fig. 4 (SNR = 3x105) obtained using different 

methods. Left: peak picking; Middle: curve fitting; Right: weighted fit of the Fourier phase 

components. The error bars are one standard deviation from 10 repetitions of a single-index 

measurement and shift analysis. The first two methods used a peak centered at 382 THz. 

The effect of increasing noise on the sensitivity was obtained for both curve fitting and 

DFT peak shift methods. Example spectra are shown in Fig. 6, for four different collection 
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times that gave SNRs ranging from 3 x 10
5
 down to < 1. The solution refractive index was 

increased in 0.0012 RIU steps, as before, in order to extract the experimental sensitivity and 

resolution, δλ, as a function of the SNR (Table 2). For a low SNR = 6, corresponding to a 1-

second collection time in our setup, curve fitting and especially the Fourier analysis can still 

deduce a good correlation between the wavelength shift and the refractive index change (Fig. 

7). For a terrible SNR of ~0.5 (red curve in Fig. 6, corresponding to a 100-ms collection time), 

the WGM shifts were still resolvable by the frequency-domain method, and gave a slope in 

good agreement with those obtained from the longer collection times. 

 

Fig. 6. The same spectrum taken with four different collection times (240s, 10s, 1s, and 0.1s) 

with the corresponding SNR. All spectra were taken with water inside the capillary channel. 

 

Fig. 7. WGM peak shifts as a function of RI, for an SNR = 6. A reasonable correlation can still 

be extracted from the DFT method; whereas for peak picking the spectral shift information is 

lost. In this case, for technical reasons the data was collected only once. The errors in the CF 

and DFT method were drawn from their (assumed) 3σ normal distribution about the linear 
model, and for the peak picking method, the error was assumed the same as in Fig. 5a where 

the spectral data collection was repeated. 

An analysis of the residuals permits one to extract an estimate of δλ (the experimental 

resolution for each analysis method), assuming that the residuals are normally distributed 

about the mean. The measured results are tabulated and compared against the predictions of 

the numerical models in Table 2, for an observed WGM peak with fpeak = 382 THz, Δfpeak = 1 

THz, and an experimental sampling rate of P = 47 GHz (~0.1 nm). Generally, the trends are in 

agreement with the numerical predictions but the absolute experimental results are worse than 

those predicted numerically, particularly for the high SNR cases. Consistent with the 

numerical results, the frequency-domain method gives a better resolution than curve fitting for 

all the SNR values collected. 
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Table 2. Experimental and numerical results for a wide range of experimental SNRs. The 

subscripts n and e refer to numerical and experimental values, respectively. 

 Curve fitting Fourier 

SNR S 3σe 3σn S 3σe 3σn 

 (nm/RIU) (pm) (pm) (nm/RIU) (pm) (pm) 

0.5 6 ± 36 na 818 12 ± 4 149 149 

6 15 ± 5 153 230 14 ± 2 57 58 

1000 14 ± 2 79 17 12 ± 2 59 4 

3x105 15 ± 3 110 0.9 13 ± 2 65 0.2 

For the highest SNR studied, one would expect a much better resolution than that observed 

experimentally. While we cannot isolate the source of this discrepancy, the shifts may be 

contaminated by other random and systematic errors, such as: (i) the non-Lorentzian peak 

shapes compounded by mode overlap from adjacent angular modes; (ii) small motions of the 

capillary on the spectrometer slit, leading to deviations associated with the position of the 

spectrum on the CCD array, as communicated to us by the spectrometer manufacturer [33]; 

(iii) the spectral image focus, which was found to vary slightly from measurement to 

measurement; (iv) temperature variations, and (v) even over such small variations in the 

sucrose concentrations, the assumption of shift-invariance may not be strictly valid. 

Discussion 

The results show that the technique used to extract the peak shifts is an important 

consideration in the ultimate sensitivity and detection limit for WGM devices, and the optimal 

method will depend on the experimental and sampling conditions. Although the methods used 

are simple from a signal processing point of view, as applied to WGM-based refractometric 

sensors they may help to pave the way to improvements in both in the detection limits and 

analysis time for fluorescence-based WGM systems. In the case of fluorescence WGMs, 

under optimal conditions the resolution limit is almost two orders of magnitude smaller than 

the spectrometer resolution and pitch, while experimentally for a non-ideal mode structure we 

obtained an order-of-magnitude improvement over the pitch. 

The FCM structures we studied here, although attractive from a microfluidic standpoint, 

have unfortunately a fairly low sensitivity in this refractive index range and suffer from WGM 

peak overlaps associated with spiralling cylindrical modes. Higher sensitivity in fluorescence 

WGMs can be obtained in at least two ways: (i) using QD-coated microspheres instead of 

capillaries, for which values as high as 160 nm/RIU can be achieved [17], and which feature a 

Lorentzian mode structure; and (ii) using high refractive-index fluids for which fluorescent 

capillaries demonstrate sensitivities of ~300 nm/RIU for the second order radial modes [34]. 

Smaller microspheres (which by nature have greater sensitivities) also demonstrate an 

attractive mode structure for data analysis, without observable peak overlap [22]. 

The SNR for a 1-second exposure time is ~6. However, a simple Fourier analysis was 

nevertheless able to provide 3σ experimental uncertainties as low as 57 pm. Thus, depending 

on the required resolution, relatively little may be gained by integrating over long times to 

collect “clean” spectra. For our work, a collection time of 1 second represents a two-order-of-

magnitude speed increase over previous measurements with these structures [20]. 

Final issues include: (i) an Ar
+
 laser represents a significant experimental cost. However, a 

405-nm LED also excites the QDs and also gives good WGM spectra. (ii) Additional sources 

of error (probably quite significant ones) are certainly present in our experimental results, 

which appear to converge toward a detection limit of ~60 pm rather than the predicted values 

< 1pm. Temperature variations or any other quantifiable source of experimental error in the 

peak location can be added in quadrature to the resolution obtained from Eqs. (3) and (4). 
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Conclusions 

A simple numerical relationship was obtained for quickly estimating the resolution and 

detection limits for WGM-based refractometric sensor devices, regardless of the measurement 

system and device platform. Although initially motivated by examining the resolution limits 

of fluorescent-type devices such as ring resonators, capillaries, and microspheres, the results 

apply to evanescently-coupled devices also. The numerical resolution models of Eqs. (3) and 

(4) are general and include the effect on the ultimate system resolution of the sampling for 

different but commonly-used peak shift measurement methods. While we stress that this work 

does not develop any novel signal processing methods, the results are fairly encouraging from 

the point of view of fluorescence WGM sensing, where a resolution of ~1 pm might be 

expected when the modes are non-overlapping Lorentzians. Collection times, too, can be 

much lower than previously thought possible for extracting meaningful wavelength shifts. The 

Fourier method, especially, can provide a good resolution, relative insensitivity to noise, easy 

software integration for live-time analysis, and a minimization of subjective modeling input. 

Further improvements might be possible, for example, by using least-squares frequency 

analysis to deal with non-uniform spectral sampling, or by incorporating waveform variations 

in addition to a pure shift. 
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