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#### Abstract

Flip-flops are essential building blocks of sequential digital circuits, but typically occupy a substantial proportion of chip area and consume significant amounts of power. This work proposes 18TSPC, a new topology of fully-static contention-free Single-Phase Clocked (SPC) Flip-Flop (FF) with only 18 transistors, the lowest number reported for this type. Implemented in 65 nm CMOS, it achieves $20 \%$ cell area reduction compared to the conventional Transmission Gate FF (TGFF). Simulation results show the proposed 18TSPC is 3 times more efficient than TGFF in the Energy-Delay space. To demonstrate EDA compatibility and circuit/system-level benefits, a shift-register and an AES-128 encryption engine have been implemented. Chip experimental measurements at $0.6 \mathrm{~V}, \mathbf{2 5}^{\circ} \mathrm{C}$ show that, compared to TGFF, the proposed 18TSPC achieves reductions of $68 \%$ and $73 \%$ in overall and clock dynamic power, respectively, and $\mathbf{2 7 \%}$ lower leakage.


Index Terms-ultra-low power, single-phase clocked, flip-flop

## I. Introduction

THE rapid growth in deployment of Internet of Things (IoT) devices [1] means that processors are now becoming pervasive. IoT finds applications in various areas including healthcare, smart environments, and transportation [2]. However, along with the widespread deployment of these devices there comes a natural desire to reduce their energy/power demands: this can extend device active times, or mean that their batteries can be made smaller (reducing their cost and size). There is also a need to reduce the cost of device production, and minimizing the silicon area occupied by processors is a key consideration.

Scaling down the supply voltage brings power reduction benefits. Sub-threshold techniques adopt aggressive supply voltage scaling, below the threshold voltage, but have significant impact on variability and performance [3]. In contrast, Near-Threshold Voltage (NTV) techniques [4] allow the supply voltage to be brought close to the threshold voltage (but not below it), with a reduced impact on variability and performance characteristics, making this regime of operation more suitable for industry adoption. However, the variability related issues are still significant compared to conventional super-threshold techniques, calling for careful circuit design [5]. Flip-flops (FFs), as the key component in sequential logic
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Fig. 1. Conventional Transmission Gate FF (TGFF) [12]
circuits, have a great impact on the performance, robustness, size and total power consumption of systems [6][7]. Motivated by this, recent research in FFs has focused on developing lowpower and reduced-variability circuits, especially in the low voltage operation region [8][9].

Robustness is a primary factor in the design of ultra-low power FFs for low voltage operation. Conventionally, dynamic logic is introduced to achieve better speed [6]. However, dynamic logic is vulnerable to process variation, making dynamic circuits less robust at NTV [9], so Fully-Static FF operation is therefore desirable for ultra-low power designs. Additionally, for ultra-low power FFs, single-phase clocked (SPC) operation maximizes power efficiency in the NTV region, since the inverter chain (which provides the complemented clock signal) can be eliminated [10]. Also, contention paths need to be eliminated in ultra-low power FF designs, since the contention between the pull-down network and the keepers results in increased power consumption [11]. Also, any ratioed logic is vulnerable to process variation which may be exacerbated at NTV levels [9]. Thus, ultra-low power FFs should be contention-free, avoiding data contention paths. In addition, reduced area helps reduce silicon real-estate costs.

By analyzing the properties of the widely-used Transmission Gate FF (TGFF) [12][17] (Fig. 1) and other state-of-the-art (SoA) ultra-low power FF designs including the TopologicallyCompressed FF (TCFF) [8] (Section II), it was found that SoA ultra-low power FFs do not meet all the above requirements, and their claimed benefits can reduce significantly as yield, EDA and system level issues are addressed [15].

This paper proposes 18TSPC, a SPC FF with only 18 transistors (the lowest reported for a fully-static contentionfree SPC FF) with a novel master-slave topology (Section III). With a simplified topology, it delivers a $20 \%$ reduction in cell area compared to TGFF. Unlike SoA designs, 18TSPC meets all ultra-low power FF design requirements. It has


Fig. 2. Schematic of SoA SPC FFs, highlighting master-slave isolation, contention paths and clock transistors. (a) Static Single-Phase Contention-Free FF (S2CFF) [9], (b) Cross Charge-Control FF (XCFF) [13], (c) AdaptiveCoupling FF (ACFF) [14], (d) Topologically-Compressed FF (TCFF) [8] and failure mechanism [15]. (e) True-Single-Phase-Clock 18T FF (20T with Reset) [16].
been implemented in 65 nm CMOS along with a TGFF in 320-bit shift-register and AES-128 encryption engine design. This proves EDA compatibility and demonstrates circuit and system-level benefits. The design was first simulated (Section IV) then experimentally validated (Section V) at $0.6 \mathrm{~V}, 25^{\circ} \mathrm{C}$, at various Data Activity Rate ( $\alpha$ ), showing that the proposed


Fig. 3. Simulation results show TCFF internal node voltages at (a)VDD $=$ 1.2 V ,(b) $\mathrm{VDD}=0.6 \mathrm{~V}$ when $D$ rising at $C K=0$ [15].

18TSPC achieves reductions of $68 \%$ and $73 \%$ in overall ( $P_{\alpha=10 \%}$ ) and clock dynamic power ( $P_{\alpha=0 \%}$ ), respectively, and $27 \%$ lower leakage compared to TGFF. Furthermore, unlike TCFF, the measurements indicate superior 18TSPC performance at NTV.

## II. Review of State-of-THE-ART SPC FFs

The Static Single-Phase Contention-Free FF (S2CFF) [9] (Fig. 2a) is based on the dynamic True Single-Phase Clock (TSPC) FF [18], with an additional conventional slave latch, and uses 24 transistors (equal to the conventional TGFF). It is a fully-static circuit without contention issues, which suggests suitability for NTV operation. The topology improves power efficiency at all $\alpha$ compared to TGFF; however, although it has the same transistor count, its complex topology results in layout area overheads. Additionally, it has 5 transistors connected to the clock (highlighted in red in Fig.2a), leading to higher clock tree capacitances and associated power overheads.

In the Cross Charge-Control FF (XCFF) (Fig. 2b) [13] and Adaptive-Coupling FF (ACFF) (Fig. 2c) [14], dynamic logic nodes and contention paths are introduced in the design to improve speed. This can, however, degrade robustness when the supply voltage is decreased. Furthermore, the contention current results in extra power consumption during data transitions. In XCFF, the dynamic nodes are indicated as $X 1$ and $X 2$. Contending devices and nodes in XCFF and ACFF are the highlighted inverters. Although the contention issue in ACFF can be mitigated by carefully modifying the width ratio of transistors in the slave latch, or by adding devices, this results in area and power overheads.

The Topologically-Compressed FF (TCFF) (Fig. 2d) [8] uses 21 transistors (fewer than the conventional TGFF). Its fully compressed topology improves power efficiency for all $\alpha$ compared to TGFF. However, a design limitation can be observed. For correct operation, in the case when $D$ is rising at $C K=0$, data 0 is expected to be latched at node $n 1$ if $n 2$ is pulled up to $v d 2$ (turns on M03). For this, $v d 2$ should be at supply voltage (VDD), otherwise $n 2$ can be weakened which leads to high setup time and latch failure. However, in practice a voltage drop is observed at $v d 1$ and $v d 2$ in this condition. Owing to the latency of M19 turning off, a temporary shortcircuit path exists, weakening $v d 1$ from VDD via the path $M 11 \rightarrow M 12 \rightarrow M 15 \rightarrow M 19 \rightarrow G N D$. Since $M 18$ is on , $v d 2$ is lower than VDD. The $M 05$ pull-up effort is weakened since $v d 2<$ VDD. Note that $M 15$ will not be off, since $n 3$ will not be pulled down to zero until $n 2$ crosses the midrail of VDD. $n 2$ in this scenario can be slowly rising, or
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| D | CK $=0$ | CK = 1 |
| :---: | :---: | :---: |
| 0 | $\begin{gathered} \mathrm{F} 1=1 ; \mathrm{L} 1=\overline{\mathrm{D}}=1 ; \\ \mathrm{L} 2=\overline{\mathrm{F} 2} ; \mathrm{F} 2=\overline{\mathrm{L} 2} ; \\ \mathrm{F} 3=1, \mathrm{Q}=\overline{\mathrm{L} 2} \end{gathered}$ | $\begin{aligned} & F 1=\overline{L 1}=0 ; L 1=\overline{F 1}=1 ; \\ & L 2=\overline{F 3}=1 ; F 2=\overline{L 2}=0 ; \\ & F 3=\overline{L 1}=0 ; Q=\overline{L 2}=0 \end{aligned}$ |
| 1 | $\begin{gathered} \mathrm{F} 1=1 ; \mathrm{L} 1=\overline{\mathrm{D}}=0 ; \\ \mathrm{L} 2=\overline{\mathrm{F} 2 ; \mathrm{F}}=\overline{\mathrm{L} 2} ; \\ \mathrm{F} 3=1, \mathrm{Q}=\overline{\mathrm{L2}} \end{gathered}$ | $\begin{aligned} & F 1=\overline{L 1}=1 ; L 1=\bar{F} 1=0 ; \\ & L 2=\overline{F 3}=0 ; F 2=\overline{L 2}=1 ; \\ & F 3=\bar{L} 1=1 ; Q=\overline{L 2}=1 \end{aligned}$ |



Fig. 4. Design development of proposed 18TSPC from multiplexer scheme with topology compression.
floating at mid-rail, due to the degraded $v d 2$. This analysis is supported by the SPICE simulation results (Fig. 3) at both supply voltages ( $\mathrm{VDD}=1.2 \mathrm{~V}$ and 0.6 V ). Also, the voltage drop issue cannot efficiently be resolved just by resizing, as the Monte-Carlo simulation of [15] still shows a high setup time and very low yield (approx. 5\%) owing to this limitation.

Recently, a True-Single-Phase-Clock FF with 18 transistors was proposed [16], shown in Fig. 2e. A dynamic node (N1) and contention paths (pull-up network M15, M16 contend with pull-down network M11, M12; pull-up transistor M10 contends with M17, M18) exist in the design. The FF design was implemented in 28 nm FDSOI, which achieved a $40 \%$ improvement at 0.4 V in energy/cycle compared with conventional MSFF. However, a non-complementary topology is used in its slave latch, i.e. the NMOS (M16) is used for pull-up, which can lead to voltage degradation in internal node N3. To mitigate the voltage drop issue, a poly-bias technique is applied to highlighted transistors. Further, to enable ultra-low voltage operation, a back bias voltage is applied to lower the threshold voltage of the design, requiring extra design effort. Further, the output buffer is eliminated which makes the circuit vulnerable to noise at output port Q [19]. Eliminating the output buffer also brings the problem of decreasing fanout. To improve its robustness and increase the fanout of the FF design, an output inverter needs to be inserted. Owing to this, the total transistor count would increase to 20.

## III. Proposed Single-Phase Clocked FF

## A. SPC FF design approach

The aim of the design is to carry forward the enhancements achieved by previously-reported FFs in terms of cell area, power consumption and performance, but to overcome the limitations of these designs. To do this, the initial step is to evaluate the Boolean function of a positive-edge trigged Master-Slave FF (MSFF):

$$
\begin{gather*}
D_{M L}^{\text {present }}=\overline{C K} \cdot D+C K \cdot D_{M L}^{\text {previous }}  \tag{1}\\
D_{S L}^{\text {present }}=\overline{C K} \cdot D_{S L}^{\text {previous }}+C K \cdot D_{M L}^{\text {present }} \tag{2}
\end{gather*}
$$

| CK | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{D}_{\text {SL }}^{\text {previous }}$ | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| $D$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| Y1 | $1^{w}$ | 0 | $1^{w}$ | 0 | 0 | 0 | 0 | 0 |
| Y2 | $1^{w}$ | $1^{w}$ | 0 | 0 | 0 | 0 | 0 | 0 |

For $\mathrm{CK}=1: \mathrm{Y} 1=\mathrm{Y} 2=0$
For $\mathrm{CK}=0$ : $\mathrm{Y} 1=\overline{\mathrm{D}}$ and
$\mathrm{Y} 2=\overline{\mathrm{D}_{\mathrm{SL}}^{\text {previous }}}$;
$\mathrm{D}_{\mathrm{SL}}^{\text {previous }}=$ previous data in
slave latch (L2)
$1^{\mathrm{w}}=$ Weak $1\left(\mathrm{~V}_{\mathrm{th}}\right.$ drop)
(a)

(b)

Fig. 5. (a) Net states at $Y 1$ and $Y 2$ at different $D, D_{S L}^{\text {previous }}$ and $C K$ states. (b) The proposed 18-Transistors Single-Phase Clocked FF (18TSPC).

In Equation 1, $D$ is the data input, $D_{M L}^{\text {present }}$ is the present data in the master latch, and $D_{M L}^{\text {previous }}$ is the data which has been latched from $D$ during the previous low $C K$. In Equation 2, $D_{S L}^{\text {present }}$ is the present data in the slave latch, and $D_{S L}^{\text {previous }}$ is the data which has been latched from the output of the master latch during the previous high $C K$ in the slave latch.

Based on these equations, MSFF can be abstracted using two multiplexers [12], shown in Fig. 4(a). However, the original MUX2-based FF requires inverters to apply a complemented clock signal. To eliminate the internal clock inverters for the select ( $C K$ ) pin, a combination of a compound OR-AND-INVERTER (OAI21) gate and a NAND2 gate topology is adopted as the MUX2 circuit (Fig. 4b). By adopting the OAI21-based MUX2, the MSFF (Fig. 4a) can be constructed in a reduced gate level topology (Fig. 4c).

## B. SPC FF circuitry reduction

It can be observed from the table in Fig. 4d that $F 1$ and $F 3$ are logically equivalent in all scenarios. This implies that


Fig. 6. (a) 18TSPC operation diagram at different $C K$ and $D$ states, highlighting the active devices, logic high nets and logic low nets. (b) Worst-case Hold time path analyse of the 18TSPC.

NAND gate $N 3$ in the slave latch (Fig. 4c) is redundant, so N3 can be merged with gate $N 1$ (Fig. 4e). In the schematic-level design, gates $R 1-N 2$ and $R 2-N 4$ are combined as compound gates OAI21. The reduced NAND gate results in a saving of four transistors. The reduced topology results in a 20-transistor FF, with six transistors connected to $C K$ (Fig. 4f).

To further reduce the number of clocked transistors, a transistor merging process is applied to the 20-transistor SPC FF (Fig. 4f). When $C K$ is low, the clock-connected PMOS $M 1$ and $M 3$ are turned on, and nodes $X 1$ and $X 2$ are pulled up to VDD. Otherwise, $X 1$ and $X 2$ are floating. Hence $M 1$ and $M 3$ can be merged. Further, when $C K=1$, NMOS $M 2$ and $M 4$ are on, node $Y 1$ and $Y 2$ is pulled down to 0 . When $C K=0$, NMOS $M 2$ and $M 4$ are turned off, the voltage level at node $Y 1$ and $Y 2$ depends on the signal $D$ and $F 2$ respectively (see Fig. 5a). This shows $M 2$ and $M 4$ can be replaced with a single clocked-NMOS (connected between $Y 1$ and $Y 2$ ), working as a pass transistor. When $C K=0, Y 1$ and $Y 2$ are isolated since the clocked-NMOS is off. For $C K=$ 1, the states of $Y 1$ and $Y 2$ are same $(Y 1=Y 2=0)$. This transistor merging results in the proposed 18-transistor SPC FF (18TSPC), shown in Fig. 5b.

## C. 18TSPC operation and timing path analysis

Fig. 6a shows the operation of the 18TSPC at different $C K$ and $D$ states. No contention paths or dynamic nodes are observed in any of the scenarios. When $C K=0$, devices on $D$ only change the state of $L 1$ in the master latch. Since the slave latch remains isolated from $D$ for $C K=0$, the switching on $L 1$ does not induce any data corruption in the slave latch. When $C K=1, D$ is isolated, and the FF outputs the previous latched data at $L 1$ in the master latch.

The setup time of the 18TSPC is determined by the propagation delay from $D$ to $F 1$. The hold time is determined by the speed of $L 2$ settling to its final value after the rising edge of $C K$. As shown in Fig. 6b, the worst-case hold time scenario is experienced when $D$ falls too close to the rising edge of $C K$. If $M 6$ is turned off by $D$ before net $L 2$ is fully


Fig. 7. Layout of the S2CFF, TGFF and the proposed 18TSPC.
discharged, a hold violation may be observed. The highlighted path in Fig. 6b is the critical hold time path of the design, and due to the proposed topology, the hold time is positive. The SPICE simulation waveform illustrates both correct operation and the hold-violation scenarios.

## IV. Simulation Results and Analysis

To evaluate the proposed design, 18TSPC, S2CFF and TGFF have been laid-out and characterized with TSMC 65 nm CMOS technology. For fair comparison, the transistor sizes of each FF were tuned to achieve the minimum energy $\left(E_{0}\right)$ point of the Energy-Efficient Curve (EEC), which is considered as the minimum size for correct functionality [20]. Post-layout Monte-Carlo simulations (10k runs) were performed for each FF, to evaluate functionality at different PVT corners. For EDA synthesis and further place-and-route ( $\mathrm{P} \& \mathrm{R}$ ) considerations, only the M1 metal layer is adopted in the proposed FF layouts. Fig. 7 shows the layouts of S2CFF, TGFF and the proposed

TABLE I
Dynamic Power, Energy/cycle and Energy-Delay Product (ED) comparison

| PVT Corner | FFs | CK pin Power ( nWW ) |  |  |  | D pin Power ( nW ) |  |  |  | $\begin{array}{\|c} \hline \text { Q pin Power (nW) } \\ \hline \text { CK } \\ \hline \end{array}$ |  | Energy at $\alpha=100 \%$ (fJ/cycle) | $\begin{gathered} \text { Norm. ED } \\ (\text { i.e. } \operatorname{Min} E) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | D! |  | D |  | CK! |  | CK |  |  |  |  |  |
|  |  | rise | fall | rise | fall | rise | fall | rise | fall | rise | fall |  |  |
|  | TGFF | 1.33 | 1.68 | 1.48 | 1.52 | 0.93 | 1.64 | 0.06 | 0.62 | 1.86 | 1.93 | 6.64 | 46.81 |
| TT/ $/ 0.6 \mathrm{~V} / 25^{\circ} \mathrm{C}^{*}$ | S2CFF | 0.10 | 1.63 | $\sim 0.0$ | 0.50 | 1.24 | 1.49 | $\sim 0.0$ | 0.16 | 1.79 | 1.88 | 4.01 | 40.84 |
|  | 18TSPC | 0.28 | 0.80 | $\sim 0.0$ | 0.32 | 0.37 | 0.73 | $\sim 0.0$ | 0.17 | 1.73 | 1.42 | 2.99 | 21.99 |
|  | TGFF | 5.51 | 7.04 | 6.03 | 6.56 | 3.82 | 7.22 | $\sim 0.0$ | 2.78 | 7.97 | 8.74 | 27.10 | 43.97 |
| TT/1.2V/25 ${ }^{\circ} \mathrm{C}^{* *}$ | S2CFF | 7.37 | 0.22 | $\sim 0.0$ | 2.36 | 5.36 | 6.46 | $\sim 0.0$ | 0.82 | 7.75 | 8.15 | 17.91 | 40.71 |
|  | 18TSPC | 0.93 | 3.53 | $\sim 0.0$ | 1.50 | 1.53 | 339 | $\sim 0.0$ | 0.61 | 7.42 | 6.13 | 11.80 | 23.99 |

* $C K$ transition time $1.4038 n s, D$ transition time: $2.7556 n s, Q$ load capacitance: $0.0202 p F$, CK Frequency: 6.66 MHz
${ }^{* *} C K$ transition time: $0.0894 n s, D$ transition time: $0.3255 n s, Q$ load capacitance: 0.0279 pF , CK Frequency: 6.66 MHz
$\mathrm{ED}=($ Energy/cycle $) \cdot(\mathrm{D}-$ to-Q delay $), \mathrm{D}-$ to-Q delay $=$ setup time + CK-to-Q delay
Norm. ED: Normalized by an unloaded minimum inverter $\left(E D_{i n v 0}=0.58 f J \cdot n s\right.$ at $0.6 \mathrm{~V}, 0.21 f J \cdot n s$ at 1.2 V$)$


Fig. 8. Normalized Energy/cycle with $\alpha=100 \%$ at nominal supply voltage (1.2V for 65 nm CMOS, 1.0 V for 45 nm FDSOI [9]) and NTV ( 0.6 V for 65 nm CMOS, 0.4 V for 45 nm FDSOI [9].

18TSPC, which shows a $20 \%$ and $29 \%$ reduction in cell area over TGFF and S2CFF respectively. Owing to its reduced circuitry and lower transistor count, 18TSPC achieves the lowest leakage power ( 104 pW at $\mathrm{TT} / 1.2 \mathrm{~V} / 25^{\circ} \mathrm{C}$ ) of the three FF cells, $27 \%$ less than TGFF and $32 \%$ less than S2CFF. In 18 TSPC , the clocked transistor count is 4,1 transistor less than S2CFF. Hence, the clock pin capacitance of 18TSPC (2.16 fF) is $37 \%$ less than S2CFF. Since only two transistors are directly connected to the $C K$ pin, TGFF also achieves the lowest clock pin capacitance $(1.09 f F)$ of the three FFs. However, more transistors (12 in total) are clock signal related in TGFF, which leads to higher dynamic power. To reduce the area and CK network power for the conventional MSFF, one single clock inverter chain can be shared with multiple FFs, i.e. Multi-Bit FF (MBFF) topology [21]. Benefiting from the reduced topology, a multi-bit 18TSPC still has lower area compared to TGFF-based multi-bit FFs. The 18TSPC-based design shows $11 \%$ area reduction versus a 2-bit TGFF based MBFF. Compared with a 4-bit design, the area saving is $5 \%$. A multi-bit 18TSPC also shows superior power efficiency compared to TGFF-based MBFF cells. At $\alpha=0 \%$, a 2 bit 18TSPC-based MBFF achieves a $66 \%$ power saving and a 4 -bit 18 TSPC -based design achieves a $60 \%$ power saving
compared to the TGFF-based MBFFs. At $\alpha=100 \%$, the same designs show a $56 \%$ and $54 \%$ power saving, respectively.

Table I shows the dynamic power and energy (per cycle) of each FF at different $D$ and $C K$ switching scenarios at $\mathrm{TT} / 0.6 \mathrm{~V} / 25^{\circ} \mathrm{C}$ and $\mathrm{TT} / 1.2 \mathrm{~V} / 25^{\circ} \mathrm{C}$. The power data is the mean value collected from the power lookup table in generated Liberty files (.lib). In contrast with TGFF, the $C K$ pin power is evenly distributed in each scenario.

The dynamic power in SPC FFs is activity-dependent. In S2CFF, more $C K$ power is consumed when $D=0 \& C K$ rising and $D=1 \& C K$ falling. In 18TSPC, higher $C K$ power is reported for $D=0 \& C K$ falling and $D=1 \& C K$ falling. The unevenly distributed $C K$ power in different transition scenarios is quite dependent on the topology of SPC FF. Overall, the proposed 18TSPC achieves lower dynamic power at different $D$ and $C K$ switching scenarios, and achieves lowest energy ( $2.99 \mathrm{fJ} /$ cycle at TT/0.6V/25 ${ }^{\circ} \mathrm{C}$ and $11.8 \mathrm{fJ} /$ cycle at $\mathrm{TT} / 1.2 \mathrm{~V} / 25^{\circ} \mathrm{C}$ ) among the three FFs . The normalized results shown in Fig. 8 highlight a 55\% energy reduction versus TGFF at $\mathrm{TT} / 0.6 \mathrm{~V} / 25^{\circ} \mathrm{C}$ and $56 \%$ energy saving against TGFF at $\mathrm{TT} / 1.2 \mathrm{~V} / 25^{\circ} \mathrm{C}$ is achieved. Since the FFs are implemented to achieve $E_{0}$, the Energy-Delay (ED) product can be considered as the MinE point on EEC [20]. The MinE of the proposed 18 TSPC is about $1.8 \times$ and $1.7 \times$ better than TGFF and S2CFF, respectively, in the ED space at 1.2 V . At 0.6 V , the 18 TSPC is about $2.1 \times$ more efficient than TGFF and $1.9 \times$ better than S2CFF in ED space. The 18TSPC shows energy efficiency in ED space at both nominal voltage and NTV operation.

Fig. 9 shows the D-to-Q delay simulation results for the three FFs at $\mathrm{SS} / 0.6 \mathrm{~V} / 25^{\circ} \mathrm{C}$. No functional failure was observed over 10 K simulations. The proposed 18TSPC has a lower mean $(\mu)$ value in D-to-Q delay distribution than S2CFF (35\% lower). The result shows the proposed design has a higher $\mu$ than TGFF ( $19 \%$ higher), considered as the performance penalty. The $\mu+3 \sigma$ value of the 18TSPC D-to-Q delay over 10 K simulations is $14.78 \mathrm{~ns}, 34 \%$ lower than S2CFF, and $17 \%$ higher than TGFF.

To evaluate EDA compatibility and system level characteristics, all three FFs were used to implement AES-128 macros using industry-standard EDA tools. Fig. 10 shows the floorplan for each design. The clock trees are highlighted, illustrating similar complexity of each design. In the AES-128


|  | Mean (ns) | $\boldsymbol{\sigma}(\mathbf{n s})$ | $\boldsymbol{+ 3 \sigma}(\mathbf{n s})$ |
| :---: | :---: | :---: | :---: |
| TGFF | 10.73 | 0.49 | 12.20 |
| S2CFF | 20.73 | 0.59 | 22.50 |
| 18TSPC | 13.28 | 0.50 | 14.78 |

Fig. 9. 10K Monte-Carlo simulation results of D-to-Q Delay.


Fig. 10. AES 128 floorplan of (a) 18TSPC, (b) TGFF and (c) S2CFF, the clock tree is highlighted.
macro, FFs contribute $4 \%$ of standard cells and all variants were synthesized for identical area and timing constraints, as highlighted in Table II.

Owing to the positive hold time characteristic of the 18TSPC, more hold buffers are inserted into the 18TSPCbased AES implementation. Because of this, the 18TSPC based AES-128 macro consumes higher combinational power ( $P_{\text {comb. }}$ ), $2 \%$ and $0.8 \%$ higher than the TGFF and S2CFFbased designs, respectively. Due to the better power efficiency of the proposed design, the register and clock network power $\left(P_{R E G}+P_{C K \_n e t}\right)$ of 18 TSPC -based design is $37 \%$ lower than the TGFF-based macro and $36 \%$ lower than the S2CFF-based macro with clock gating applied. However, owing to the limited contribution of FFs in AES-128, the overall dynamic power $\left(P_{\text {total }}\right)$ is merely $2.3 \%$ lower than the TGFF-based implementation (vector based simulation). A small negative slack in hold time is observed in the synthesis result, verified through static timing analysis after full RC extraction.

In modern SoC design, FFs are implemented with scan paths for testability. An MUX2 gate is added to the proposed 18TSPC in cell level, named S_18TSPC. The S_18TSPC and the standard scan FF (S_TGFF) were also used to implement the AES-128 macro with the same setup as in Table II, as highlighted in Table III. The S_18TPSC still has a 4\%

TABLE II
AES-128 Synthesis Results Comparison

|  | Unit | 18TSPC | TGFF | S2CFF |
| :---: | :---: | :---: | :---: | :---: |
| Area | $\mu \mathrm{m}^{2}$ | 32657 | 33313 | 33888 |
| CK Buffers | $\#$ | 17 | 11 | 15 |
| Hold Buffers | $\#$ | 72 | 0 | 0 |
| NO. FFs | $\#$ | 385 | 385 | 385 |
| P $_{\text {REG }}$ | $\mu \mathrm{W}$ | 2.76 | 5.65 | 5.15 |
| P $_{\text {CK_net }}$ | $\mu \mathrm{W}$ | 1.62 | 1.38 | 1.68 |
| $\mathbf{P}_{\text {comb. }}$ | $\mu \mathrm{W}$ | 57.4 | 56.3 | 56.97 |
| P $_{\text {total }}$ | $\mu \mathrm{W}$ | 61.8 | 63.3 | 63.8 |
| WNS_SETUP | ps | 0 | 0 | 0 |
| WNS_HOLD | ps | 9 | 0 | 0 |

Die Area : $200 \mu m \times 299.6 \mu \mathrm{~m}$, Target CK Frequency: 20 MHz ,
Clock Uncertainty: 30 ps , Clock-Gating applied
Process Corners: $1.2 \mathrm{~V} / \mathrm{TT} / 25^{\circ} \mathrm{C}, 1.08 \mathrm{~V} / \mathrm{SS} / 125^{\circ} \mathrm{C}, 1.32 \mathrm{~V} / \mathrm{FF} /-40^{\circ} \mathrm{C}$
WNS_HOLD: Worst Negative Hold Slack
WNS_SETUP: Worst Negative Setup Slack

TABLE III
SCAN FFS IMPLEMENTATION RESULTS

|  |  | Unit | S_18TSPC | S_TGFF |
| :---: | :---: | :---: | :---: | :---: |
| Cell Level$\left(\mathrm{TT} / 1.2 \mathrm{~V} / 25^{\circ} \mathrm{C}\right)$ | +Transistors | \# | 10 | 8 |
|  | Area | norm. | 0.96 | 1 |
|  | Hold | ps | 3 | -6 |
|  | Setup | ps | 170 | 91 |
| AES-128 | Area | $\mu \mathrm{m}^{2}$ | 36710 | 36514 |
|  | NO. FFs | \# | 385 | 385 |
|  | $\mathrm{P}_{\text {REG }}$ | $\mu \mathrm{W}$ | 4.84 | 5.82 |
|  | $\mathrm{P}_{\text {CK_net }}$ | $\ldots \mathrm{W}$ | 1.56 | 1.35 |
|  | $\mathbf{P}_{\text {comb }}$. | $\mu \mathrm{W}$ | 56.3 | 57.5 |
|  | $\mathrm{P}_{\text {total }}$ | $\mu \mathrm{W}$ | 62.7 | 64.6 |
|  | WNS_SETUP | ps | 0 | 0 |
|  | WNS_HOLD | ps | 0 | 0 |

Die Area : $200 \mu m \times 299.6 \mu m$, Target CK Frequency: 20 MHz , Clock Uncertainty: 30 ps , Clock-Gating applied
Process Corners: $1.2 \mathrm{~V} / \mathrm{TT} / 25^{\circ} \mathrm{C}, 1.08 \mathrm{~V} / \mathrm{SS} / 125^{\circ} \mathrm{C}, 1.32 \mathrm{~V} / \mathrm{FF} /-40^{\circ} \mathrm{C}$
WNS_HOLD: Worst Negative Hold Slack
WNS_SETUP: Worst Negative Setup Slack
area saving at the cell level. Owing to the added MUX gate at the Data in path of the 18TSPC, the data path delay is increased inducing a higher setup time compared to the S_TGFF. However, the S_18TSPC has a lower hold time than the original 18TSPC since the added MUX2 increases the data path delay.
In the AES-128 macro, the S_18TSPC-based design has slightly higher area overhead ( $0.5 \%$ ) than the S_TGFF based implementation due to the higher number of inserted clock buffers in the clock tree. Accordingly, the $P_{C K_{-} n e t}$ of the S_18TSPC based macro is $15 \%$ higher than the S_TGFF design. Note that, the dominant contributor of sequential power consumption ( $P_{R E G}+P_{C K_{-} n e t}$ ) is $P_{R E G}$ which accounts for up to $80 \%$ of the total sequential power. As shown in Table III, the $P_{R E G}$ of the S_18TSPC-based design consumes $23 \%$ less power than the S_TGFF design. Hence, the total sequential power consumption of the S_18TSPC-based design is still $15 \%$ lower than the S_TGFF-based macro with clock gating


Fig. 11. Block Diagram of the 320-bit Shift-Reg.


Fig. 12. (a) Die micrograph: two blocks are built in the test chip, the AES-128 and the Shift Register (Shift-Reg). (b) Test Board.
applied. Since the hold time of S_18TSPC is lower than 18TSPC, no hold time violation is observed. The $P_{\text {total }}$ of the $\mathrm{S} \_18 \mathrm{TSPC}$-based design is $3 \%$ lower than the $\mathrm{S} \_\mathrm{TGFF}$ based implementation (vector based simulation).

According to the simulation results and analysis, 18TSPC shows advantages in power characteristics and cell area, and its EDA compatibility has been proved.

## V. Experimental Validation

To validate the proposed design, the 18TSPC-based AES128 macro, targeting nominal voltage operation (VDD = 1.2 V ), was included in a test chip. As discussed in Section IV, the proportion of FF cells in the AES-128 block is limited (4\%), so it can be difficult to show the power benefit of the proposed design. Therefore, to quantify the benefits of the FF in isolation, two 320-bit shift registers (18TSPC and TGFFbased) with synthesized clock trees were also implemented for nominal voltage operation ( $\mathrm{VDD}=1.2 \mathrm{~V}$ ), with no hold buffers required between FF stages. Referring to the S2CFF and TGFF ED product (Table I), TGFF was chosen as the reference design for comparison. The block digram is shown in Fig. 11, and the fabricated test chip is shown in Fig. 12a. A 32-bit Arm Cortex-M0 [22] micro-controller based testboard is shown in Fig. 12b, which provides the state monitor,


Fig. 13. Measured power of 320-bit Shift-Reg against $\alpha$ at (a) 1.2 V (with $0^{\circ} \mathrm{C}, 25^{\circ} \mathrm{C}$ and $85^{\circ} \mathrm{C}$ ) (b) 0.6 V with $25^{\circ} \mathrm{C}$


Fig. 14. Measured total power of 320-bit Shift-Reg with (a) $\alpha=100 \%$ (b) $\alpha=0 \%$ with fixed clock frequency $\left(F_{\text {Board_MAX }}=66 \mathrm{MHz}\right)$ at different supply voltage.
power supply connections and USB interfaces for function monitoring, power measurement and communicating with the


Fig. 15. Measured results of the 18TSPC AES-128 block (Typical Die).
host computers, respectively.
Fig. 13a shows the measured normalized power vs $\alpha$ at 1.2 V with maximum clock frequency of the board $\left(F_{\text {Board_MAX }}=\right.$ 66 MHz ). At $\alpha=0 \%$, the total power is reduced by $68.5 \%$. The average $\alpha$ of FFs in systems is typically $5 \%$ to $15 \%$ [14]. Measurement results show a $62.5 \%$ power saving at $\alpha=10 \%$. The benefits are retained at $0^{\circ} \mathrm{C}$ and $85^{\circ} \mathrm{C}$. Fig. 13b shows the measured power vs $\alpha$ at 0.6 V at $25^{\circ} \mathrm{C}$, measured results indicate that at $\alpha=0 \%$ the total power saving is increased to $73 \%$ and at $\alpha=10 \%$ the power saving is increased to $68 \%$.

Fig. 14a shows the measured power with $\alpha=100 \%$ at different VDD. The clock frequency is set as 66 MHz $\left(F_{\text {Board_MAX }}\right)$. As VDD decreases to 0.85 V , the 18 TSPC based Shift-Reg ceased to work at 66 MHz . Due to the performance penalty (Fig. 9), 18TSPC needs to work at lower frequency when $V D D<0.85 \mathrm{~V}$. For TGFF, with better D-toQ delay characteristic, functionality was maintained with a 66 MHz clock frequency down to 0.65 V . From the result, it can be seen that the proposed 18 TSPC saves $39 \%$ power at 1.2 V and the power benefit is maintained as VDD is decreased until the TGFF register fails at 0.65 V . The power benefit with $\alpha=0 \%$ ( $P_{\alpha=0 \%}$ ) ( $C K$ pin dynamic power dominant) is shown in Fig. 14b. At 1.2 V , the $P_{\alpha=0 \%}$ of 18 TSPC is $68.7 \%$ less than the reference TGFF. At the minimum VDD of 18TSPC for 66 MHz clock frequency operation $(\mathrm{VDD}=0.85 \mathrm{~V})$, the $P_{\alpha=0 \%}$ saving increased to $69.4 \%$. Although Fig. 14a shows that total power is equivalent for both designs at their minimum operating voltage $(\mathrm{TGFF}=0.65 \mathrm{~V}$ and $18 \mathrm{TSPC}=0.85 \mathrm{~V})$ with fixed frequency $\left(F_{\text {Board_MAX }}\right)$, note that the $P_{\alpha=0 \%}$ of 18 TSPC at 0.85 V is still $54.3 \%$ less than TGFF at 0.65 V .

Logic Built-In Self-Test (LBIST) is applied to 18TSPCbased AES-128 for functional test, active power and maximum frequency measurements. Fig. 15 shows the total power of the AES-128 macro at different supply voltages with the respective maximum clock frequency. Leakage power is also measured at various supply voltages. Although the AES-128 is functionally correct at 0.6 V , the results with acceptable clock frequencies $\left(F_{C K}>0.1 \mathrm{MHz}\right)$ are shown. The minimum operation voltage and respective maximum $F_{C K}$ of the 18TSPC AES-128 macro is 0.7 V with 0.81 MHz . The leakage power at 0.7 V is 62 nW . For 1.2 V operation, the test macro shows maximum $F_{C K}$ of 56 MHz with 2.3 mW active power consumption and the leakage power at 1.2 V is 390 nW .

Fig. 16 shows the measurement on minimum functional


Fig. 16. $V_{\min }$ distribution of Shift-Reg over 92 test chips.


Fig. 17. Functional $V_{\min }$ of AES-128 block and Shift-Reg with 0.1 MHz clock frequency at different temperature condition.
voltage $\left(V_{\text {min }}\right)$ of the Shift-Reg over 92 test chips. Note that the on-chip macro design was targeted for $1.0-1.2 \mathrm{~V}$ operation, but the measurement results show a mean $V_{\min }$ of 0.63 V . The functionality at low voltage is mainly limited by the increased hold time of the FFs. To enable lower voltage operation, hold buffers should be inserted between stages during macro implementation.

For the temperature-related measurements, the chip was placed in a temperature chamber. The temperature effects on the functional $V_{\min }$ of AES-128 and Shift-Reg with 0.1 MHz clock frequency are shown in Fig. 17. Owing to their higher sensitivity to the decreased threshold voltage induced by higher temperature at low VDD (leading to decreased gate delay and stronger temperature inversion effects [23]), for both blocks the functional $V_{\text {min }}$ is decreased as the temperature increases. The AES block is a combinational logic-dominant circuit which brings a variety of hold paths with some containing multiple 2-stack gates, which makes the $V_{\text {min }}$ of the AES more sensitive to temperature. Only one type of hold path exists in the shift register, meaning that temperature has less effect on its $V_{\min }\left(\Delta V_{\min }=70 \mathrm{mV}\right.$ over $\left.0^{\circ} \mathrm{C}-80^{\circ} \mathrm{C}\right)$ compared to the AES-128 ( $\Delta V_{\text {min }}=120 \mathrm{mV}$ over $0^{\circ} \mathrm{C}-80$ $\left.{ }^{\circ} \mathrm{C}\right)$.

## VI. Conclusion

This work proposed 18TSPC, a fully-static and contentionfree SPC FF with the lowest reported number of transistors

TABLE IV
SUMMARY OF COMPARISON WITH PRIOR-WORKS

| FF Design | 18TSPC | TGFF | S2CFF | TCFF | ACFF* | XCFF* | TSPC-187* |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Year | This work | std-cell | ISSCC'14 [9] | JSSC'14 [8] | ISSCC'11 [14] | VLSI'05 [13] | TCASI'18 [16] |
| Technology (Reported) | 65 nm | - | 45 nm SOI | 40nm | 40nm | 100nm | 28nm FDSOI |
| Type | Static | Static | Static | Static | Static | Dynamic | Semi-Dynamic |
| Contention | No | No | No | No | Partial | Yes | Yes |
| Single Phase Clock | Yes | No | Yes | Yes | Yes | Yes | Yes |
| Complementary Topology | Yes | Yes | Yes | Yes | Yes | Yes | No |
| Output Inverter | Yes | Yes | Yes | Yes | Yes | No | No |
| Poly Biasing | No | No | No | No | No | No | Yes |
| FBB/RBB | No | No | No | No | No | No | Yes |
| Transistors (CK/TOTAL) | 4/18 | 12/24 | 5/24 | 3/21 | 4/22 | 4/21 | 4/18 |
| Norm. Power @ 10\% $\alpha$ | 0.32 | 1 | 0.6 [9] | 0.34 [8] | 0.4 [14] | 1.2 [13] | 0.42 [16] |
| Setup (ns)** | 9.2 | 4.66 | 14.7 | 137 | $\begin{aligned} & \text { *Not Implemented } \\ & { }^{* *} \text { SS } / 0.54 \mathrm{~V} / 25^{\circ} \mathrm{C} \end{aligned}$ |  |  |
| Hold (ns)** | 11 | -2.9 | -10.2 | -8 |  |  |  |
| CK-to-Q (ns)** | 14.6 | 14.8 | 14.5 | 13.4 |  |  |  |

18TSPC, TGFF, S2CFF, TCFF are characterised with 65 nm .
(18), demonstrating a $20 \%$ cell area reduction with respect to the conventional TGFF. Fewer devices also results in $27 \%$ lower leakage. With a $\operatorname{MinE}$ driven circuit implementation, the proposed design has higher D-to-Q delay and hold time than TGFF. Although a performance penalty is observed, thanks to the low power characteristic of the proposed design, 18TSPC achieves $1.8 \times$ better ED product. Chip measurement results show a $62.5 \%$ reduction in overall power at $\alpha=10 \%$, and a $68 \%$ reduction in $P_{\alpha=0 \%}$ at $1.2 \mathrm{~V}, 25^{\circ} \mathrm{C}$. When VDD scales down to NTV level (VDD $=0.6 \mathrm{~V})$, the overall power benefit at $\alpha=10 \%$ increases to $68 \%$ and the $P_{\alpha=0 \%}$ benefit increased to $73 \%$ compare to the conventional TGFF. Also, the chip test with an AES-128 macro proves the compatibility of the proposed 18TSPC for automatic EDA implementation based on standard cells. A brief summary of the proposed 18TSPC and comparison with prior-works is shown in Table IV. The proposed 18TSPC has better power characteristics than the SoA S2CFF design.
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