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Ultra-wideband Transmitted Reference Systems
Yi-Ling Chao and Robert A. Scholtz,Life Fellow, IEEE

Abstract— This paper derives optimal receiver structures for
an ultra-wideband transmitted reference (UWB TR) system in
multipath environments, based on the average likelihood ratio
test (ALRT) with Rayleigh or lognormal path strength models.
Several suboptimal receivers are obtained by either applying an
approximation to the log-likelihood function without any specific
channel statistical models or by approximating two ALRT opti-
mal receiver structures. It is shown that the generalized likelihood
ratio test optimal receiver [9] is one of the suboptimal receiver
structures in the ALRT sense. Average bit error probabilities of
ALRT receivers are evaluated. Results show that ALRT optimal
and suboptimal receivers derived from Rayleigh and lognormal
models can perform equally well in each other’s environments.
This paper also investigatesad hoccross-correlation receivers in
detail, and discusses the equivalence between cross-correlation re-
ceivers and one theoretically derived ALRT suboptimal receiver.
Results show that the noise× noise term in a cross-correlation
receiver can be modelled quite accurately by a Gaussian random
variable when the noise time×bandwidth product is large, and
cross-correlation receivers are suboptimal structures which have
worse performance than ALRT receivers.

Index Terms— Ultra-wideband radio, transmitted reference
system, multipath environments, average likelihood ratio test,
generalized likelihood ratio test,ad hoccross-correlation receiver.

I. I NTRODUCTION

Ultra-wideband (UWB) impulse radio systems, because of
their fine time-resolution capability, could make use of Rake
receivers with tens or even hundreds of correlation operations
to take full advantage of the available signal energy in an
indoor environment [2], [3]. Instead of using Rake reception,
Hoctor and Tomlinson proposed a UWB transmitted reference
(TR) system with a simple receiver structure to capture all
the energy available in a UWB multipath channel [7]. The
transmitted reference technique dates back to the early days
of communication theory when it was explored as a means for
establishing communication when there are critical unknown
properties of the transmitted signal or channel [4], [5], [6].

In a TR modulation format (described in detail in Section
II), a reference pulse is transmitted before each data-modulated
pulse for the purpose of determining the current multipath
channel response. The conventional TR cross-correlation re-
ceiver correlates the received data signal with the received
reference signal to use all the energy of the data signal without
requiring additional channel estimation and Rake reception.
This suboptimal receiver is easy to implement, requiring only
an analog delay line to align the received reference and data
pulses. The analog-to-digital converter (ADC), which samples
and quantizes the correlator’s output, is less susceptible to
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timing noise, and operates at a frequency much lower than
that required by a fully digital receiver.

The conventional cross-correlation receiver is restricted by
two major drawbacks: (1) the transmitted reference signal
used as a correlator template is noisy, and (2) a fraction of
the transmitted energy is not data bearing. Average multiple
reference pulses to produce a cleaner template can improve
the receiver performance [8], [9], but these cross-correlation
receivers aread hoc receivers, and how well a more general
UWB TR system can perform is still a complicated function of
channel descriptions/statistics and channel stability, as well as
complexity constraints on the receiver. When complexity con-
straints are removed or relaxed, more exotic channel estimation
techniques and Rake receivers are design possibilities that
provide better performance (at a higher complexity cost) than
ad hocTR receivers, and in this case the utility of devoting
energy to the reference signal is questionable.

This paper derives optimal (see Section III) and related
suboptimal (see Section IV) receiver structures using either
the average likelihood ratio test (ALRT) with Rayleigh or
lognormal path strength models, along with a suboptimal
receiver without any specific statistical models for the path
strength. In these analyses, a simplifying resolvable mul-
tipath assumption is employed which is valid in channel
environments in which the time difference between every two
multipath signal components is greater than a direct-path pulse
width. When the transmitted pulse width in a UWB system is
less than a nanosecond, this resolvable multipath assumption
applies when differential propagation path lengths are always
greater than one foot. In reality, because of its short duration, a
pulse received over a single propagation path may only overlap
in time and correlate with few other multipath component
pulses. Therefore, even if the resolvable multipath assumption
is not exactly true in some environments, it may still provide
a reasonable approximation to real channel models.

The nonlinear operation of these optimal and suboptimal
receivers makes theoretical bit-error probability (BEP) analy-
ses difficult, and numerical simulations are employed with two
ALRT suboptimal receivers as the only exception. In addition,
we also investigatead hoccross-correlation receivers further,
discuss the equivalence between the cross-correlation receivers
and one theoretically derived ALRT suboptimal receiver, and
validate the Gaussian approximation to the distribution of the
noise×noise term when the noise time×bandwidth product is
large enough in Section V. Section VI evaluates the average
BEP of optimal and suboptimal receivers numerically. Con-
clusions are given in Section VII.
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II. UWB TR M ODULATION AND RECEIVED SIGNALS

The transmitted signal of a UWB TR system with antipodal
modulation is

str (t) =
∞∑

i=−∞
gtr (t− iTf) + bbi/Nscgtr (t− iTf − Td) . (1)

Here gtr (t) is a transmitted monocycle waveform that is
non-zero only fort ∈ (0, Tw), and Tf is the frame time.
Each frame contains two monocycle waveforms. The first
is a reference and the second,Td seconds later, is a data-
modulated waveform. For analytical purposes, the data bit
stream is assumed to be composed of independent, identically
distributed binary random variablesbbi/Nsc ∈ {1,−1}, taking
on either value with probability1/2. The indexbi/Nsc, i.e.,
the integer part ofi/Ns, represents the index of the data bit
modulating the data waveform in theith frame. Hence each bit
is transmitted inNs successive frames to achieve an adequate
bit energy in the receiver, and the channel is assumed invariant
over one bit time.

In this TR system,Td is greater than or equal to the multi-
path delay spreadTmds to assure that there is no interference
between reference signal and data signal. The frame timeTf

is chosen to satisfyTf ≥ 2Td ≥ 2Tmds so that no interframe
interference exists. The discussion of inter-pulse-interference
in a UWB TR system can be found in [22] and [23]. For
simplicity but without loss of generality, the time-hopping or
direct sequence modulation which is used to reduce multiuser
interference is not modelled because only the single user case
is considered here. A simplified example of the transmitted
and received signals for bitsb0 = −1 and b1 = 1 are shown
in Figure 1 to illustrate TR timing and modulation structure.
In this figure, the letter R represents the reference pulse, the
letter D represents the data pulse, andTd = Tmds.
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Fig. 1. An example of (a) transmitted signal and (b) received signal with
b0 = −1 andb1 = 1.

The received TR signal of bitb0 is modelled as

r(t) = rs(t) + n(u, t), (2)

where n(u, t) represents Gaussian receiver noise with two-

sided power spectral densityN0
2 , and

rs(t) =
Ns−1∑

i=0

[g(t− iTf) + b0g(t− iTf − Td)], (3)

where a received waveformg(t) is modelled as the output of
a tapped delay line channel

g(t) =
K−1∑

k=0

pkαkgrx(t− k∆), (4)

∆ being the width of a resolvable time slot andK∆ being the
channel delay spread. We also assume thatpkαk in different
time slotsk are independent. The polaritypk of the multipath
signal component in time slotk is in {+1,−1} with equal
probability so the probability density function is

f(pk) =
1
2
δD(pk − 1) +

1
2
δD(pk + 1), (5)

and the amplitudeαk, which is independent ofpk, has mixture
distribution such thatαk is equal to zero with probability1−a
and is occupied with an arrival with probabilitya

f(αk) = a× f(αk|slot k occupied) + (1− a)δD(αk), (6)

wheref(αk|slot k occupied) can be a Rayleigh or lognormal
distribution in this paper.

The received monocycle waveformgrx(t) of a sin-
gle multipath component, normalized to unit energy, i.e.,∫∞
−∞ g2

rx(t)dt = 1, will differ in shape from the transmitted
waveform, and its shape may vary for different multipath
components [11], [12]. In the design and analysis of ALRT
receivers, we assume thatgrx(t) is known and is the same for
all multipath components, and can be used as a template in a
correlator. The average energy in thekth path component is

2NsE{α2
k} = 2NsaE{α2

k|slot k occupied}
due to the normalization ofgrx(t), and the average path
signal-energy-to-noise-power-density-ratio (ASNR) as well as
the realized path signal-energy-to-noise-power-density-ratio
(RSNR) in thekth path component are defined as ASNRk =
2NsE{α2

k}
N0

and RSNRk = 2Nsα
2
k

N0
.

III. ALRT O PTIMAL RECEIVERS

We now detect the bitb0 based on the observatioñr of r(t),
t ∈ (0, NsTf). Using the ALRT which minimizes the average
bit error probability, the decision rule is of the form

p(r̃|b0 = 1)
p(r̃|b0 = −1)

1
≷
−1

1. (7)

Defining α , [α0, α1, ..., αK−1] and p , [p0, p1, ..., pK−1],
p(r̃|b0 = 1) andp(r̃|b0 = −1) are averages of

p(r̃|b0 = ±1, p, α) ≡ exp

{
− 1

N0

∫ NsTf

0

[r(t)− rs(t)]2dt

}

(8)
overα andp which along withb0 are imbedded inrs(t), and
equivalence (≡) indicates that irrelevant constants have been
dropped. By using the assumptions thatα andp are indepen-
dent as well as that resolvable multipath signal components
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are statistically independent, the probability density function,
f(α, p) can be decomposed as

f(α, p) =
K−1∏

k=0

f(αk)f(pk).

By applying the resolvable multipath assumption to elim-
inate the cross-correlation of any two pulses in (8) in the
averaging process, and taking natural logarithm in both sides
of (7), the ALRT rule can be reduced to

K−1∑

k=0

Lk(C(k))
1
≷
−1

K−1∑

k=0

Lk(D(k)), (9)

in which the log-likelihood functionLk(x) is defined as

Lk(x) = ln
[∫ ∞

−∞

∫ ∞

−∞
f(αk)f(pk)

× exp
(

pkαkx− 2Ns

N0
α2

k

)
dαkdpk

]
, (10)

and the quantitiesC(k) andD(k) are

C(k) , 2
N0

[CR(k) + CD(k)],

D(k) , 2
N0

[CR(k)− CD(k)],

where

CR(k) ,
Ns−1∑

i=0

∫ NsTf

0

r(t)grx(t− iTf − k∆)dt,

CD(k) ,
Ns−1∑

i=0

∫ NsTf

0

r(t)grx(t− iTf − Td − k∆)dt.

In (9), the received signal information is embedded inC(k)
and D(k) for k = 0, 1, . . . , K − 1. The optimal receiver
structure always has signal processors withC(k) and D(k)
as inputs no matter what the distributions ofp andα are, and
is shown in Figure 2.

A. Rayleigh Path Strength Models

The Rayleigh distribution is often used in modelling signal
amplitudes in wireless channels, and the probability density
function of the amplitudeαk of an arrival is

f (αk| slot k occupied) =
αk

σ2
k

exp
{
− α2

k

2σ2
k

}
αk > 0, (11)

where 2σ2
k = E{α2

k|slot k occupied}. Using (5), (6) and
(11), the log-likelihood function in (10) in the Rayleigh case
is computed in Appendix II. This computation contains the
positive parameter

wR(k) , σ2
k

1 + SNRk
,

whereSNRk = 4Nsσ
2
k

N0
is twice the ratio of the average energy

in the occupiedkth time slot to the noise power density. By
eliminating those terms in (48) which are same for both the
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Fig. 2. The block diagram of the ALRT optimal receiver in whichX =PK−1
k=0 Lk(C(k)) andY =

PK−1
k=0 Lk(D(k)).

b0 = 1 andb0 = −1 cases and have no effect on the decision,
the log-likelihood function becomes

Lk(x) =
wR(k)x2

2
+ ln

{
exp

(
−wR(k)x2

2

)

+

√
πwR(k)x2

2

(
1− 2Q

(√
wR(k)x2

))

+
(

1− a

a

)
(1 + SNRk) exp

(
−wR(k)x2

2

)}
. (12)

(ALRT Rayleigh receiver)

This function is monotone increasing inx.

B. Lognormal Path Strength Models

The lognormal distribution is used in the UWB channel
model proposed by the IEEE 802.15.3a working group [10],
and the probability density function of the amplitudeαk of an
arrival is

f(αk|slot k occupied) =
20

ln 10
√

2πσ2αk

× exp

{
− (20 log αk − µk)2

2σ2

}
αk > 0, (13)

i.e., 20 log αk ∼Normal(µk, σ2). The functionlog(·) is a 10-
based logarithm,µk (decibels) andσ (decibels) are the mean
and standard deviation of20 log αk, respectively. In order to
make a decision onb0, we use (6), (13), and (10), as well as
change variables by lettingyk = 20 log αk andβk = yk−µk√

2σ2 .
The nuisance parameterαk can be eliminated to give

Lk(x) = ln
{∫ ∞

−∞
f(pk)

[
(1− a) + a

∫ ∞

−∞
exp(−β2

k) (14)

× exp
(

xpk10
√

2σβk+µk
20 − 2Ns

N0
· 10

2(
√

2σβk+µk)
20

)
dβk

]
dpk

}
.

There is no closed-form simplification when a lognormal
distribution is involved in an integral. But we can use the
Hermite-Gauss integral [18] to simplify the inner integral in
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(14). The Hermite-Gauss integral is (see [14], equation 25.4.46
and Table 25.10)

∫ ∞

−∞
e−x2

f(x)dx =
N∑

i=1

ωif(xi) + RN , (15)

wherexi is theith zero ofHN (x), a Hermite polynomial. The
weightsωi and remainderRN are defined as

ωi , 2n−1N !
√

π

N2[HN−1(xi)]2
,

RN , N !
√

π

2n(2N)!
f (2N)(ξ), −∞ < ξ < ∞.

The smaller the absolute value ofxi is, the larger the corre-
sponding weightwi is. UsuallyRN becomes very small when
N ≥ 20, and can be ignored.

By applying (5), (15), and the definitions

wL(k) , 10
µk
20 , h(i) , 10

√
2σxi
20 ,

(14) is further simplified to

Lk(x) = ln

{
a

N∑

i=1

ωi exp
[
−2Ns

N0
h2(i)w2

L(k)
]

(16)

× cosh[h(i)wL(k)x] + 1− a} ,

(ALRT lognormal receiver withN)

in which the remainderRN is discarded. This function is
monotone increasing inx. The effect of eliminatingRN on
the BEP performance is tested for different values ofN in
Section VI by simulation.

IV. ALRT SUBOPTIMAL RECEIVERS

In the beginning of this section, a delta function approxima-
tion is applied in a general sense without any specific statistical
models of path amplitudes to obtain a suboptimal receiver
structure. The suboptimal receivers, which approximate the
ALRT optimal receivers with Rayleigh and lognormal path
strength models, will be derived in next two subsections.

Suboptimal receivers use simple structures to approximate
the log-likelihood functionLk(·) in (10). The integration over
pk can be carried out first to result in

Lk(x) = ln
{

1
2

∫ ∞

0

f(αk)
[
exp

(
αkx− 2Ns

N0
α2

k

)

+ exp
(
−αkx− 2Ns

N0
α2

k

)]
dαk

}

= ln
{

k′(x)
2

∫ ∞

0

f(%k)
[
N%k

(m′
+(x), ρ′k

2) (17)

+N%k
(m′

−(x), ρ′k
2)

]
d%k

}

whereαk = ρk%k with %k being a unit second moment random
variable andρ2

k being the possibly unknown second moment of
αk, f(%k) is the density function of%k which might include
a dirac delta function in it and can be written asf(%k) =
f ′(%k) + $δD(%k − ψ) with 0 ≤ $ ≤ 1, N%k

(·) represents a

normal density function in the variable%k with meanm′
+(x)

or m′
−(x) and varianceρ′k

2, and

k′(x) =

√
πN0

2Nsρ2
k

exp
{

x2N0

8Ns

}
,

m′
±(x) = ∓ xN0

4Nsρk
,

ρ′k
2 =

N0

4Nsρ2
k

.

From the definition in Section II, ASNRk = 2Nsρ
2
k

N0
. If

the ASNRk is high enough,N%k
(m′

±(x), ρ′k
2) in (17) with

a narrow shape behaves like a delta function. If the ASNRk

is low, f(%k) with a relatively narrow shape behaves like a
delta function at the mean value of%k. Therefore, the integral
in (17) is approximated asymptotically by

k′(x)
∫ ∞

0

N%k
(m′

±(x), ρ′k
2)f(%k)d%k

≈




k′(x) · [f ′(m′
±(x))

+$Nψ(m′
±(x), ρ′k

2)] high ASNRk

k′(x) ·NE{%k}(m
′
±(x), ρ′k

2) low ASNRk.
(18)

Note that eitherf ′(m′
+(x)) or f ′(m′

−(x)) equals zero be-
cause%k ≥ 0, f ′(|m′

+(x)|) ≤ max%k
N%k

(|m′
+(x)|, ρ′k2) =√

2Nsρ2
k/πN0 is true for any|m′

+(x)| when ASNRk is high
because of the delta function behavior ofN%k

(m′
±(x), ρ′k

2),
and $Nψ(m′

±(x), ρ′k
2) ≤ $

√
2Nsρ2

k/πN0. For the large

ASNRk situation, eitherC2(k)N0
Ns

or D2(k)N0
Ns

is large, and
the other is close to zero, depending on the transmitted bit.
SupposeC2(k)N0

Ns
is the large one whose mean is4 + 16Nsρ

2
k

N0
,

then

k′(C(k)) À f ′(|m′
±(C(k))|) + $Nψ(m′

±(C(k)), ρ′k
2),

in which C(k) is substituted forx. By applying the above
inequality to the high ASNRk case in (18) and (17), the
suboptimal rule approximating (9) is

K−1∑

k=0

ln{k′(C(k))}
1
≷
−1

K−1∑

k=0

ln{k′(D(k))},

which is equivalent to

K−1∑

k=0

CR(k)CD(k)
1

≷
−1

0. (19)

For the low ASNRk case, by substituting (18) into (17) and
eliminating terms which have no effect on the decision, the
suboptimal rule approximating (9) is

K−1∑

k=0

ln{cosh(E{αk}C(k))}
1

≷
−1

K−1∑

k=0

ln{cosh(E{αk}D(k))}.
(20)

Both ln(·) and cosh(·) are nonlinear strictly monotonic in-
creasing functions. Becausecosh(·) is even, the function
ln(cosh(·)) is also even, and

ln{cosh(y)} ∼= ln{e|y|} − ln 2 = |y| − ln 2. (21)
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Equation (20) is now simplified by applying (21)

K−1∑

k=0

E{αk}|CR(k) + CD(k)|
1

≷
−1

K−1∑

k=0

E{αk}|CR(k)− CD(k)|,
(22)

where |CR(k) + CD(k)| and |CR(k) − CD(k)| are received
information of bit b0 which are weighted by the mean value
of the amplitude of path signals. This suboptimal decision rule
can be simplified further to

K−1∑

k=0

|CR(k) + CD(k)|
1
≷
−1

K−1∑

k=0

|CR(k)− CD(k)| (23)

because multiplying the prior informationE{αk} at low
ASNRk does not improve the bit error probability much which
will be seen in Section VI.

For the performance analysis, a closed-form evaluation of
the suboptimal receiver in (19) can be obtained by using
Appendix 9A in [17]. With the assumption thatK is even,
and by definingA = B = 0, C = 1/2, L = K/2,
Xn = CR(n)+ jCR(n+ K

2 ), andYn = CD(n)+ jCD(n+ K
2 )

for n = 0, 1, . . . , L − 1, the left-hand side of (19), which
is equal to 1

2

∑L−1
n=0(Xh

nYn + Y h
nXn) with Xh

n denoting the
complex conjugate transpose ofXn, can be represented in the
same form as (9A.1) in [17]. The means ofCR(k) andCD(k)
are Nspkαk and b0Nspkαk, their variances are bothNsN0

2
which are independent ofk, and any two of{CR(k), CD(k)}k

are uncorrelated. Assumingb0 = 1, the values of parameters
a and b defined in [17] are computed asa = 0 and b =√

2Ns
PK−1

k=0 α2
k

N0
=

√
Eb
N0

whereEb, the realized bit energy, is

a random variable. The BEP conditioned onEb
N0

is acquired
by substitutinga andb into (9A.15) in [17]

Pbit(α0, . . . , αK−1) =
1
2

+
1

2K−1

K/2∑

l=1

(
K − 1
K
2 − l

)

[
Ql

(
0,

√
Eb

N0

)
−Ql

(√
Eb

N0
, 0

)]
, (24)

whereQl(ζ, ς) is a MarcumQ-function. BecauseQl(b, 0) = 1
for all l, b, and

Ql(0, b) =
l−1∑
n=0

exp
(
−b2

2

)
(b2/2)n

n!

if l is an integer, (24) can be simplified further to

Pbit(α0, . . . , αK−1) =
1

2K−1

K/2∑

l=1

(
K − 1
K
2 − l

)

l−1∑
n=0

1
n!

exp
(
− Eb

2N0

)(
Eb

2N0

)n

. (25)

In Section VI, Figure 5-8 show the fit of these analytical results
and simulations. The closed-form solution of the average

BEP can be acquired ifE
{

exp
(
− Eb

2N0

) (
Eb
2N0

)n}
can be

calculated, i.e., the moment generating function ofEb
2N0

exists.

A. Rayleigh Path Strength Models

The log-likelihood function (12) is a function ofwR(k)x2,
and x could be C(k) or D(k). Using x = C(k) as an
example, without the receiver noise,C(k) is equal to zero
when b0 = −1. Therefore, with moderate or high RSNRk =
2Nsα

2
k/N0, C(k) and alsowR(k)C2(k) should be close to

zero forb0 = −1, and should have significant positive values
for b0 = 1. When a ∼= 1 and the value ofwR(k)C2(k) is
large (i.e., RSNRk is large andb0 = 1), Lk(C(k)) can be
approximated by

Lk(C(k)) ∼= wR(k)C2(k)
2

(26)

(see Appendix I). This approximation is also verified by Figure
3. For small RSNRk or b0 = −1 which produces small
wR(k)C2(k), this approximation is not so precise. It is worth
noting that when the value ofa decreases, the probability
that RSNRk is small even with high ASNRk and b0 = 1
increases. High ASNRk (or SNRk) with smalla can make the
approximation in (26) deviate more fromLk(C(k)) because

of the term
(

1−a
a

)
(1 + SNRk) exp

(
−wR(k)C2(k)

2

)
, and this

is shown in Figure 3. Similar arguments and conclusions apply
to (12) for x = D(k).

By using the approximation in (26), the logarithm term in
(12) is abandoned, and the suboptimal receiver is simplified
to

K−1∑

k=0

wR(k)CR(k)CD(k)
1
≷
−1

0. (27)

(Rayleigh suboptimal receiver 1)

For a largeSNRk, approximation forwR(k) also exists

wR(k) =
σ2

k

1 + SNRk

∼= σ2
k

SNRk

∼= N0

4Ns
,

which is a constant and does not have any effect. Then the
decision rule in (27) is further reduced to

K−1∑

k=0

CR(k)CD(k)
1
≷
−1

0 (28)

(Rayleigh suboptimal receiver 2)

which is the same as (19) and the generalized likelihood ratio
test (GLRT) receiver for a UWB TR system in [9].

The transmitted bit is the phase difference of the reference
pulse and data pulse. Without receiver noise, the polarity of
CR(k)CD(k) for all k should be the same and is the transmitted
bit. It is possible that the polarity of anyCR(k)CD(k) could
differ from the transmitted bit because of the receiver noise,
but the error probability decreases as the ASNRk and RSNRk
increase. Therefore, we should giveCR(k)CD(k) different
weights for differentk according to both thea priori informa-
tion and received information in thekth path. For the weighted
suboptimal detection in (27), we discard the information of
RSNR and a part of ASNR, which is included in the logarithm
term in (12), in order to reduce the receiver complexity.
From Figure 3, this should have a small effect upon the BEP
performance fora close to 1, or moderate and smalla along
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Fig. 4. The block diagram of ALRT suboptimal receivers described in (27)
and (28) with Rayleigh path strength models.

with small ASNR. The weights for{CR(k)CD(k)}K−1
k=0 , which

are {wR(k)}K−1
k=0 , can be generated according to thea priori

knowledge in advance, and stored in the receiver. SincewR(k)
is an increasing function inσ2

k, CR(k)CD(k) gets a large
weight if the average energy of an arrival in thekth path is
large.

In (28), no a priori information is used, and the receiver
makes decision only according to the received information.
The block diagram of the suboptimal receiver in (27) is
shown in Figure 4, and the structure described in (28) is also
drawn in the same figure except the multiplications by weights
{wR(k)}K−1

k=0 in the dotted box are removed.
The BEP of using the suboptimal decision rule in (27)

conditioned on a channel realization can be computed by

utilizing the result in [21]. Define

Xk = XRk + jXIk ,
√

wR(2k − 2)CR(2k − 2)

+ j
√

wR(2k − 1)CR(2k − 1),

Yk = YRk + jYIk ,
√

wR(2k − 2)CD(2k − 2)

+ j
√

wR(2k − 1)CD(2k − 1),

for k = 1, 2, . . . , K
2 assumingK is even which can be easily

produced by adding an additional path with zero magnitude
if necessary. The variance and covariance ofXRk, XIk, YRk,
andYIk can therefore be calculated which satisfy (1) and (2)
in [21] except that

Var{XRk} 6= Var{XIk}, Var{YRk} 6= Var{YIk},
where Var{XRk} = Var{YRk} = 1

2NsN0wR(2k − 2) and
Var{XIk} = Var{YIk} = 1

2NsN0wR(2k − 1). Because of the
dense UWB environment which makeswR(2k−2) ∼= wR(2k−
1), the relationships in (1) and (2) in [21] are still approxi-
mately true. The effect of this approximation on evaluating the
suboptimal receiver structure (27) is little which will be seen
in Section VI. Letv = [X1, Y1, X2, Y2, . . . , XK/2, YK/2]t, and

Q =
1
2




H 0 . . 0
0 H 0 . 0
. 0 . . .
. . . . 0
0 . . 0 H




where

H =
[
0 1
1 0

]
,

then

Θ = vhQv
1
≷
−1

0

is equal to (27).
Let v̄ andL denote the mean vector and covariance matrix

of v and assumeb0 = 1, the characteristic function ofΘ can
be written in this form

φ(jt|b0 = 1) =
K∏

k=1

exp{ jtλk|dk|2
1−jtλk

}
1− jtλk

, (29)

whereλk are the eigenvalues ofLQ, and

dk =





√
4Ns
N0

√
wR(k−1)pk−1αk−1+j

√
wR(k)pkαk√

w(k−1)+w(k)
k is odd

0 k is even

are computed using the methods in [21]. By definingξm =
NsN0

4 [wR(2m − 2) + wR(2m − 1)] ≥ 0 for m = 1, 2, . . . , K
2 ,

the eigenvalues are

λl = ξ l+1
2

, λl+1 = −ξ l+1
2

for l = 1, 3, 5, . . . , K− 1. The characteristic function ofΘ by
substitutingλk anddk into (29) and settingz = jt is

φ(z|b0 = 1) =




K/2∏

k=1

−1
ξk

exp{ zξk|d2k−1|2
1−zξk

}
z − 1

ξk







K/2∏

k=1

1
ξk

z + 1
ξk


 .
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Knowing the characteristic functionφ(z|b0 = 1), the
probability density function ofΘ given b0 = 1 is

f(θ|b0 = 1) =
1

2πj

∫ j∞

−j∞
G(z)dz,

where
G(z) = exp(−zθ)φ(z|b0 = 1).

By defining zk = 1
ξk

for k = 1, 2, . . . , K
2 , the poles ofG(z)

are±zk which are all simple poles. The bit error probability
is

Pb =
∫ 0

−∞
f(θ|b0 = 1)dθ =

K/2∑

k=1

∫ 0

−∞
Res

z=−zk

G(z)dθ (30)

due to the symmetry of the transmitted bit and receiver noise,
as well as the claim in Appendix III. The residue ofG(z) at
−zk is

Res
z=−zk

G(z) = G(z)(z + zk)|z=−zk
. (31)

The BEP conditioned on one channel realization by substitut-
ing (31) into (30) is

Pb =
1
2

K/2∑

k=1

exp{−1
2
|d2k−1|2}

K/2∏
n=1
n6=k

exp
{
−ξn|d2n−1|2

(ξk+ξn)

}

1−
(

ξn

ξk

)2 ,

(32)
wheredl are functions ofα0, α1, . . . , αK−1.

B. Lognormal Path Strength Models

Suppose thatN = 1 in the Hermite-Gauss approximation
(15) is adopted for whichx1 = 0, h(1) = 1, andw1 = 1. The
log-likelihood function (16) is reduced and equivalent to

Lk(x) ≡ ln
{

exp
(
−2Ns

N0
w2

L(k)
)

cosh(wL(k)x) +
1− a

a

}

(33)
by discarding the constantln(a) where wL(k) is the prior
information, i.e., the mean value of the amplitude of an arrival
in the kth path component, andx = C(k) or x = D(k).
From the definition ofwL(k), C(k) andD(k), without receiver
noise,wL(k)C(k) is proportional to the ratio of the energy of
thekth multipath signal component to the noise power spectral
density whenb0 = 1, and should be equal to zero when
b0 = −1. A similar argument can be applied towL(k)D(k).
The second term in the braces in (33) is equal or close to zero
whena is equal or close to one, then

Lk(x) ∼= −2Ns

N0
w2

L(k) + ln {cosh(wL(k)x)} . (34)

By assuming a dense environment (a is close to 1) and
adopting the approximation in (21), a suboptimal decision rule
simplified from (33) is

K−1∑

k=0

wL(k)|CR(k) + CD(k)|

1

≷
−1

K−1∑

k=0

wL(k)|CR(k)− CD(k)| (35)

(lognormal suboptimal receiver 1)

which is the same as (22), and could deviate from (33) when
a is small.

If the weights in (35) are eliminated to simplify the receiver
structure further, the second suboptimal receiver structure
becomes

K−1∑

k=0

|CR(k) + CD(k)|
1

≷
−1

K−1∑

k=0

|CR(k)− CD(k)| (36)

(lognormal suboptimal receiver 2)

which uses the received information only to make a decision,
and is the same as (23). If there is only one path, i.e.,K = 1,
the decision regions of rules (9), (27), (28), (35) and (36) are
all the same. Let the horizontal axis representCR(0) and the
vertical axis representCD(0), we say that the transmitted bit
is equal to 1 if the value of(CR(0), CD(0)) falls in quadrant
one and three, and the transmitted bit is equal to -1 otherwise.

V. CROSS-CORRELATION RECEIVERS ANDCOMPARISONS

WITH ALRT SUBOPTIMAL RECEIVERS

Although those decision rules derived in Section III and
IV have different optimal and suboptimal criteria, they all
need a correlation operation for each multipath component to
generate sufficient statistics{CR(k)}K−1

k=0 and {CD(k)}K−1
k=0

for detection. The more paths we have, the more correlation
operations we need before the ADC. Because of the fine-time
resolution capability a UWB signal has, it can resolve many
multipath components, i.e., the numberK is large. Therefore,
the main reason that a transmitted reference method was
proposed for use with a UWB system is to simplify receiver
structures rather than to achieve optimal performance. The
concept was to improve the performance with limited receiver
complexity.

UWB TR systems employingad hoc conventional cross-
correlation receivers have been discussed widely [7]-[9]. This
receiver correlates the received data-modulated waveform with
the reference waveform, which is receivedTd seconds earlier,
to capture all the energy in the received signal, and sums the
Ns correlator outputs that are affected by a single data bit
(post-detection combining) to be the decision statistic. Since
the time separation of the reference and data pulses are fixed to
Td, the delay mechanism in the correlator can be implemented
by a transmission line, a passive device, or an active device. In
addition, because the correlation operation is done before the
ADC, the sampling frequency of the ADC can also be reduced.
For a cross-correlation receiver, received signals are passed
through a bandpass filter before the correlation operation to
reduce the incoming noise power, and resulting filtered signals
and noises are marked bŷ(·). The decision rule ofb0 using
conventional cross-correlation receivers is

Dc =
Ns−1∑

j=0

∫ jTf+Td+Tmds

jTf+Td

r̂(t− Td)r̂(t)dt
1
≷
−1

0. (37)

We assume in this paper that the power spectral densitySn(f)
of the noisen(u, t) satisfies the white noise approximation,
namelySn(f)|Grx(f)|2 ∼= N0

2 |Grx(f)|2, whereGrx(f) is the
Fourier transform ofgrx(t). The BEP of this conventional
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cross-correlation receiver was computed under the assumption
of an ideal bandpass filter and the application of the orthonor-
mal expansions in [19] and [20]. The result is written here

P c
bit =

1
22NsBwTmds−1

NsBwTmds∑

l=1

(
2NsBwTmds− 1
NsBwTmds− l

)
(38)

×
l−1∑
n=0

1
n!

exp

(
− Êb

2N0

)(
Êb

2N0

)n

,

whereÊb = 2Ns
∫ Tmds

0
ĝ2(t)dt is the filtered bit energy which

depends on the channel realization, andBw is the one-sided
receiver bandwidth.

One method to improve the BEP performance of the conven-
tional cross-correlation receiver is to average (or accumulate)
the Ns reference waveforms in one bit time to reduce the
noise in the template, and then data detection proceeds with
this noise reduced template (pre-detection combining). The
decision rule ofb0 using this average cross-correlation receiver
is

Da =
Ns−1∑

j=0

∫ jTf+Td+Tmds

jTf+Td

r̂(t)
Ns−1−j∑

i=−j

r̂(t + iTf − Td)dt (39)

1
≷
−1

0,

and the BEP given one channel realization is computed using
orthonormal expansions in [19] and [20] which is

P a
bit =

1
22BwTmds−1

BwTmds∑

l=1

(
2BwTmds− 1
BwTmds− l

)
(40)

×
l−1∑
n=0

1
n!

exp

(
− Êb

2N0

)(
Êb

2N0

)n

.

The average bit error probability of the conventional
and average cross-correlation receivers can be obtained if
E{exp(− Êb

2N0
)( Êb

2N0
)n} exits for all n, i.e., the moment gen-

erating function of Êb
2N0

exists.
A UWB system usually transmits a bitNs > 1 times

to achieve the appropriate signal energy to make a correct
decision. In addition, often an application environment in
which the TR method is preferred has a large number of
paths, namely the channel delay spreadTmds is not short.
Therefore, the noise dimension is large enough to conclude
that this sum of integrals of the product of two Gaussian
random processes is itself approximately Gaussian by central
limit theorem arguments. Only first and second moments under
this Gaussian assumption are required to evaluate the BEP, and
the results which were computed in [9] are rewritten here

P c
bit
∼= Q




[(
2N0

Êb

)
+ 2BwNsTmds

(
N0

Êb

)2
]− 1

2

 , (41)

P a
bit
∼= Q




[(
2N0

Êb

)
+ 2BwTmds

(
N0

Êb

)2
]− 1

2

 . (42)

The resolvable multipath assumption (used in the development
of (9)) is not necessary for the conventional and average cross-
correlation receivers.

Comparing (41) and (42), an average cross-correlation re-
ceiver can reduce the noise power in the noise× noise term
by a factor of Ns. The problem is the averaging process
might not be easily implemented because of restricted receiver
complexity, namely be implemented using analog devices
before the correlator. In a multiple access environment, a
hopping sequence is applied to each user to avoid catastrophic
collisions [1]. The positions of reference pulses in different
frames varies with the hopping sequence. In order to average
Ns received reference waveforms, we need a delay mechanism
to put thoseNs references together. Even in a single user
environment without a hopping sequence, whenNs is large,
the number and length of delays make the implementation
impossible. If the average process is implemented using dig-
ital techniques, then we need an ADC with high-sampling-
frequency to sample and quantize the received signal. In this
case, since the signals have already been digitized, there is
no need to restrict the receiver structure as a cross-correlation
receiver, and all kinds of digital signal processing schemes can
be used to improve the BEP performance. Either in a single
user or a multiple access environment, the time separation is
fixed toTd. This means the structure of the conventional cross-
correlation receiver remains the same in both cases.

It is important to discuss the similarities betweenad hoc
cross-correlation receivers and the ALRT suboptimal receiver
in (19). Under the resolvable multipath assumption, the set of
correlator templates{grx(t − k∆)}K−1

k=0 is a complete set of
orthonormal basis functions for the received signalg(t). The
suboptimal receiver in (19) therefore obtains all the energy
in the received signal, as does the average cross-correlation
receiver (which can be shown by expressingg(t) using the
orthonormal expansions). For the average cross-correlation
receiver, the incoming receiver noise has dimension2BwTmds.
On the other hand, the suboptimal receiver (19) has noise di-
mensionK < 2BwTmds in the resolvable multipath conditions.
Therefore, the receiver in (19) performs better than the average
cross-correlation receiver by capturing the same signal energy
with less incoming receiver noise. Suppose now additional
2BwTmds− K orthonormal functions, which along with the
original K basis functions expanding the filtered noise space,
are put in the orthonormal basis set. The receiver in (19) with
these2BwTmds orthonormal functions as correlator templates
is equivalent to the average cross-correlation receiver. But note
that the additional2BwTmds−K orthonormal functions only
capture noise.

The receiver in (19) and the average cross-correlation re-
ceiver acquire the multipath diversity with pre-detection com-
bining. The conventional cross-correlation receiver acquires
the multipath diversity through a post-detection combining.
Investigating (38) and (40) or (41) and (42) indicates that
for a specifiedÊb/N0, Ns is irrelevant to the BEP of an
average cross-correlation receiver while the BEP of a con-
ventional cross-correlation receiver varies withNs. The effect
of the noise× noise term depends on the energy in the
template to the noise power ratio, and becomes more serious
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when this value is low. This value for the average cross-
correlation receiver is fixed for a specified̂Eb/N0 because
the signal energy in the reference waveforms inNs frames
is accumulated first before the correlation operation. For a
conventional cross-correlation receiver and a specifiedÊb/N0,
because only one reference waveform serves as a template,
the larger theNs is, the smaller the energy in one reference
pulse is. Therefore, the BEP performance becomes worse
when Ns becomes larger. Pre-detection and post-detection
combinations perform differently inad hoccross-correlation
receivers. And the suboptimal receiver in (19), even with an
extended orthonormal set to expand the noise space, is still
not equivalent to the conventional cross-correlation receiver
in (37).

VI. N UMERICAL RESULTS

The receiver structures we discussed above have nonlinear
operations which make the theoretical BEP analysis difficult.
Except for the receivers in (19), (27), (37) and (39), the
BEPs of other receiver structures are evaluated by Monte
Carlo simulations. In this section, we generate both Rayleigh
and lognormal path strength models to test different receiver
structures.

The single received pulse is a second derivative of a Gaus-
sian pulsegrx(t) = 1

c [1 − 4π( t−τ1
τ )2] exp[−2π( t−τ1

τ )2] for
t ∈ [0, 0.7] ns with τ = 0.2877 ns andτ1 = 0.35 ns, and zero
elsewhere. The constantc normalizes the energy ingrx(t) to 1,
and 97% of the received pulse’s power is contained in 1-5GHz.
Therefore, an ideal bandpass filter with 1-5GHz pass band is
used in cross-correlation receivers, andBw = 4GHz. This
4GHz bandwidth might not be the optimal choice because de-
creasing the receiver bandwidth will reduce the signal energy
but also reduce the incoming noise power. For both Rayleigh
and lognormal environments,∆ = 0.7 ns, a = 1, 0.7, and
0.3, K = 84, and the average power decay profile is assumed
exponential with decay time constantΓ = 8.5 ns. The average
power of the first multipath signal componentΩ is chosen
such that the averageEb/N0 (Ēb/N0) can achieve different
values. For lognormal cases,2Nsa

∑K−1
k=0 E[α2

k] = Ēb, and
E[α2

k] = Ω exp(−k∆
Γ ). In addition, the standard deviation of

20 log(αk), σ, is equal to4.8/
√

2 for all k, and the mean of
20 log(αk) can be computed asµk = 10 ln Ω−10k∆/Γ

ln 10 − σ2 ln 10
20 .

For Rayleigh models,4Nsa
∑K−1

k=0 σ2
k = Ēb, and 2σ2

k =
Ωexp(−k∆

Γ ). These Rayleigh and lognormal channel models
with root mean square delay spread around 7 ns represent
small indoor environments.

In order to explain the BEP performance clearly, we name
the decision rules in
• (9) with (12): ALRT Rayleigh receiver,
• (27): Rayleigh suboptimal receiver 1,
• (28): Rayleigh suboptimal receiver 2,
• (9) with (16): ALRT lognormal receiver withN ,
• (35): lognormal suboptimal receiver 1,
• (36): lognormal suboptimal receiver 2,
• (37): conventional cross-correlation receiver,
• (39): average cross-correlation receiver.
In the simulations of the ALRT lognormal receiver, we tried

N = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16, and 20, and
the simulated BEP results remain unchanged forN ≥ 8.
Besides, results fromN = 2 to N = 8 are close. Therefore
in performance figures, we only show the cases ofN = 1, 2,
and 8.

The differences of the BEP of conventional and average
cross-correlation receivers evaluated by the formulas ((38) and
(40)) and Gaussian approximation formulas ((41) and (42)) can
not be distinguished in our simulation environments, thus only
one result line for each kind of cross-correlation receivers is
displayed in performance figures. This also indicates that the
Gaussian approximation is good if the noise time×bandwidth
product is large enough. Performance figures showing that
theoretical analyses and simulation results of the Rayleigh
suboptimal receiver 1 and 2 agree with each other verify the
programs.

The following figures show the bit error probability aver-
aged over channel statistics, versus the averageEb/N0. Thus
the value of the error probability is the observation in time
varying channels over a long time. Suppose the channel is
stationary during the observation, the BEP obtained could
deviate from the curves shown in the figures, and should
depend on that specific channel.

A. Rayleigh Environments v.s. Lognormal Environments

Figure 5 shows that the four best receivers in Rayleigh
environments witha = 1 are the ALRT Rayleigh receiver,
Rayleigh suboptimal receiver 1, and ALRT lognormal re-
ceivers with N = 8 and 2, which have nearly identical
BEP performance. Hence the Rayleigh suboptimal receiver
1 is a better choice among these four receivers because of
its simpler structure. ALRT lognormal receiver withN = 1
and lognormal suboptimal receiver 1 have slightly worse but
competitive performance than the best, and the degradation
occurs because only one term is used in the Hermite-Gauss
integral (see (33)-(35)). It is expected that the performance of
the Rayleigh suboptimal receiver 2 and lognormal suboptimal
receiver 2 are worse because they discarda priori information
about random channels. The lack of terms in the Hermite-
Gauss integral also causes performance degradation in the
lognormal suboptimal receiver 2.

Figure 6 shows the BEP performance in lognormal environ-
ments witha = 1. The five best performed receivers in turn
are the ALRT lognormal receivers withN = 8 and 2, ALRT
Rayleigh receiver, ALRT lognormal receivers withN = 1, and
Rayleigh suboptimal receiver 1, and their BEPs are close. The
performance of the lognormal suboptimal receiver 1 is only
slightly worse than the best. Again, the Rayleigh and lognor-
mal suboptimal receiver 2 perform worse than other receivers
because of lack ofa priori information about channels. The
average and conventional cross-correlation receivers have 5dB
and 10dB performance degradation respectively compared to
the best performance forNs = 10 at BEP=1e-3.

Figure 5, 6 and 7 show that the Rayleigh suboptimal receiver
1 with an relatively easier-to-implement structure performs
close to the optimal receiver in both Rayleigh and lognor-
mal environments with normal to high multipath component
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Fig. 5. Average bit error probabilities of different receiver structures for
Ns = 10 in Rayleigh environments witha = 1.
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Fig. 6. Average bit error probabilities of different receiver structures for
Ns = 10 in lognormal environments witha = 1.

arrival probabilitya. Figure 5 and 6 show that optimal ALRT
receivers derived from Rayleigh and lognormal path strength
models perform equally well in each other’s environments.
Different amplitude distributions have been proposed by dif-
ferent authors for UWB systems [10], [12], but these figures
show that the BEP performance of an ALRT optimal receiver
is irrelevant to path strength models.

B. Effects of Multipath Component Arrival Probabilitya

Figure 7 and 8 also show different receivers performing
in Rayleigh environments but witha = 0.7 and 0.3. For
a=0.7 and in the interested BEP range, we can see again that
the ALRT Rayleigh receiver, ALRT lognormal receiver, and
Rayleigh suboptimal receiver 1 almost perform equally well.
The performance of other receivers is similar to thea = 1
case. But whena becomes small, this situation changes. In
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Fig. 7. Average bit error probabilities of different receiver structures for
Ns = 10 in Rayleigh environments witha = 0.7.

Figure 8, ALRT Rayleigh and ALRT lognormal receivers still
perform best, but the BEP of the Rayleigh suboptimal receiver
1 departs from them. As̄Eb/N0 increases, the performance of
the Rayleigh and lognormal suboptimal receiver 1 approach
that of the Rayleigh and lognormal suboptimal receiver 2,
respectively. We can see from the figure that asĒb/N0 is
large enough, the suboptimal receiver 2 even performs better
than the suboptimal receiver 1.

The Rayleigh and lognormal suboptimal receiver 1 give each
possible multipath signal component a weight according toa
priori information which does not include the path existence
probability a. As the value ofa decreases, the probability of
having an arrival in each time slot becomes small. It might
happen that large weights are given to some time slots without
arrivals. This weighting strategy can make the performance
worse than without weighting. This observation is similar to
the situation happening in the Rake reception. Maximal ratio
combining (MRC) is optimal in maximum likelihood sense
only if channel states are completely known. In reality, we
have to estimate the channel and some estimation error can
happen. When the estimation error increases, the performance
of MRC and equal gain combining (EGC) become close, and
EGC can eventually outperform MRC when the estimation
error is large enough. Figure 5, 7, and 8 also show that
for a specifiedĒb/N0, all the receivers perform worse in an
environment with smallera because of the uncertainty.

The observation we made in this subsection for Rayleigh
environments witha = 0.7 and 0.3 also applies to lognormal
environments .

C. Effects ofNs

In Figure 5-8, one bit is transmitted inNs = 10 consecutive
frames. For all ALRT optimal and suboptimal receivers as
well as the average cross-correlation receiver, the value of
Ns does not affect their BEPs because of the pre-detection
combining. The effect ofNs on the conventional cross-
correlation receiver is shown in these figures (conventional
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Fig. 8. Average bit error probabilities of different receiver structures for
Ns = 10 in Rayleigh environments witha = 0.3.

cross-correlation receivers withNs = 1 perform the same
as average cross-correlation receivers) which illustrate that
increasingNs degrades the BEP. ForNs = 10 and 100, the
receiver has 5dB and 10dB performance degradation compared
to the Ns = 1 case at BEP=1e-3. And the conventional and
average cross-correlation receivers are the same whenNs = 1.
The signal energy to noise power ratio in a conventional cross-
correlation receiver output is defined as

dc
SNR =

[
2N0

Êb

+ 2BwNsTmds

(
N0

Êb

)2
]−1

,

and the BEP using Gaussian approximation in (41) is equal
to Q(

√
dc

SNR). For a given BEP, we can find a valuey so that
the BEP is achieved ifdc

SNR = y. By solving dc
SNR = y, the

required Êb
N0

is

Êb

N0
=

2BwNsTmds√
1 + 2BwNsTmds

y − 1
∼=

√
2BwNsTmdsy. (43)

We can now see the effect of increasingNs. For a specific
BEP (or y), the requiredÊb/N0 approximately increases
10 log(

√
n2/n1) dB for Ns increasing fromn1 to n2. Figure

5-8 agree with this result.
It is worth to note that the BEP of cross-correlation receivers

can be improved by applying some weighting functions before
the integration, and the details are in [16] and [20].

D. Rayleigh Suboptimal Receiver 2 v.s. Average Cross-
correlation Receiver

As in the discussion of conventional cross-correlation re-
ceivers in Subsection VI-C, the signal energy to noise power
ratio in the decision statistic for the Rayleigh suboptimal
receiver 2 is

dR
SNR =

[
2N0

Eb
+ K

(
N0

Eb

)2
]−1

.

By using the same method, the requiredEb
N0

to achievedR
SNR =

y is

Eb

N0

∼=
√

Ky. (44)

By comparing (43) and (44) withNs = 1, Tmds = 7K ×
10−10, and Êb

∼= Eb, the performance difference between
the Rayleigh suboptimal receiver 2 and the average cross-
correlation receiver is roughly10 log(

√
1.4Bw × 10−9) = 3.7

dB which is verified in Figures 5-8.

VII. C ONCLUSION

This paper derives ALRT optimal and suboptimal receivers
for UWB TR systems in both Rayleigh and lognormal en-
vironments, and shows the GLRT optimal receiver is one of
the suboptimal receivers in ALRT sense by dropping thea
priori information of channels. Performance results show that
ALRT optimal receivers derived for Raleigh and lognormal
path strength models can perform equally well in each other’s
environments, and the Rayleigh suboptimal receiver 1, which
has a relatively simple receiver structure, performs close to
the optimal one when the multipath component existence
probability is normal to high. In a low path arrival prob-
ability environment, the performance of both Rayleigh and
lognormal suboptimal receiver 1 becomes closer to and even
worse than that of the Rayleigh and lognormal suboptimal
receiver 2 asĒb/N0 increases. Thead hoccross-correlation
receivers perform worse than ALRT optimal and suboptimal
receivers, and the BEP of the conventional cross-correlation
receiver degrades asNs increases for a fixed̄Eb/N0. The
Rayleigh suboptimal receiver 2, by expanding the number of
correlator templates, can be equivalent to the average cross-
correlation receiver. Central limit theorem can help evaluate
the BEP of cross-correlation receivers well by approximating
the noise× noise term Gaussian distributed when the noise
time×bandwidth product is large.

APPENDIX I

When the value ofwR(k)x2 is large anda is close to 1,

1− 2Q
(√

wR(k)x2
) ∼= 1,

exp
(
−wR(k)x2

2

)
∼= 0,

1− a

a
∼= 0.

With 1+SNRk being bounded, by substituting these approx-
imations into (12),

Lk(x) ∼= wR(k)x2

2
+ ln

{√
πwR(k)x2

2

}

∼= wR(k)x2

2
.
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APPENDIX II

The nuisance parameterαk in (10) is integrated first by
inserting (6) and (11) intof(αk). The integral (46) is derived
by applying formula 3.462.5 in [15] to (45)

Lk(x) = ln
{∫ ∞

−∞
f(pk)

[∫ ∞

0

aαk

σ2
k

exp{pkαkx (45)

−α2
k

(
2Ns

N0
+

1
2σ2

k

)}
dαk + (1 + a)

]
dpk

}

= ln

{∫ ∞

−∞

[
a

σ2
k

(
1

4Ns
N0

+ 1
σ2

k

+
pkx

4Ns
N0

+ 1
σ2

k

(46)

×
√

π
2Ns
N0

+ 1
2σ2

k

exp

(
x2

8Ns
N0

+ 2
σ2

k

)


×Q


−pkx

2

√
2

2Ns
N0

+ 1
2σ2

k


 + (1− a)


 f(pk)dpk





= ln

{∫ ∞

−∞

{
awR(k)

σ2
k

+
apkx

√
2πw3

R(k)
σ2

k

× exp
(

x2wR(k)
2

)
Q

(
−pkx

√
wR(k)

)

+(1− a)}
(

1
2
δD(pk − 1) +

1
2
δD(pk + 1)

)
dpk

}
.

In the following integration ofpk using (5), (47) is sim-
plified to (48) becauseQ(−x) = 1 − Q(x) and x[1 −
2Q(x

√
wR(k))] ≥ 0

Lk(x) = ln

{
awR(k)

σ2
k

+
ax

√
2πw3

R(k)
2σ2

k

exp
(

x2wR(k)
2

)
(47)

×
[
Q

(
−x

√
wR(k)

)
−Q

(
x
√

wR(k)
)]

+ (1− a)
}

= ln

{
awR(k)

σ2
k

+
a
√

2πw3
R(k)x2

2σ2
k

exp
(

x2wR(k)
2

)
(48)

×
[
1− 2Q

(√
wR(k)x2

)]
+ (1− a)

}
.

APPENDIX III

Claim 1:

∫ j∞

−j∞
G(z)dz = 2πj

K/2∑

k=1

Res
z=−zk

G(z).

Proof: In Figure 9, the line from(0,−jR) to (0, jR) and
CR which comes back to(0,−jR) compose of a positively
oriented simple closed contour including all negative poles of
G(z) in it. It is directly from the Cauchy’s residue theorem
that

∫ jR

−jR

G(z)dz +
∫

CR

G(z)dz = 2πj

K/2∑

k=1

Res
z=−zk

G(z).

Next, we show that
∫

CR
G(z)dz tends to 0 asR tends to∞.

Let z = zR + jzI ∈ CR, it is obvious that|z| = R, |zR| ≤ R,

andzR ≤ 0. The absolute value ofG(z) is

|G(z)| = | exp(−zθ)|
K/2∏

k=1

∣∣∣exp{ zξk|d2k−1|2
1−zξk

}
∣∣∣

ξ2
k

∣∣∣z − 1
ξk

∣∣∣
∣∣∣z + 1

ξk

∣∣∣

≤ | exp(−zθ)|
K/2∏

k=1

∣∣∣exp{ zξk|d2k−1|2
1−zξk

}
∣∣∣

ξ2
k

(
R− 1

ξk

)2 ,

and the last inequality results from|z − 1
ξk
| ≥ ||z| − 1

ξk
| =

R− 1
ξk

and |z + 1
ξk
| ≥ ||z| − 1

ξk
|. For eachk,

∣∣∣∣exp{zξk|d2k−1|2
1− zξk

}
∣∣∣∣ (49)

= exp{−|d2k−1|2}
∣∣∣∣exp

{ |d2k−1|2(1− zRξk)
(1− zRξk)2 + (zIξk)2

}∣∣∣∣
by using the fact that| exp{ju}| = 1 for any real numberu.
In addition,1− 2zRξk ≥ 0 becausezR ≤ 0 andξk > 0 which
results in

(1− zRξk)2 + (zIξk)2 = 1− 2zRξk + R2ξ2
k ≥ R2ξ2

k.

Therefore, (49) is reduced to∣∣∣∣exp{zξk|d2k−1|2
1− zξk

}
∣∣∣∣ ≤ exp

{
−|d2k−1|2 +

|d2k−1|2(1 + Rξk)
R2ξ2

k

}
.

Beside, forθ ∈ (−∞, 0],

| exp(−zθ)| = exp(−zRθ) ≤ 1.

Therefore,∣∣∣∣
∫

CR

G(z)dz

∣∣∣∣ ≤
∫

CR

|G(z)|dz = πR|G(z)|

≤ πR

K/2∏

k=1

exp
{
−|d2k−1|2 + |d2k−1|2(1+Rξk)

R2ξ2
k

}

ξ2
k

(
R− 1

ξk

)2

→ 0 asR tends to∞.

. . . . . .

1z−2z−
2
Kz−

. . . . . .

1z 2z
2
Kz

Re
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),0( jR−

),0( jR

RC

Fig. 9. Simple poles ofG(z).
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