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Abstract

The nonadiabatic quantum dynamics (QD) of cytosine and 1-methyl-

cytosine in gas phase is simulated for 250 fs after a photoexcitation to one

of the first two bright states. The nuclear wavepacket is propagated on

the coupled diabatic potential energy surfaces of the lowest seven excited

states, including ππ∗, nπ∗ and Rydberg states along all the vibrational

degrees of freedom. We focus in particular on the interplay between the

bright and the dark nπ∗ states, not considering the decay to the ground

electronic state. To run these simulations we implemented an automatic

general procedure to parametrize linear vibronic coupling (LVC) models

with time-dependent density functional theory (DFT) computations, and

interfaced it with Gaussian package. The wavepacket was propagated with

the multilayer version of the multiconfigurational time dependent Hartree

method. Two different density functionals, PBE0 and CAM-B3LYP, which

provide a different description of the relative stability of the lowest energy

dark states, were used to parametrize the LVC Hamiltonian. Part of the

photoexcited population on lowest HOMO-LUMO transition (πHπ∗
L) decays

within less than 100 fs to a nπ∗ state which mainly involves a promotion of an

electron from the oxygen lone pair to the LUMO (nOπ
∗
L). The population of

the second ππ∗ state decays almost completely, in < 100 fs, not only to πHπ∗
L

and to nOπ
∗
L state, but also to another nπ∗

L states involving the nitrogen

lone pair. The efficiency of the adopted protocol allowed us to check the

accuracy of the predictions by repeating the QD simulations with different

LVC Hamiltonians parametrized either at the ground state minimum or at

stationary structures of different relevant excited states.

2



1 Introduction

The photoactivated dynamics of DNA bases (nucleobases) is the object of an on-

going research activity, not only due its biological relevance,1–3 but also because

their potentialities as molecular laboratories for basic methodological and modellis-

tic advances.4,5 On the one hand, time-resolved (TR) experiments have shown that

photoexcited nucleobases undergo effective ultrafast nonradiative decay paths.1,2,6

They decrease photodamage in DNA and, therefore, act as a self-protecting mecha-

nisms against UV light irradiation.7 On the other end, the same experiments show

that excited state dynamics of nucleobases is extremely complex, being character-

ized by different time-components spanning several order of magnitudes, from a

few dozen of fs up to the ns.1,2 As a matter of fact, experimental lifetimes depend

on many different chemical physical effects, e.g. substituents of the nucleobases,

solvent, temperature, excitation wavelength etc.1,2,6 These results strongly suggest

the involvement of many excited states and different decay paths.4,5 Attaining an

accurate static and dynamical theoretical description of these phenomena is thus

a very difficult task and, in this respect, cytosine (Cyt) is an ideal example of the

many challenges to be tackled.

In the last twenty years, Cyt and its derivatives have been thoroughly studied

by different TR spectroscopy8–14 and computational techniques,12,13,15–26 both in

the gas and in the condensed phase,27–32 indicating the coexistence of multiple

decay paths. A detailed review of these studies falls outside the scope of the present

paper and those more relevant to our study will be analysed in the Discussion

section. Most of the TR experimental studies agree on the presence of an ultrafast

component (≤ 100 fs),8–10 together with at least one on the ps time-scale (in

the range 0.5∼3 ps)8–10,33 and, finally, a slower one of a few ns.10,11,34There is

general agreement that the lowest energy bright ππ∗ state decays in sub-ps to
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ps timescale.4,5 Both in the gas phase and in solution,35–38 the signature of an

excited state decaying on an intermediate time-scale (from tens to hundreds of

picoseconds) is found. The first obstacle for interpreting these results is that Cyt

can exist in different tautomers: the enol, the keto-amino, and the keto-imino39–42

species. In the gas phase, though both the enol and the keto-amino tautomers

are almost isoenergetic, the enol form is slightly more stable (∼0.03 eV).43–45 In

solution and when the N1 atom bears a sugar (as in DNA) or simply a methyl

substituent the keto-amino is instead largely the predominant tautomer.31,46 Our

study is thus focused on this species and, if not otherwise specified, we shall refer to

the Cyt keto-amino tautomer (Figure 1). Steady state quantum-mechanical (QM)

calculations on Cyt show that several excited states, both singlet and triplets,

with different nature lay within 1 eV. Considering only singlet valence transitions,

five different excited states, corresponding to two bright ππ∗ and three dark nπ∗

transitions (involving either the lone pair on the oxygen nOπ
∗ or on the nitrogen

nNπ
∗), fall within this energy range, i.e. in the region of the two lowest-energy UV

absorption bands.4,5,15,31 Several non-radiative decay pathways have been mapped,

with at least three potentially accessible conical intersections (CoI) with the ground

state (S0).
4,5,26

Few dynamical simulations of photoexcited Cyt have been reported based on

trajectory surface hopping (TSH)18,20,21,47 or ab initio multiple spawning (AIMS)22

in combination with different levels of CASSCF and they agree in predicting an

ultrafast involvement (< 100 fs) of states with nπ∗ character. TSH simulations

with OM2/MRCI semiempirical method predicts on the contrary a direct decay

from the bright state to the ground state with 350 fs.47

Notwithstanding the many studies carried out in the last decade, time evolution

of Cyt remains unclear. While there is a general agreement on the assignment of
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the ns time components to triplet states, many key points concerning the ps and

sub-ps time components are still lively debated. For example, there is disagreement

on the preferential nonradiative decay route to the ground state via the different

possible CoIs and on the assignment of the dark state decaying on the dozens of

ps time-scale.4 There are indications that this state can be populated also within

polynucleotides, increasing its biological relevance.48 Actually the relative energy

of the lowest energy excited states has not been definitively assessed, since it

strongly depends on the computational method adopted and on its details (basis

set, active space etc).4,17

In this scenario, full quantum dynamical (QD) studies of the decay of pho-

toexcited Cyt would be very useful, but are still lacking. Previous comparisons

on model systems have shown that QD and semiclassical predictions become dif-

ferent in strong-coupling regimes,49 and, as we will show below, inter-state cou-

plings in Cyt are remarkable. QD effects might be more and more relevant as

the experimental set up reach the capability to deliver data with unprecedented

time-resolution (< 20 fs50). As a first step in this direction, in this contribution we

present a full QD investigation of the decay processes in the gas phase of Cyt and

1-methyl-cytosine (1MeCyt, Figure 1), as a minimum model for cytidine nucleo-

side. We use Linear Vibronic Coupling (LVC) models including all the first seven

lowest electronic states and run QD simulations with the Multilayer Multiconfigu-

rational Time Dependent Hartree (ML-MCTDH) method.51–55 LVC models have

been parametrized with time-dependent (TD) Density Functional Theory (TD-

DFT). We built up an automatized diabatization interfaced with Gaussian 1656

based on a maximum-overlap method.57 It is similar to the one already proposed

by Neugebauer et al.58 but uses an alternative definition of the overlap of transition

densities that include both excitation and de-excitation terms.
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Concerning the analysis of the dynamics of Cyt, we focus on the singlet ex-

cited states; triplet pathways are investigated with TSH calculations in ref.19,20

Additionally, the adoption of LVC harmonic models imply approximations that

restrict the reliability of our approach to the ultrafast regime (∼ 100 fs) in which

the molecular structure remains close to planarity. This prevents the descrip-

tion of the complete decay to the ground-state. The time-window we monitor

is nonetheless particularly meaningful since, in the presence of a very fast non

radiative decay route for the bright state, the first 100 fs are the critical ones

for the possible population of the dark states. On the other side a strong point

of our analysis is that our LVC models allow an efficient description of the cou-

pled QD on several excited states (7 in our case, including all the relevant ππ∗

and nπ∗ states) and considering all the nuclear degrees of freedom. Finally, to

the best of our knowledge we present the first dynamical simulation of the decay

after excitation of the second bright electronic state. Its role in fact deserves a

closer scrutiny. The broad absorption spectrum of Cyt suggests a strong vibronic

coupling between the two lowest-energy bright excited states,59 and the radiation

wavelength most commonly used in pump-probe experiments on oligonucleotides

excite both states.38 At the same time, there are computational and experimental

hints that they could be the origin of different decay pathways. For example, at

least in water, the dynamics strongly depends on the wavelength of the exciting

radiation.38 The excited state dynamics of Cyt and its derivatives thus appears

ruled by the interplay of, at least, four close lying excited states, which are strongly

vibronically coupled.

Beside the intrinsic relevance for Cyt, this study gives us the opportunity to

tackle some issues of more general methodological interest. Not only we present

our approach to parametrize LVC Hamiltonians from TD-DFT, but we also anal-
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yse few strategies to evaluate the adequacy of the LVC models and the range of

confidence of their prediction. In particular, in this contribution we build different

Hamiltonians at different key structures for the photodynamics, namely the min-

ima of the ground state and of the most involved excited states. Additionally, we

also show the utility to recompute the TD-DFT states along the trajectory of the

average position of the wavepacket. In fact this allows to check both the reliability

of the model PES and the electronic character of the adiabatic states. Finally,

thanks to the efficiency of the computational scheme, we repeated all calculations

with two different DFT functionals, namely CAM-B3LYP60 and PBE0.61,62 They

have been widely used to study, among several class of compounds, the photo-

physics of nucleobases and oligonucleotides.4 In particular, CAM-B3LYP provides

a picture of the excited states behavior of Cyt close to what obtained at the CC-

SSD23 and the MS-CASPT2 levels in water31 The two functionals deliver a rather

different description of the interplay between bright and dark excited states of

Cyt.4,23,63 As a consequence they enable us to test how the dynamics is affected

by the shape and the position of the different PES.

(a) Cytosine (b) 1-Methyl-Cytosine

Figure 1: Molecular structures of the systems investigated in this work.
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2 Parameterization of LVC Hamiltonians

3 The Model

We write our LVC Hamiltonian using ground state (S0) dimensionless normal co-

ordinates q (column vector), and conjugated momenta p, considering a n dimen-

sional diabatic basis |d(r)〉 (a row vector, as indicated by the superscript ”(r)”),

|d(r)〉 = (|d1〉, |d2〉, · · ·, |dn〉)

H =
∑

i

(

K + V dia
ii (q)

)

|di〉〈di|+
∑

i,j>i

V dia
ij (q)(|di〉〈dj|+ |dj〉〈di|) (1)

K is the kinetic term and the diagonal (V dia
ii ) potential energy surfaces (PES)

are written in harmonic approximation, assuming that all the excited diabatic

states have the same normal modes and frequencies of S0. Moreover, the couplings

among the diabatic states, V dia
ij (q) (i 6= j), are taken as linear functions of q

K =
1

2
pTΩp (2)

V dia
ii (q) = E0

i + λ
T
iiq+

1

2
qTΩq, (3)

V dia
ij (q) = λ

T
ijq. (4)

In Eqs. 2-4 Ω is a diagonal matrix, Ωii being the S0 frequency of the normal

mode qi. The superscript T indicates that the transpose is taken. The time-

dependent (TD) vibronic wavefunction of the system is computed solving the TD

Schrödinger Equation. It is written as |Ψ(q, t)〉 =
∑

i |di〉|Ψi(q, t)〉 so that elec-

tronic populations are simply Pi(t) = 〈Ψi(q, t)|Ψi(q, t)〉.

The LVC Hamiltonian is parametrized from DFT and TD-DFT calculations
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with a diabatization procedure. The diabatic states are taken to be coincident

with the adiabatic states |ai〉 computed at a reference geometry. In practice,

the molecular geometry is displaced along each dimensionless normal mode qα

by a quantity ±∆α and the diabatic states are defined as the combination of

the adiabatic states that resemble as much as possible the reference states. This

procedure allows to obtain the transformation

|d(r)〉 = |a(r)(∆α)〉D(∆α) (5)

between diabatic |d(r)〉 and adiabatic states |a(r)(∆α)〉), where the matrix D

has elements Dji(∆α) = 〈aj(∆α)|di〉. At each geometry the matrix of the dia-

batic potentials Vdia(∆α) is computed from the diagonal adiabatic one Vad(∆α) =

diag(Ead
1 (∆α), E

ad
2 (∆α), ··, E

ad
n (∆α)) as

Vdia(∆α) = DT (∆α)V
ad(∆α)D(∆α). (6)

The parameters λij(α) are obtained from Eq. 6 by numerical differentiation.59

3.1 Finding the diabatic-adiabatic transformation D

We define a set of reference states |R(r)〉 = {|R1〉, |R2〉, ··, |Rn〉}, which are identical

to the lowest n adiabatic states at the reference geometry 0, |R(r)〉 = |a(0)(r)〉, and

we consider a generic displacement ∆α. The row vector of the n lowest adiabatic

states at this geometry is |a(∆α)
(r)〉 and we compute the overlap matrix with

elements

SAB = 〈RA|aB(∆α)〉 (7)

In section S1.1 of the Supporting Information (SI) we show that the trans-
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formation matrix from adiabatic to diabatic states in Eq. 5 can be computed

as

D = ST (SST )−
1

2 . (8)

Therefore the LVC parametrization is straightforward if we are able to compute

the matrix S. More precisely, this transformation defines pseudo-diabatic states,

since an infinite basis set would be needed to define truly diabatic states. In the

following for the sake of brevity we always use the term ”diabatic” also to define

our ”pseudo-diabatic” states. In TD-DFT excited-states are actually characterized

through transition densities, which in a super-operator formalism can be written

as

|ρ〉〉 =
∑

ir

Xir|Φr〉〈Φi|+
∑

ir

Yir|Φi〉〈Φr| (9)

where i, j denote occupied Kohn-Sham (KS) molecular orbitals (MOs) and r, s

virtual ones. The inner product between two transition densities can be computed

as

〈〈ρA|ρB〉〉 = TrΦ[
(

∑

ir

XMO,A
ir |Φi〉〈Φr| −

∑

ir

Y MO,A
ir |Φr〉〈Φi|

)

(

∑

js

XMO,B
js |Φs〉〈Φj|+

∑

js

Y MO,A
js |Φj〉〈Φs|

)

] (10)

where we added a superscript MO to specify that the transition densities are

written on the basis of MOs. If both transition densities are computed at the same

geometry, due to the orthogonality of the MOs we have:
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〈〈ρA|ρB〉〉 =
∑

ir

XMO,A
ir XMO,B

ir −
∑

ir

Y MO,A
ir Y MO,B

ir (11)

which is equivalent to the orthonormalization condition reported in refs.64,65

Consider now the transition densities relative to state ”A” at the reference

geometry (|ρA(0)〉〉) and state ”B” at the geometry perturbed by ∆α along mode

α (|ρB(∆α)〉〉)

|ρA(0)〉〉 = ∑
ir X

MO,A,0
ir |Φr(0)〉〈Φi(0)|+

∑
ir Y

MO,A,0
ir |Φi(0)〉〈Φr(0)| (12)

|ρB(∆α)〉〉 = ∑
js X

MO,B,∆α
js |Φs(∆α)〉〈Φj(∆α)|+

∑
js Y

MO,B,∆α
js |Φj(∆α)〉〈Φs(∆α)| (13)

By performing the trace operation in Eq. 10 the inner product SAB = 〈〈ρ(0)A|ρB(∆α)〉〉

is

SAB =
∑

ir,js

XMO,0
ir XMO,∆α

js 〈Φr(0)|Φs(∆α)〉〈Φj(∆α)|Φi(0)〉

−
∑

ir,js

Y MO,0
ir Y MO,∆α

js 〈Φi(0)|Φj(∆α)〉〈Φs(∆α)|Φr(0)〉

+
∑

ir,js

XMO,0
ir Y MO,∆α

js 〈Φr(0)|Φj(∆α)〉〈Φs(∆α)|Φi(0)〉

−
∑

ir,js

Y MO,0
ir XMO,∆α

js 〈Φi(0)|Φs(∆α)〉〈Φj(∆α)|Φr(0)〉

(14)

where on the rhs we dropped the ”A” and ”B” labels since this does not

generate confusion. At variance with what done in ref.,58 our definition of the

overlap SAB include both excitation and de-excitations terms. We prefer this

formulation because it uses the TD-DFT response vectors exactly as they are
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defined. As a consequence, it allows for instance a more precise fulfillment of

orthonormalization conditions. Practically speaking, for many systems results

will probably be similar, but for systems where TD-DFT and Tamm Damkoff

approximations show significant differences, like cyanines,66,67 appreciable changes

in the LVC parameters may be expected. For the following we follow ref58 and

move to a basis of atomic orbitals (AO), specified with greek indices, obtaining

SAB =
∑

µλ,σν

XAO,0
µλ XAO,∆α

σν SAO
λ,ν (0)S

AO
µ,σ (0) + (15)

∑

µλ,σν

Y AO,0
µλ Y AO,∆α

σν SAO
λ,ν (0)S

AO
µ,σ (0) +

∑

µλ,σν

XAO,0
µλ Y AO,∆α

σν SAO
µ,ν (0)S

AO
λ,σ (0) +

∑

µλ,σν

Y AO,0
µλ XAO,∆α

σν SAO
µ,ν (0)S

AO
λ,σ (0)

To obtain the last equation, as done in ref.,58 we approximated the the overlap

matrix of the AOs at the reference and at the perturbed geometry ∆α, with the

one at the reference geometry SAO
0 . Further details are given in section S1.2 of SI.

Eq.15 allows us to compute the element SAB of the overlap matrix S in Eq. 7 thus

completing the definition of our LVC model.

The entire procedure for LVC parametrization was implemented in a ”in house”

Fortran 90 code, which is available upon request, interfaced with Gaussian 16.56

4 Computational Details

All electronic calculations were performed with Gaussian16,56 adopting DFT for

S0 and TD-DFT for excited states. We employed two different functionals, CAM-
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B3LYP60 and PBE0,61,62 in combination with the 6-31+G(d,p) basis set. We

focused on the keto-amino tautomer and included in our LVC model the lowest

7 excited states comprising the first two bright transitions and all the close lying

states. In order to parametrize our LVC Hamiltonians we adopted reference states

computed in Cs symmetry as this allows to decouple by symmetry ππ∗ (A′) and

nπ∗ (A”) states. To that end we performed ground state optimizations imposing Cs

symmetry. For Cytosine the stationary state obtained at CAM-B3LYP is a true

minimum while the PBE0 structure exhibits a very small imaginary frequency

corresponding to the pyramidalization of the nitrogen of the amino group. The

same mode is characterized by very small imaginary frequencies also in the S0

optimized structures of 1MeCyt in Cs symmetry. Releasing the Cs constrains we

get true minima with energies only negligibly lower than the planar stationary

structures. This indicates that the S0 PES is extremely shallow along this mode

so that these imaginary frequencies were simply neglected, turning them to real.

In Section 4 of the SI we investigate this issue more in detail and also show that

small changes in the frequency assigned to this mode or even its removal have a

negligible effect on the time-evolution of the electronic populations.

In some cases LVC Hamiltonians were also parametrized at Cs stationary struc-

tures of ππ∗ and nπ∗ excited states. They are also characterized by a few imag-

inary frequencies reported in the SI. However, since we used S0 normal modes,

they don’t affect LVC parameters. In any case, it is important to highlight that

we run full-coordinate dynamics, and though our model is parametrized on planar

minima, our wavepacket visits also non-planar configurations. Cartesian coordi-

nates of all optimized structures are reported in the SI. As already done in ref.,68

in order to obtain robust results for the LVC parameters (Eq. 6) we used a tight

option for SCF convergence and a convergence threshold for TD-DFT energy equal

13



to 10−6 au, i.e. the recommended value56 for the closely-related computation of

TD-DFT numerical gradients. We performed full-dimensionality QD calculations

considering all the system normal modes (33 for Cyt and 42 for 1Me-Cyt) with

the ML-MCTDH method implemented in Quantics package.69 We used a variable

mean field (VMF) with a Runge-Kutta integrator of order 5 and accuracy 10−7, like

in the provided examples for S2/S1 dynamics of pyrazine with 24 normal modes.70

As a primitive basis set we adopted an Hermite DVR representation. The same

approach was already adopted for the ππ∗/nπ∗ decay of Thymine in gas-phase68

and in aqueous solution71 and for the computation of the spectrum of Cyt in gas

phase.59 Convergence tests of the ML-MCTDH propagation with respect to the

dimension of the primitive basis set and the number of single particle functions

(SPFs) are reported in Section S2 of the SI.

5 Results: Cytosine

5.1 Adiabatic Minima

In agreement with previous studies,4 the lowest-energy excited states of Cyt in the

Franck-Condon (FC) region (Table 1) can be conveniently described on the base of

2 Lone Pairs (LPs), 2 π bonding, 2 π∗ antibonding MOs (Figures S4, S5 and S12

of the SI). The LPs are localized on N3 (nN) or on O7 (nO). The π bonding MOs

are the HOMO (πH), with strong bonding character with respect to the C5=C6

bond, and the second highest energy π one (π1), with strong contribution from

the amino LP. The π∗ MOs are the LUMO, π∗
L with strong antibonding character

with respect to the C5=C6 bond, and the second lowest energy π∗, π∗
2, with strong

antibonding character with respect to the C2=O7 double bond .

Several excited states in the FC point arise from the combinations of different
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Table 1: Energies (Ea
FC), electronic characters, oscillator strengths δOPA, and main

contributions in terms of transitions among KS-MOs for the lowest excited states
of keto-amino tautomer of cytosine at the ground-state minimum (FC point). The
energies of the corresponding diabatic states in their minima (Ed

min), estimated
by the LVC Hamiltonian, are also reported. CAM-B3LYP and PBE0 calculations
with 6-31+G(d,p) basis set in gas phase. Energies in eV with respect to the ground
state in its minimum. For comparison, literature results with other first principle
methods are reported in the note to this Table

CAM-B3LYP PBE0
StateEa

FC Ed
min character δOPATransition Ea

FC Ed
min character δOPATransition

S1 5.00 4.56 πHπ∗
L 0.06 H→ L 4.78 4.29 πHπ∗

L 0.04 H→L
S2 5.31 4.79 nNπ∗

L 0.00 H-3→L 4.98 4.57 nOπ
∗
L+ nNπ∗

L 0.00 H-1→ L
H-2→L

S3 5.77 5.63 πHRyσ1 0.00 H→L+1 5.34 4.44 nOπ
∗
L- nNπ∗

L 0.00 H-3→L
S4 5.88 5.16 nOπ

∗
2+ nOπ

∗
L 0.00 H-2→L+4 5.59 5.45 πHRyσ1 0.00 H→L+1

H-2→L
S5 5.94 5.56 π1π

∗
L 0.13 H-1→L 5.60 5.22 π1π

∗
L 0.09 H-2→L

S6 6.10 5.51 nOπ
∗
2-nOπ

∗
L 0.00 H-2→L+4 5.81 5.27 nOπ

∗
2 0.00 H-1→L+3

H-2→L
S7 6.29 6.23 π1Ryσ2 0.00 H-1→L+1 6.05 5.88 πHRyσ2 0.00 H→L+2

H-1→L+2

MS-CASPT2/TZVP data (eV):72 4.68 (πHπ∗
L), 5.54(nNπ∗

L), 5.12 (nOπ
∗
L), 5.54 (π1π

∗
L).

CR-EOM-CCSD(T)/aug-cc-pVTZ data (eV):73 4.69 (πHπ∗
L), 5.18(nNπ∗

L), 5.82 (nOπ
∗
L),

5.60 (π1π
∗
L).

excitations (Table 1) and some of the KS-MOs themselves (Figure S4 of SI) receive

contributions from the two LPs. To obtain an easier assignment, we therefore rely

on natural transition orbitals (NTOs), sketched in Figures 2 and 3 for CAM-B3LYP

and PBE0, respectively.

According to both functionals, the lowest energy excited state (S1) is bright,

corresponds to the HOMO→LUMO excitation and will be labeled as πHπ
∗
L. The

following bright state, S5, is a (π1)→LUMO excitation, will be labeled as π1π
∗
L. The

energy gap between πHπ
∗
L and π1π

∗
L is slightly larger according to CAM-B3LYP

(0.94 vs. 0.82 eV). Both functionals predict the presence of two dark A”-symmetry

Rydberg states respectively ∼ 0.8 eV and ∼ 1.2 eV less stable than πHπ
∗
L.

The most significant disagreement between the two functionals concerns the
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Figure 2: Natural transition orbitals (NTOs) of Cytosine in gas phase at ground
state geometry using CAM-B3LYP functional and an isovalue 0.04. The weight
with which each transition contributes to the corresponding excited states is also
reported.

nπ∗ transitions, whose assignment is made less straightforward by the strong in-

teraction between the involved MOs. With this caveat, according to CAM-B3LYP,

S2 (hereafter labeled nNπ
∗
L) mainly corresponds to the transition from nN to the

LUMO. S4 and S6 derive from the strong mixing of the transition from nO to π∗
L

and to π∗
2. PBE0 predicts instead that S2 and S3 essentially corresponds to the

symmetric and antisymmetric combinations of nNπ
∗
L and nOπ

∗
L, whereas S6 is a

more pure nO→π∗
2 transition. From the quantitative point of view, on the average,

the nπ∗ are ∼0.1 eV closer to πHπ
∗
L according to PBE0.

The relative energy of the excited states in the FC region provided by CAM-

B3LYP is similar to that of CR-EOM-CCSD(T),73 but for a small relative sta-

bilization of the dark excited states, and MS-CASPT272 (see the note to Table
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Figure 3: Natural transition orbitals (NTOs) of Cytosine in gas phase at ground
state geometry using PBE0 functional and an isovalue 0.04. The weight with which
each transition contributes to the corresponding excited states is also reported.

1). This latter method would also predict that nOπ
∗ is more stable than nNπ

∗.

However, the strong mixing between these dark states makes their labeling only

qualitative. Additional comparisons with other electronic methods are reported

in Section S5 of the SI. It can be noticed that CASSCF calculations appear to

underestimate the energy gap between πHπ
∗
L and the lowest nπ∗ state.

Tables 2 and 3 report the energies of the adiabatic states in the nπ∗ minima

that we were able to locate with CAM-B3LYP and PBE0, respectively, and their

electronic characters. CAM-B3LYP geometry optimizations of S2 in Cs symme-

try leads to a state with a clear-cut nNπ
∗
L character (on the S1 PES), whereas

starting from S3 we reach a stationary point on the S2 adiabatic PES with clear

nOπ
∗
L character. When adopting PBE0, geometry optimizations of both S2 and
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S3 lead instead to a minimum with nOπ
∗
L character lying on the S1 PES. Further

characterization of these minima can be found in the SI (sections S3.3-S3.5 for

CAM-B3LYP, and S4.4-S4.5 for PBE0).

Table 2: Energies (Ea) of the adiabatic states of cytosine in the minima of the first
ππ∗ and first two nπ∗ states and their electronic characters. Ed

FC are the energies,
extrapolated at the FC point, of the diabatic states defined by LVC Hamiltonians
parametrized at these minima. Energies in eV with respect to the ground state in
its minimum. CAM-B3LYP/6-31+G(d,p) calculations in gas phase.

CAM-B3LYP
First ππ∗ First nπ∗ Second nπ∗

Ea Ed
FC character Ea Ed

FC character Ea Ed
FC character

4.52 4.99 πHπ∗
L 4.67 5.35 nNπ∗

L 4.64 5.33 πHπ∗
L

4.96 5.79 nOπ
∗
L 5.32 5.04 πHπ∗

L 4.80 5.94 nOπ
∗
L

5.53 5.30 nNπ∗
L 6.16 5.89 nOπ

∗
L 5.94 5.54 nNπ∗

L
5.90 5.78 π1π

∗
L 6.29 5.93 π1π

∗
L 6.26 6.01 nOπ

∗
2

6.14 5.86 nOπ
∗
2 6.59 6.64 nNπ∗

2 6.38 5.94 π1π
∗
L

6.16 5.83 πHRyσ1 6.60 5.81 π1Ryσ1 6.46 6.20 πHRyσ1
6.65 6.73 π1Ryσ1 6.97 6.32 π1Ryσ2 6.69 6.89 nORyσ1

Table 3: Energies (Ea) of the adiabatic states of cytosine in the minima of the
first ππ∗ and nπ∗ states and their electronic characters. Ed

FC are the energies,
extrapolated at the FC point, of the diabatic states defined by LVC Hamiltonians
parametrized at these minima. Energies in eV with respect to the ground state in
its minimum. PBE0/6-31+G(d,p) calculations in gas phase.

PBE0
First ππ∗ First nπ∗

Ea Ed
FC character Ea Ed

FC character
4.10 4.96 nOπ

∗
L 4.06 5.14 nOπ

∗
L

4.14 4.80 πHπ∗
L 4.18 5.05 πHπ∗

L
5.46 5.09 nNπ∗

L 5.69 5.35 nNπ∗
L

5.84 5.46 π1π
∗
L 5.86 5.79 nOπ

∗
2

5.84 5.61 nOπ
∗
2 6.07 5.97 πHRyσ1

5.97 5.70 πHRyσ1 6.08 5.77 π1π
∗
L

6.16 6.23 nORyσ2 6.16 6.30 nORyσ2

This concise analysis highlights that the different diabatic states are strongly

mixed and that their coupling changes with the coordinates. This feature will
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require, as detailed below, ad-hoc procedures to analyse our simulations. On the

other hand, in their minima, the nπ∗
L adiabatic states acquire a well-defined elec-

tronic character, i.e. nOπ
∗
L and nNπ

∗
L states, which we will use as main ’electronic

reference states’ (together with πHπ
∗
L and π1π

∗
L) to interpret our QD simulations.

5.2 LVC Hamiltonian parametrized at the FC point

The adiabatic states computed at the FC point, reported in Table 1, are taken as

a reference to define a set of 7 diabatic states. Truly diabatic states do not change

with the coordinates. Altough this condition cannot be considered completely

enforced in our pseudo-diabatic states, their electronic character does not change

and can therefore be used to label them. Within a LVC framework, diabatic-states

minima can be easily located by using their gradient in the FC point.

The reorganization energies Er, i.e. the energy stabilization of the minimum

(Ed
min) with respect to the FC point (Ea

FC) of the ππ∗ and nπ∗ states are rather

similar, being moderately larger for nπ∗ ones. Therefore, the energy order of the

different minima is generally the same as the order in the FC point. The only

exceptions concern the minimum of nOπ
∗
2-nOπ

∗
L, more stable than the minimum

of π1π
∗
L according to CAM-B3LYP, and the minimum of nOπ

∗
L-nNπ

∗
L, more stable

than the one of nOπ
∗
L+nNπ

∗
L according to PBE0. As expected, for states with

Rydberg character Er is very small. In their minima all the dark states considered

are more stable than the FC energy of at least one of the spectroscopic states, so

they can be in principle populated during the dynamics.

Analysis of the off-diagonal terms of the LVC Hamiltonian provides additional

insights on the factors determining the photoactivated dynamics. The norm of

the vector λij (see Tables 4 for CAM-B3LYP and 5 for PBE0) gives a concise

measure of the couplings between states i and j (i 6= j). The largest couplings

19



occur between nπ∗ states, according to both functionals. Remarkable couplings

also exist between ππ∗ and nπ∗ valence states while, as expected, they both have

small couplings with Rydberg states. The diagonal elements of the Tables (i = j),

are the norm of the diabatic energy gradients. On the ground of the previous

discussion on the reorganization energies, it is not surprising that the largest values

belong to nπ∗ states and the smallest values to Rydberg ones.

Table 4: Norm of the coupling vectors between the different diabatic states (eV)
for cytosine according to the LVC model parametrized at FC position. CAM-
B3LYP/6-31+G(d,p) calculations in gas phase

STATE πHπ∗
L nNπ∗

L πHRyσ1 nOπ
∗
2+nOπ

∗
L π1π

∗
L nOπ

∗
2-nOπ

∗
L π1Ryσ2

πHπ∗
L 0.386

nNπ∗
L 0.128 0.358

πHRyσ1 0.075 0.018 0.231
nOπ

∗
2+nOπ

∗
L 0.095 0.145 0.063 0.547

π1π
∗
L 0.163 0.134 0.029 0.073 0.358

nOπ
∗
2-nOπ

∗
L 0.075 0.144 0.031 0.285 0.063 0.485

π1Ryσ2 0.028 0.014 0.094 0.024 0.071 0.014 0.206

Table 5: Norm of the coupling vectors between the different diabatic states (eV)
for cytosine according to the LVC model parametrized at FC position. PBE0/6-
31+G(d,p) calculations in gas phase.

STATE πHπ∗
L nOπ

∗
L+nNπ∗

L nOπ
∗
L- nNπ∗

L πHRyσ1 π1π
∗
L nOπ

∗
2 πHRyσ2

πHπ∗
L 0.423

nOπ
∗
L+nNπ∗

L 0.100 0.367
nOπ

∗
L-nNπ∗

L 0.122 0.329 0.546
πHRyσ1 0.086 0.016 0.023 0.234
π1π

∗
L 0.160 0.143 0.102 0.034 0.358

nOπ
∗
2 0.020 0.181 0.118 0.010 0.020 0.477

πHRyσ2 0.096 0.010 0.009 0.130 0.059 0.010 0.261
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Figure 4: Nonadiabatic dynamics of electronic populations of cytosine in gas phase
predicted with LVC Hamiltonians parameterized with CAM-B3LYP (left) or PBE0
(right) calculations, after an initial photoexcitation to πHπ

∗
L (top) or π1π

∗
L (bot-

tom). Notice that in all electronic population calculations we include 7 states but
in all figures we label only the states which are significantly populated.

5.3 Electronic Population Dynamics

5.3.1 Excitation to the first bright state πHπ
∗
L

In Figure 4 we show the time evolution of the electronic population of the excited

states of Cyt in gas phase for an initial excitation on πHπ
∗
L (top) or π1π

∗
L (bottom),

according to CAM-B3LYP (left) and PBE0 (right). The time evolution of an

initial population (P ) of πHπ
∗
L drastically changes by using these two functionals.

According to PBE0 both combinations of nOπ
∗
L and nNπ

∗
L are quickly populated

and, at 150 fs the antisymmetric state’s population is ∼0.5 and the symmetric one
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∼ 0.3. As a consequence, πHπ
∗
L has lost 80% of its initial population.

Interestingly P (n0π
∗
L − nNπ

∗
L) > P (n0π

∗
L + nNπ

∗
L) although the former state is

less stable at the FC point. On the other hand, (n0π
∗
L − nNπ

∗
L) has a much larger

Er and in its minimum is 0.13 eV more stable than (n0π
∗
L + nNπ

∗
L).

At variance, CAM-B3LYP predicts that most of the population remains on

πHπ
∗
L since the energy gap with the other states is larger. On the other hand

a significant flow to the dark states is obtained also with CAM-B3LYP. More in

detail, after a small transient transfer to nNπ
∗
L, in∼ 150 fs∼ 30 % of the population

flows on the two strongly coupled nOπ
∗
2+nOπ

∗
L and nOπ

∗
2-nOπ

∗
L, although they are

higher in energy than nNπ
∗. Furthermore their populations appear to have a very

similar (in-phase) time evolution which is out-of-phase with the residual population

on nNπ
∗
L. Both PBE0 and CAM-B3LYP predict that none of the other electronic

states included in the LVC model (like Rydberg ones) are significantly populated.

To get further insight on the interplay between the diabatic states, in Figure 5

we report as a function of time the diabatic (top) and adiabatic (bottom) energies

according to the LVC Hamiltonian in the average position of the wavepacket. Since

by definition the average position preserves Cs symmetry only diabatic states with

the same symmetry mix to produce the adiabatic states. The diabatic energy on

πHπ
∗
L clearly oscillates as a results of periodic vibrations on collective CC and CO

stretchings.

According to PBE0 nOπ
∗
L-nNπ

∗
L crosses nOπ

∗
L+nNπ

∗
L and becomes more stable

at t∼ 25 fs, getting quite close to the πHπ
∗
L. This explains why P (nOπ

∗
L−nNπ

∗
L) >

P (nOπ
∗
L+nNπ

∗
L) for t > 25 fs. The large splitting of the adiabatic curves however

shows that these two diabatic states strongly couple for t > 0, so much that only

one adiabatic state remains very close in energy to πHπ
∗
L. Therefore, within an

adiabatic framework, the πHπ
∗
L populations flows in a state that is a combination
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Figure 5: Diabatic (top) and adiabatic potential energies (middle, only for the
three lowest states) in the average position of the wavepacket (Cs symmetry) ob-
tained by LVC Hamiltonians parameterized with CAM-B3LYP (left) or PBE0
(right) calculations. The energy zero corresponds to the FC energy of the πHπ

∗
L

state, i.e. respectively 5.00 eV for CAM-B3LYP and 4.78 eV for PBE0. For com-
parison we also report (bottom) the three lowest adiabatic energies recomputed
by TD-DFT at molecular structures corresponding to the average position of the
wavepacket. All 7 adiabatic potentials predicted by LVC model are reported in
Figure S20 in the SI.

of these two diabatic states.

According to CAM-B3LYP all the diabatic states with nπ∗ character oscillate

at energies significantly higher than πHπ
∗
L (blue, red and brown lines). However,

in terms of adiabatic states a combination of them (dark green line in the middle
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panel) get rather close in energy to the lowest-energy state S1, with πHπ
∗
L character

after 100 fs. In particular the energy gap becomes minimum at ∼ 140 and ∼ 165 fs,

corresponding to times where the population transfer from πHπ
∗
L to nOπ

∗
2+nOπ

∗
L

and nOπ
∗
2-nOπ

∗
L is maximum (see Figure 4).

As a further analysis, in the bottom panels of Figure 5 we report the adiabatic

energies at the average position of the wavepacket computed at TD-DFT level. At

each time we take the average position in normal coordinates, generate the corre-

sponding Cartesian coordinates, and repeat a TD-DFT calculation. The energies

and time evolution of the true adiabatic TD-DFT states (bottom panels) and the

model LVC adiabatic states (middle panels) are similar, confirming the reliability

of our LVC model. This also offers us the possibility to analyse the excited states

transition densities and verify what are the LPs more involved in the dynamics.

According to PBE0 results S2 is almost degenerate with πHπ
∗
L and, for times

t> 10-20 fs, exhibits a remarkable gap with S3. In CAM-B3LYP dynamics S2 is

more separated from S1, while it becomes periodically almost degenerate with S3.

We have then performed a NTO analysis of the TD-DFT electron density each 50

fs (see SI). According to PBE0, the almost degenerate S1 and S2 states flip between

nOπ
∗
L and πHπ

∗
L. On the contrary S3 is always a nπ∗

L state with prevalent nNπ
∗
L

character. CAM-B3LYP predicts instead that S1 is always πHπ
∗
L. At most of the

times, S2 and S3 have a clear nOπ
∗
L and nNπ

∗
L character, respectively. However,

when they get close in energy they mix and can switch the prevalent character.

5.3.2 Excitation to the second bright state π1π
∗
L

Both functionals predict that, if π1π
∗
L is initially excited, in < 100 fs its population

decays to less than 0.1. It flows to πHπ
∗
L and also to the three nπ∗ states, according

to CAM-B3LYP, and to the symmetric and antisymmetric combinations of nNπ
∗
L
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and nOπ
∗
L, according to PBE0. On the other hand, the small π1π

∗
L population

remains almost constant up to 250 fs. Interestingly, the populations of all states

after 50 fs show only small oscillations around their average values for CAM-B3LYP

and no significant oscillations for PBE0. P (πHπ
∗
L) reaches the limit value of ∼ 0.25

and 0.4, respectively for PBE0 and CAM-B3LYP, in line with the larger relative

stability of πHπ
∗
L according to CAM-B3LYP. Interestingly, both functionals predict

some differences with respect to the dynamics observed starting from πHπ
∗
L. In

PBE0, we observe that the population of πHπ
∗
L and of the two lowest energy nπ∗

states is very similar. In particular, the long-time limit of the πHπ
∗
L population is

larger when the dynamics is started on π1π
∗
L than on πHπ

∗
L. At variance, according

to CAM-B3LYP both P (nOπ
∗
2 +nOπ

∗
2) (limit value ∼ 0.2) and nOπ

∗
2 −nOπ

∗
L (limit

value ∼ 0.1) are populated, but additionally also P (nNπ
∗
L) exhibits a stable value

of ∼ 0.2. In other words π1π
∗
L acts as door-way state to an additional dark state

with respect πHπ
∗
L. Considering that in the FC region nNπ

∗
L is the dark state with

the largest energy gap with respect π1π
∗
L, it is clear that energetic accessibility is

only one of the factors ruling the dynamics.

TD-DFT calculations along the trajectory of the average position of the wavepacket

(Section S6.3 in in SI ) provide, at t≤ 50 fs, a picture similar to the one already

seen for dynamics from the πHπ
∗
L. According to PBE0, the quasi degenerate S1

and S2 states flip between the πHπ
∗
L and nOπ

∗
L characters whereas S3 is the nNπ

∗
L

state. CAM-B3LYP predicts instead that S1, S2 and S3 are respectively πHπ
∗
L,

nOπ
∗
L and nNπ

∗
L states. However when S2 and S3 get close (like at t∼ 150 fs),

mixings or switches of the electronic character can occur.
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Figure 6: Nonadiabatic dynamics of electronic populations of cytosine in gas phase
after an initial photoexcitation to πHπ

∗
L (top) or π1π

∗
L (bottom) for CAM-B3LYP

(left) or PBE0 (right) LVC Hamiltonians with diagonal energies corrected to re-
produce CASPT2/TZVP energies at the FC point (taken from ref.72).

5.3.3 Predictions of a LVC Hamiltonian with CASPT2 energy gaps

CAM-B3LYP and PBE0 provide a rather different description of the coupling and

the energy of the lowest energy nπ∗ states. Since these and other first-principle

methods (Section S4.6 in the SI) provide a different picture of the energetic of

the dark states, which is not easily accessible by experiments, we have further

investigated the sensitivity of QD results to the energy gaps at the FC position,

fundamental parameters of the LVC model. To this aim we performed QD simu-

lations at the CAM-B3LYP level, but shifting the vertical energies of the lowest

energy states to reproduce the prediction of CASPT2. In fact, CASPT2 provides

a similar description of the dark states as CAM-B3LYP, as pure n0π
∗
L and nNπ

∗
L

states.74 However, their relative energies are rather different: nOπ
∗
L (5.12 eV) is

more stable than nNπ
∗
L (5.54 eV), whose excitation energy is the same as π1π

∗
L.

72

nOπ
∗
L is also closer to πHπ

∗
L (4.68 eV) .

In this exploratory analysis we simply assumed that CASPT2 and CAM-
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B3LYP PES are roughly parallel, which is confirmed by literature data at least for

πHπ
∗
L.

31

With this LVC model, coupling the four states πHπ
∗
L, nOπ

∗
L, nNπ

∗
L, π1π

∗
L, we

run a new set of QD simulations for initial photo-excitations on πHπ
∗
L or π1π

∗
L.

Figure 6 shows that with CASPT2 energies a larger population transfer to nOπ
∗
L

is predicted. More specifically, for a dynamics starting π1π
∗
L the decay channel

toward nNπ
∗
L appears to be closed, as an effect of the destabilization of this state.

Interestingly for a dynamics from πHπ
∗
L the population of nOπ

∗
L is faster but its

long-time limit does not change remarkably. This may be a spurious effect due

to the fact that in this new calculation we neglect a third nπ∗ state, nOπ
∗
L-nOπ

∗
2,

whose role in the CAM-B3LYP dynamics is not marginal.

5.4 Dynamics with LVC Hamiltonians parameterized at

the different excited state minima.

LVC model PES are harmonic and therefore they are clearly an approximation

of the true molecular PES and depend on the selected reference geometry. In

order to evaluate the dependence of our predictions on the reference geometry,

we repeated the QD simulations for LVC Hamiltonians parametrized at different

excited state minima. As discussed in depth in the previous section, nπ∗ states

appear mixed and strongly coupled at the FC geometry. New parametrizations

of the LVC Hamiltonians at the nπ∗ minima, allow us also to reinvestigate the

effect of these couplings, and possibly achieve a more clear chemical picture of the

dynamics.

We used CAM-B3LYP and parametrized new LVC Hamiltonians as a function

of the ground state normal coordinates in the minimum of the πHπ
∗
L state and

at the minima of nNπ
∗
L and nOπ

∗
L. We label these Hamiltonians LVC|Min-πHπ

∗
L,
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LVC|Min-nNπ
∗
L, and LVC|Min-nOπ

∗
L whereas, for clarity, the original one will be

named LVC|FC. As shown in Tables 2 and 3, extrapolation of the energies of the

different diabatic states from the minima to the FC region in several cases provides

rather different values with respect to those reported in Table 1. This indicates

the PES can be characterized by significantly different normal modes/frequencies

with respect to the ground states and/or by important anharmonicities
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Figure 7: Nonadiabatic dynamics of electronic populations of Cyt in gas phase, as
predicted by a LVC Hamiltonian parameterized with calculations at the πHπ

∗
L (top)

nNπ
∗
L (middle) and nOπ

∗
L (bottom)Cs minimum using CAM-B3LYP functional.

Initial photoexcitation to πHπ
∗
L (left) or π1π

∗
L (right).

All the population dynamics in this section predict a spike at t = 0 fs cor-

responding to an instantaneous partial exchange of population between the two

lowest bright ππ∗ states. This is due to the fact that, according to the LVC
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Hamiltonian, the diabatic ππ∗ states are decoupled at the excited-state minimum

selected for the parameterization. Therefore, they exhibit a coupling at the FC

point, the initial position of the wavepacket. Such couplings evidence that the na-

ture of the ππ∗ states partially change from the ground-state and the excited-state

minima.

Considering an initial excitation to πHπ
∗
L, the time-evolution of the population

of the bright state predicted by LVC|Min-πHπ
∗
L, LVC|Min-nNπ

∗
L is quite similar

to the one observed with LVC|FC. The main difference is that these alternative

LVC models predict that most of the population lost by πHπ
∗
L state flows to a

single nπ∗ state with nOπ
∗
L character. The LVC|FC Hamiltonian also predicts

localization of the excited-population in a nOπ
∗
L state, at least when moving to an

adiabatic picture. Rather surprisingly, the dynamics according to LVC|Min-nOπ
∗
L

shows larger differences, and namely a decrease of the population transfer to the

nOπ
∗
L state. The reason is that the total coupling between nOπ

∗
L and πHπ

∗
L is

smaller at the nOπ
∗
L minimum. For instance, it is 2.5 times smaller according to

LVC|Min-nOπ
∗
L than according to LVC|Min-nNπ

∗
L one (Tables S8 and S11 in SI).

For an excitation to π1π
∗
L, QD with all the three new Hamiltonians predict that

P (π1π
∗
L) decays to <0.1 in less than 100 fs. With respect to LVC|FC, the popu-

lation transfer to πHπ
∗
L is slightly larger with LVC|Min-πHπ

∗
L and LVC|Min-nOπ

∗
L

(from ∼ 40% to ∼ 50%), while it increases up to 65% with LVC|Min-nOπ
∗
L. The

nπ∗ population is dominated by nOπ
∗
L according to LVC|Min-πHπ

∗
L and LVC|Min-

nOπ
∗
L, while the fraction flowing to nNπ

∗
L is larger according to LVC|Min-nNπ

∗
L.

For PBE0 we parametrized the LVC Hamiltonian around the minimum of the

first nπ∗ state where it has a clear nOπ
∗
L character, at variance with what happens

in the FC position. This enables a more straightforward analysis of the QD results,

reported in Section S6.4.2 of the SI. Shortly, the decrease of the population of πHπ
∗
L
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population is slightly lower than what predicted with LVC|FC Hamiltonian, but

LVC|Min−nOπ
∗
L shows that the population is transferred almost exclusively to

nOπ
∗
L. An initial excitation on π1π

∗
L decays to 0.05 in ∼ 25 fs. At later times it

remains constant and an additional dark state, nOπ
∗
2, is weakly populated.

6 Results: 1-Methyl-Cytosine

Table 6 shows that the electronic characters and transition energies of the excited

states of 1MeCyt at the FC point are very similar to those computed for Cyt. At

CAM-B3LYP level we observe only a slight stabilization of the first two ππ∗ and

a slight destabilization of the first two nπ∗ states. According to PBE0 changes

are even smaller and lead to a destabilization of nOπ
∗
L +nNπ

∗
L and a very weak

stabilization of π1π
∗
L. Comparison of the available data indicates that methyla-

tion stabilizes the πHπ
∗
H state, both at CASPT2 level,75,76 and at MS-CASPT2

level,72,76 although calculations are not exactly with the same active spaces and

basis sets. As reported in Section 6.2 of the SI, the excited states in the FC region

of 1MeCyt are very close to that of cytidine, according to both CAM-B3lYP and

PBE0, apart from a systematic very slight (<0.04 eV) blueshift of most of the

states of cytidine. On this ground, at least from the purely electronic point of

view, 1MeCyt appears a good model of the nucleoside.

Comparison of Figures 4 and 8 shows that the small changes in the energy

gaps of the states due to the methyl substituent have moderate effects on the

dynamics. For an excitation of the first bright state πHπ
∗
L, according to CAM-

B3LYP the population transfer to the nπ∗ states is even smaller, in agreement

with the relative stabilization of the πHπ
∗
L. Interestingly, however, the behaviour

is rather similar: we can notice an initial small and transient population on nNπ
∗
L
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Table 6: Energies (Ea
FC), electronic characters, oscillator strengths δOPA, and main

contributions in terms of transitions among Kohn-Sham orbitals for the lowest
excited states of keto-amino tautomer of 1-methyl-cytosine at the FC point. The
energies of the corresponding diabatic states in their minima (Ed

min), estimated
by the LVC Hamiltonian, are also reported. CAM-B3LYP and PBE0 calculations
with 6-31+G(d,p) basis set in gas phase. Energies in eV with respect to the ground
state in its minimum.

CAM-B3LYP PBE0
State Ea

FC Ed
min character δOPA Transition Ea

FC Ed
min character δOPA Transition

S1 4.96 4.62 πHπ∗
L 0.10 H→ L 4.77 4.39 πHπ∗

L1 0.07 H→ L
S2 5.36 4.83 nNπ∗

L 0.00 H-3→L 5.05 4.67 nOπ
∗
L +nNπ∗

L 0.00 H-2→ L
H-2→L

S3 5.79 5.66 πHRyσ1 0.01 H→L+1 5.35 4.43 nOπ
∗
L -nNπ∗

L 0.00 H-3→ L
S4 5.87 5.47 π1π

∗
L 0.13 H-2→L 5.52 5.11 π1π

∗
L 0.11 H-1→ L

S5 5.91 5.20 nOπ
∗
L+nOπ

∗
2 0.00 H-2→L+4 5.57 5.47 πHRyσ1 0.01 H→ L+1

H-2→L

S6 6.08 5.46 nOπ
∗
L-nOπ

∗
2 0.00 H-2→L+4 5.82 5.30 nOπ

∗
2 0.00 H-2→ L+3

H-2→L
S7 6.21 6.16 π1Ryσ2 0.01 H-1→L+1 5.97 5.83 πHRyσ2 0.00 H→ L+2

(and π1π
∗
L) followed by a slight gain of population of the two states with marked

nOπ
∗ character that also in this case show in-phase oscillations.

PBE0 calculations predict even smaller differences for 1MeCyt and Cyt. As a

matter of fact, the only small change is in the long-time limit populations: they

slightly increase for nOπ
∗
L+nNπ

∗
L and decrease for πHπ

∗
L. It is noteworthy that

according to ref.12 the MS-CASPT2 gap between πHπ
∗
H (4.64 eV) and the first

nπ∗ state (5.25 eV) is ∼ 0.6 eV, similar to what predicted by PBE0 with the

nOπ
∗
L-nNπ

∗
L state that gains the largest population transfer.

For an initial excitation to the second bright state, π1π
∗
L, methylation in posi-

tion 1 has an even smaller effect on the dynamics. According to CAM-B3LYP, as

for Cyt, most of the transfers occur in the first 50 fs, but in 1MeCyt πHπ
∗
L popu-

lation increases from ∼ 0.4 to ∼ 0.5 and, consequently, the population of nOπ
∗
2+

nOπ
∗
L decreases from 0.2 to 0.1. Interestingly, for PBE0 we observe the opposite
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Figure 8: Nonadiabatic dynamics of electronic populations of 1-methyl-cytosine
for excitations starting from two lowest bright states in gas phase.

trend. The population of nOπ
∗
L−nNπ

∗
L increases (from ∼0.4 to ∼ 0.5) while πHπ

∗
L

one decreases (from ∼0.25 to ∼0.15).

Also for 1MeCyt we checked the dependence of our predictions on the struc-

ture used to build the LVC models, reparameterizing with CAM-B3YP the LVC

Hamiltonians taking as reference the minima of the first ππ∗ and the first two

nπ∗
L states. Results are reported in section S7.6 of the SI and also in this case

provide an easier reading of dynamics, showing that after an initial excitation to

πHπ
∗
L the population transfer is mainly to a state with n0π

∗ character. Overall,

the predictions of the alternative LVC Hamiltonians in Cyt and 1MeCyt follow a

similar trend with respect to LVC|FC models. LVC expanded around nπ∗ minima
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predict that a moderately larger fraction of the initial population flows in nπ∗ dark

states.

7 Discussions and Conclusions

In this contribution we used full-dimensionality quantum dynamics to study the

population dynamics of Cyt and 1MeCyt in gas phase after a photoexcitation to

the two lowest two bright states πHπ
∗
L and π1π

∗
L. We examined the keto-amino

tautomer that is the biological relevant species, without considering the possible

intersystem crossing to triplets, whose quantum yield is ≤ 0.1.19 We adopted LVC

Hamiltonians and this restricts the validity of our analysis to the ultrafast regime

(∼ 100 fs). In particular our methodology does not allow to describe the decay

to the ground state. Therefore our study is focused on the interplay between the

lowest states in the FC region and, in particular, to assess the possible ultrafast

population of dark nπ∗ states. Moreover, for the first time the ultrafast dynamics

following excitation to the second bright excited state is simulated.

Our LVC Hamiltonians predict (Table 4 and 5) that for both Cyt and 1Me-

Cyt some inter-state couplings are so strong to be even larger than intra-state ones

(i.e. those determining the reorganization energy), a situation in which difference

between quantum and semiclassical dynamics can be expected.49

For initial photoexcitation on the lowest bright πHπ
∗
L state, all calculations

consistently predict that a fraction of the population flows into nπ∗ states. From

a quantitative point of view, we observed a remarkable sensitivity of our results

on the energy gap between πHπ
∗
L and the nπ∗ states, which depends on the elec-

tronic level of theory adopted to parametrize the LVC Hamiltonian. CAM-B3LYP

destabilizes nπ∗ thus disfavoring their population with respect to PBE0. A LVC
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parametrized on CAM-B3LYP calculations but with vertical energies shifted to

reproduce CASPT2 data gives intermediate predictions. In synthesis, at ∼ 150 fs

nπ∗ population is 20-30% according to CAM-B3LYP, is ∼80% for PBE0 and 30-50

% for the LVC with CASPT2 energies.

Disentangling whether the population flown to dark states has nNπ
∗ or nOπ

∗

character is even more challenging. Both CAM-B3LYP and PBE0 calculations

indicate that these two states are strongly coupled and, in the FC position, they

appear already mixed, especially according to PBE0. This complicates the in-

terpretation with LVC|FC Hamiltonians, forcing us to adopt some non-standard

tools of analysis. Calculations of the adiabatic states along the average position

of the wavepacket suggest that πHπ
∗
L partially decays to a dark state with nOπ

∗

character. This prediction is confirmed by changing the reference structure for

parametrizations of the LVC Hamiltonians from the FC point to the excited state

minima, where the nπ∗ states acquire clear nOπ
∗
L or nNπ

∗
L characters. Interest-

ingly, these calculations, for all the three minima (πHπ
∗
L, nOπ

∗
L and nNπ

∗
L) used in

the parametrization, indicate that the electronic population flows mostly to nOπ
∗
L

state. As it could be expected, parametrizations at nπ∗
L minima also predict that

the transfer to nπ∗ states is moderately larger than what is predicted with LVC

parametrized at the FC geometry.

Interestingly, our simulations (see also the analysis of dynamics from π1π
∗
L)

predict the existence of two characteristic time-regimes. We observe an ultrafast

dynamics on a few dozens of fs time-scale, ≤ 50 fs, where we observe most of the

changes with respect to the initial time, and a plateau, lasting until the end of our

simulation window, where the populations mainly oscillate around their average

value.

Our findings are fully consistent with the available experimental results. The
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photophysics of Cyt in gas phase has been deeply investigated experimentally.8,10,33,34,46,77,78

All experiments with a sufficient time-resolution has evidenced both decay con-

stants in the ∼100 femtosecond (sometimes even < 50 fs)77,78 and picosecond time

scales. The intepretation of these data is made very complicated by the existence

of several tautomers in gas phase. Adopting an excitation at 280-290 nm, the au-

thors of ref.10 were able to selectively excite the keto-amino tautomer, observing

two short decay times respectively < 100 fs and 1.1-1.2 ps, and a longer lifetime

that is 55 ps at λ=280 nm, growing to ≥ 150 ps for λ=290 nm. By comparing Cyt

and 1MeCyt results, Ho et al,46 found that the keto-amino tautomer decays with

a sub picosecond lifetime depending on the excitation wavelenght (200 fs at 260

nm increasing progressively up to 1.2 ps at 300 nm). They noticed that possible

population transfer to nπ∗ states occurring on a < 100 fs timescale could not be

investigated for the time-resolution of the experiment. A long-time component of

10 ns was assigned to the formation to triplet states.

Our simulations indicate that the fastest component should be assigned to the

motion of the wavepacket out from the FC region, with vibrational relaxation on

πHπ
∗
L and population of the dark nπ∗ states. Such transfer is not complete; part of

the wavepacket remains on πHπ
∗
L and can decay directly to the ground state, via

the C6-puckered CoI, in agreement with the pictures provided by the most accurate

quantum-chemical calculations.4,14 A small, but not-zero energy barrier is present

on this path,14 giving account of ∼ ps component. Finally, the decay to S0 on the

50∼150 ps time-scale is assigned to the dark state. Our calculations indicate that

the nπ∗ state has a prevalent nOπ
∗ character. To the best of our knowledge gas

phase experiments did not provide indications on the assignment of nπ∗ population.

However, experiments on cytidine in low-polarity solvents, like chloroform,79 found

the spectral signature of a dark state, populated on the subpicosecond timescale.
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This state is characterized by a transient infrared spectrum very similar to that

observed in water, and assigned to nOπ
∗
L.

31,36 Considering that solvent could affect

the infrared spectra of the different states, for the moment, experimental results

seem consistent with our assignment.

As also shown by our calculations, the results of any dynamical study dramat-

ically depends on the underlying electronic method. In our case, for example, the

conclusion of this study are thus meaningful to interpret Cyt photophysics only

if we admit that ground-state recovery takes least few hundreds of femtoseconds

and that no ’exceptionally fast’ (few fs) deactivation route to S0 is available for

the dark states. Actually, as discussed above, both conditions are met. TR exper-

iments show that a significant part of the excited state population decays on the

ps time-scale. Moreover the most recent joint experimental/computational studies

of ultracold Cyt shows that the main sub-ps deactivation route is the ethylenic

CoI associated to πHπ
∗
L.

14 On this ground, the effectiveness of the other few-fs

decay routes associated to the dark states (see below) are confirmed to be due

to an artefact due to the use of CASSCF. More in general, the comparison be-

tween our results and those of CASSCF semi-classical dynamical simulations is

not straightforward, since (i) they are made in an adiabatic base, whose electronic

character can change from point to point. (ii) they follows the dynamics until the

decay to S0, the results depend on the preferential deactivation paths (iii) which

are determined by the adopted electronic method. For example, at the CASSCF

level, the lowest energy dark states are, on the average, closer in energy to πHπ
∗
L

than at the CASPT2 (and TD-DFT) level and have access to low energy CoI with

the ground state.19 As a consequence, extremely fast disappearance of πHπ
∗
L popu-

lations is predicted to the dark nπ∗
L states, which then decay to S0 via the sofa-like

CoI (usually associated to nNπ
∗) and the three-state S0/nOπ

∗/πHπ
∗
L CoI.19,21,22,80
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In some of these studies, several trajectories were found to decay to S0 within 10

fs. Despite these considerations, it is noteworthy that these different dynamical

approaches agree on the strong coupling between πHπ
∗
L and the close-lying dark

nπ∗ states.

We also investigated, for the first time, the dynamics after an initial excitation

of πHπ
∗
L in 1MeCyt and of π1π

∗
L for both Cyt and 1MeCyt. For an initial excitation

to πHπ
∗
L, the dynamics of 1MeCyt is rather similar to Cyt, especially for PBE0.

According to CAM-B3LYP methylation slightly decreases the population transfer

to nπ∗ states, due the larger energy gap in the FC region. The population flowing

to dark states has also in this case nOπ
∗ character. The similarity we find for the

dynamics of Cyt and 1MeCyt is in line with the experimental results of Ho et al

in ref.46

For both Cyt and 1MeCyt our calculations predict that π1π
∗
L decays very

quickly, reaching 10% in 100 fs or less. Interestingly, also in this process, we

observe that the excited states populations reach a pseudo-plateau in <100 fs.

As a consequence, our simulations suggest that population transfer from π1π
∗
L

also contributes to the fastest experimental time-components. Population flows

to πHπ
∗
L and both to nOπ

∗ and nNπ
∗, but the exact proportion depends on the

molecule and the level of calculation. At later times all populations reach a sta-

tionary value. P(πHπ
∗
L) is estimated to be in the range 20-60%. Within this rather

broad range of incertitude the situation in 1MeCyt and Cyt seems rather similar.

Confirming the results obtained for excitation of πHπ
∗
L, also starting from π1π

∗
L

the exact amount of nπ∗ population and its assignment depends on the functional

and on the reference structure for computing LVC. Remarkably, on average, the

population on nNπ
∗ is larger than what obtained when exciting πHπ

∗. Moreover,

in some simulations, also a further nOπ
∗
2 state is populated. π1π

∗
L can thus acts as
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a doorway toward additional states that can enrich the dynamics at later times.

Actually, the interest on the excited state decay from π1π
∗
L is not purely aca-

demic. Indeed excitation at 260∼270 nm, the wavelength most commonly used

in TR experiments, probably excite both πHπ
∗
L and π1π

∗
L states, making the in-

clusion of this latter state very important to understand the dynamics.38 In this

respect many experiments clearly shows that the excited state dynamics depend

on the excitation wavelength. Besides to varying the amount of energy deposited

on the system, for Cyt, changing the excitation wavelength affects the amount of

population excited on πHπ
∗
L and π1π

∗
L. In any case, inclusion of π1π

∗
L enforces the

conclusion that experiments at wavelength sufficiently short to excite both bright

states (260 nm)38 produce a significant population on dark nπ∗ states in less than

100 fs.

Our simulations provide some interesting general insights on the effects ruling

the dynamics. (i) As intuitive the relative stability in the FC region plays a role on

the probability of internal conversions, (ii) however the intricate interplay of the

couplings of several electronic states in a small energy interval can lead also to the

population of excited states that are rather distant from the spectroscopic states in

the FC point. (iii) This is particularly true for dark states stabilized by the same

kind of vibrations that lead the spectroscopic state toward its minimum. These

effects contribute to explain the rather puzzling result that nOπ
∗ is significantly

populated during the dynamics, even if it is less stable than nNπ
∗ in the FC region

(CAM-B3LYP results).

From the methodological point of view, we present our protocol for an auto-

matic and general parameterization of simplified LVC Hamiltonians from TD-DFT

computations. In combination with powerful ML-MCTDH propagations, this gives

the possibility to run full-dimensionality calculations of the ultrafast quantum dy-
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namics of nucleobases, accounting for the effect of many different coupled states.

For instance, it is interesting to notice that, although we included in our models

states with remarkable Rydberg character, as expected they play a marginal role

in the dynamics.

At variance with semiclassical methods, where trajectories are propagated on

adiabatic states that change their nature with time, QD simulations are run in

a diabatic coordinate-independent representation. This different perspective al-

lows a fresh and alternative view on the complex transformation of the electronic

character of the photoexcited population with time.

Thanks to the efficiency of the proposed protocol one can easily repeat the

calculations with different parametrizations of the Hamiltonian, with a limited

computational cost. We have exploited this capability to check the robustness of

our predictions by repeating the calculations for LVC models expanded at different

key molecular structures. We also show that the recomputation of the TD-DFT

potentials as a function of time at the average position of the wavepacket can be

very instructive. Both these strategies revealed in fact very useful to disentangle

the contributions of the coupled nOπ
∗ and nNπ

∗ states to the decay dynamics. The

same efficiency allowed us to investigate the dependence of the dynamics on differ-

ent DFT functionals. While qualitatively our results are clear, from a quantitative

point, remarkable forks have been observed for the predictions of the populations

with PBE0 and CAM-B3LYP. Such findings indicate that, at the state of the art,

it is very challenging to get accurate values for the yield of different population-

transfer channels, at least when different states with similar energy exist. In this

respect QD calculations on LVC Hamiltonians can also usefully integrate sur-

face hopping semiclassical calculations, considering that the two approaches have

complementary strengths and limitations. The potentialities of these combined
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approach have been recently demonstrated.81,82
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(82) Mai, S.; González, L. Identification of important normal modes in nonadia-

batic dynamics simulations by coherence, correlation, and frequency analyses.

J. Chem. Phys. 2019, 151, 244115.

52



Graphical TOC Entry

0 50 100 150 200 250
0

0.2

0.4

0.6

0.8

1.0

Times (fs)

P
o
p
u
la

ti
o
n

Times (fs)

E
n
e
rg

y
Δt


