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adequately model delay. In addition, accuracy is also
essentialeat. 0 to ensure that leakage currents are
modeled correctly. Aconvenient startingpoint is the onset
of inversi¥g .. V1 where the current can be

expressed as:

W 2
L..2 n Cox T ot (1)

The model in (1) is based on the EKV formulas [7],
with the subthreshold,shob&lityoxide capaci—
tanc€y,x, and thermal voltagkT=gas parameters.
The current in the vicindéay dblien be modeled as:

L IC Fig. 2ZInversion coefficient for HVT and LVT devices for a
: (2) 65mm technology.
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Here,(ICrepresentsitheersion coef Gimmkgmts a

model-fitting parameter. The inversion c&efifid@fent correspond¥sto Vr. This means that
presses the degree of inversion of the transilstor, ¥nddoverkne 1 , as derived from (3).

both the sép-ICG 1 and abowg— IC> 1 regions. We performeda simultaneous fitting of the param
While the introductioclCpfitémeeter leads to simpPeth 1¥w~LVT) and high+{HVT) transistors, as
current expressions, the link to supply voltabewsigohd@ghat. Since a single set of fitting parar

lost, B8is a strongly non-linear f¥pstaisor1®gd for both types of transistors, the mean-squar
described in (3) : increased from 0.5% to around 1.5%, but the model is
very accurate. This allows us to ekpdptremiulti-—
e , zation inthe energy-delay space. The current model
IC.. 1ln e% 1 ; or used next as a baseline for the derivation of del
P energy models.
Vi 2 n ¢ lnelf® 1

Vbp .. 1 (3)

B. Delay Model

in whichrepresents the DIBL factor. th Basedd infthe((j:ulrrent mide],' from tk}:e ire\‘flozs[slezc]t
The leakage curréit.at) can be exressed usslnke) mt(?tet' or (1e) aydailza) y.sis iin i herlve 1

(4), based on the EKV formulas: uobstituting an into € aipha-power Law

for delay, the gate delay can be expressed as:

Vpp VT

L ence : (4)
Reakage % ktp CL VDD kfit
t .. i (5)
2 n Cox T £ IcC

Finally, we must ensumeddistaround threshold (2)

and at the cutoff point (4) are based on the same set of

technology parameters, which in our casdew#dllidéhe delay-fitting parameter.

accomplished by curve-fitting to transistorAlewstirad¢mutang of (5) is helpful tomake the img

tions. Generally, such curve-fitting approadtrmakiesi i khaddperasgagquonétexplicit (as needed

to predict scaling trends, but the presenteffbmelgsidmlogyimization) . The Capatcheasieof

can be used to quickly estimate fitting paranetens fiarsdgycapacitance of the driving stage and

technology. The objective is, thus, to devetepaompacteyef the fanout Hatesh&lhdenominator

accurate models for design optimizations. of (5) stands for the width of the transistors in th
For a 65-nm CMOS technology, we &yefpom stage. For path-delay analysis, we annotate the

0.1Vto0.6Vtoextract model parameters for 48¢ drmdd4getses as dtaagels 1, respectively. Thus,

shown in Figs. 2 and 3. Two process opfiend, ¢iidgls— proportionald.xtd ; W3y Wi, , where

lowW¥y, are considered to derive general procesGrafidlingatels the ratio of gate parasitic to ir

eters for the technology and to compare difcfepenttdeictgethe channel length, iamtdhe oxide

options for ultralow-power design. We restchpadtcheanocdelTn this Wotatthengdenominator of (5)
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Fig. 4. Energy-delay sensitivity S(x) = (OE/0x)/(0D/0x) to sizing (W;),
supply(Vpp) and thresholdVr) voltage (lejf<axis), and energy-delay
trade-off (right y-axis) for a 32-bit carry look-ahead adder.

In (10) and (11), « represents the activity factor of the
datapath, or the average activity for all gates. Kj,, and Ky,
represent technology (and fitting) constants. Note that the
energy-per-operation E,, is the path energy E divided by
the activity factor «, Eqp, = E/a. As activity approaches
zero, E,, would approach infinity. This may seem
counterintuitive at first, but makes sense because no
operation is performed at zero activity yet (leakage) energy
is being dissipated. Separation of voltage- and size-
dependent parameters in (11) will prove useful in the
derivative analysis, discussed next.

ITT. SENSITIVITY ANALYSIS

In this section, we present a framework to analyze the
impact of gate sizing, supply and threshold voltage on
energy-delay trade-offs. The energy-delay trade-offs via

voltage and gate sizing will be quantified using the concept
of energy-delay sensitivity. The sensitivity to a parameter x
represents a percent reduction in energy for a percent
increase in delay, S(x) = (0E/Jx)/(0D/0x), [1], [31],
[32]. Previous work [1], [32] has shown that sizing was the
most effective around MDP. Here, the emphasis will be
placed on the trade-offs around MEP. Let’s examine the
sensitivities of the optimization parameters along the
optimal energy-delay (E-D) curve.

Fig. 4 shows simulated energy-delay sensitivity for an
adder as well as optimal E-D trade-off when gate sizing,
supply and threshold voltage are varied. Fig. 5 shows a closer
look into areas around MDP [Fig. 5(a)] and MEP [Fig. 5(b)]
to compare techniques for high-performance and low-
energy design optimization. On the optimal E-D curve, the
sensitivities of the active parameters are equal. Lower
sensitivity represents more delay reduction for a fixed
energy increase or less increase in energy for a fixed delay
reduction. When the sensitivity to a parameter deviates from
the lowest curve, such parameter has reached its constraint
limit, and is no longer active to support further energy
reduction. This is the case with Vy and sizing (W;) at MEP
[Fig. 5(b)], and V7 and Vpp at MDP [Fig. 5(a)]. As expected,
near MEP, Vpp adjustment has the lowest sensitivity (it has
least increase in energy for a given delay reduction), and
thus the most effective parameter in delay reduction. Notice
that we are looking at energy-delay sensitivity. Delay-energy
sensitivity (as a measure of delay improvement for a given
energy increase) to Vpp would be the highest, just like E-D
sensitivity to sizing is the highest around MDP. As we
traverse up the E-D curve, from Fig. 5(b) to Fig. 5(a), Vr also
becomes significant, while sizing becomes significant only
for high-Vpp and low-Vr scenarios, as we move towards
high-performance regime in Fig. 5(a).

Sensitivity formulas (12)—(14), obtained from the delay
and energy models from Section II, can be used to
analytically calculate results from Figs. 4 and 5. Partial
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Fig. 5. Energy-delay sensitivity S(x) = (OE/9x)/(0D/0x) near (a) MDP and (b) MEP for a 32-bit carry look-ahead adder from Fig. 4.
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derivatives with respect to Vpp, Vr, and W; lead to the
following sensitivity results:

5 - OE/OVpp Ey 2 Ep
T OD/0Vey D 1—Ny D
1—N,
140 VDD
No=—- (12)
’ \/f n- o
OE/OVr  Ep
Sy, = ——=—-(1=+IC 13
‘"7 Op/ovy D (1-VIC) (13)
S BE/é)Wl ec; Elk
W, = = ke
OD/OW; Kq-*2.(f—f) D
E
+ Ik (14)

K52 (fior = fi)

where f represents the effective fanout f = g - h for a gate.

To demonstrate the sensitivity of Vpp and W; in the E-D
space, Fig. 6 plots energy-delay optimization space when
Vpp and W; are individually tuned, starting from MEP. As
predicted, scaling Vpp is much more effective than using W;
around MEP, because more delay improvement is possible
for a given increase in energy. Actually, sizing is hardly
effective until we get close to MDP.

Therefore, unlike MDP where sizing was the most
dominant optimization variable, supply voltage should be
used around MEP. This is because at MEP leakage current/
energy is linear function of W; and so is performance,
while Vpp is more effective for performance increase than
sizing because Vpp exponentially affects performance.
Given the large disparity in sizing and supply sensitivities,
we may reduce sizing (if possible) around MEP to create
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Fig. 6. Energy-delay trade-off after gate sizing (W;) and

voltage scaling (Vpp ) for different activity levels for a 32-bit carry
look-ahead adder from Fig. 4.
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energy slack that can be utilized by a small increase in Vpp
for overall performance increase. This is similar, albeit in
different order of adjusting variables, to increasing Vpp
around MDP to create timing slack that can be utilized by
sizing for overall energy reduction [1]. These trade-offs are
generally not possible at MEP/MDP since the sizing and
supply variables reach their bounds at these extreme
points, so the use of sizing (MDP) or Vpp (MEP) is the
most optimal. Indeed, this is really good news for MEP
region, because supply adjustment is easier to do than to
adjust gate sizing. Gate sizing involves many more
variables than simple Vpp scaling. Besides, global Vpp
scaling does not require any layout changes and could be
done after chip fabrication.

IV.ENERGYDELAY OPTIM IZATION

Most practical systems involve supply and sizing optimi-
zation, while threshold is selected from the available
discrete values. This section explores supply and sizing
optimizations for low- and high-V; devices to compare
options offered by the two thresholds. The optimization
will then be expanded to include Vy, which can be
performed at the device level (e.g., body-bias) and at the
circuit level (e.g., type of logic family).

We start the optimization from MEP as a reference.
Unlike MDP, which is a fixed point in the E-D space, MEP
depends on circuit activity. Let’s then first examine MEP as
a function of activity factor and Vy. The discussion below is
based on the 32-bit carry look-ahead adder example.

Plots in Fig. 7 show MEP and IC versus activity for
high- and low-Vr designs. Since MEP is leakage-limited,
HVT will always yield lower energy at the same activity.
Under a very low activity factor, total energy of the circuit
is dominated by its leakage energy, therefore the high-Vr
cells gain significant advantage for low activity factors. For
activity factor of 0.01%, for example, MEP of the HVT
design achieves a 10-times lower leakage energy compared
to the LVT design. Even under a high-activity factor of
10%, MEP of the HVT design is still lower in energy than
that of the LVT design. It is also interesting to observe that
IC corresponding to MEP greatly varies with the activity
factor. For & = 0.1%, IC = 5 minimizes energy for low-Vr
devices, while for &« = 10%, MEP occurs around IC = 0.03
[Fig. 7(b)]. MEP is important, because it is the starting
point in our optimizations. The plots in Fig. 7 do not
indicate performance, which must be considered for a
complete E-D comparison.

Optimal energy-performance trade-off of the same
adder is shown in Fig. 8, along with the corresponding IC
and Vpp curves in Fig. 9. From the E-D plot in Fig. 8, it is
evident that although high-Vr cells achieve lower energy-
per-operation than low-Vr cells, HVT has 10- to 100-times
lower performance than LVT. Such large performance
penalty for marginal energy reduction is highly undesirable
in ULP design. For performance-constrained low-power
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Fig. 9lot of (a)Cand (b)Vpp vs. delay for a 32-bit carry look-ahead adder.

ifV: can be further lowered without incressiarg titee root current to either of the two pse
subthreshold leakage GunrenfThis is not possdbfleerential output nodes to signaBHidhar a logic
in typical complementary static CMOS circlidagHg0 f#lBries will produce a small voltage differe
Leakagels tightly coupVed But it is definiteVUy.apnat the output of the stack. This voltage
option in circuits without gain, such as pgdsm tdebhsdseédrand restored to full-rail by the
networks that can be designed tdphat&Nip amplifier.
subthreshold leakage paths. Since the pass—-transistor sftgglkmdGNho

One logic style that falls into tkhseecdassedisions, the only effect of subthreshold leakac
amplifier-based pass-trafSABREDYy l104i¢ whimdss-transistors is a deteVigratitheodseudo-
attempts to deco¥pXleomleakageby using passiifferential output nodes, Fig. 12. This also imp.
transistor (PT) networks to perform logic frethiciorgst hBhetack thresholM qditmerduces the
needed gain is providedusing sense ampli fiestaokdddiarewsthout any subthreshold leakage penal:
as illsutrated in Fig. 12. onlyVpp—t&ND leakage paths appear in the sense

The SAPTL is composed of: a) a PT network canpgéedftileer and the driver.
stack; b) a root driver; and c) a sense ampliThisrsépPhration of concerns allows for simulta
SAPTL can operate synchronously using a opltdaokizadrion of logic performance and static r
asynchronously using additional hand-shalkdiirsp idattidhrylo maximize the logic performance,
The stack has a single root node energized bytthredhaléds od the pass—-transistors can be lowere
ensure feedforward-only operation. The function inputs

Fig. 1Dptimal supply and threshold voltage vs. delay for a 32-bit
Fig. 1(Energy vs. delay for a 32-bit carry look-ahead adder for carry look-ahead adder after sizing, supply and threshold voltage
various/r adjustment options (LVT, HVT, varidhle optimizations inFig. 10. Lower activity dictates higher voltage.
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Fig. 12. s amplifier-b

d pass-transistor logic (SAPTL) basic architecture.

the energy needed by the sense amplifier to resolve
the correct stack output becomes too large. Typically, a
OVistack > 100 mV is easily achievable at V1 gk =~ 100 mV
and can be detected with reasonable sense-amplifier
energies, allowing the pass-transistors to operate comfort-
ably in the Vrgack + AV region.

Since Vrgack is different from the sense amplifier and
driver threshold voltages, where leakage dominates at very
low energy levels, operation in the near- or below-Vr
region is desirable. One possible relation between
threshold and supply voltages for the different components
of the SAPTL is illustrated in Fig. 13. The pass-transistor
stack has a threshold voltage Vr gack below the nominal Vy
of logic. Stacking is the key factor for leakage control thus
allowing for this configuration of logic gates.

The SAPTL delay can be expressed as the sum of the
sense amplifier and driver delays, D,tive, and the stack
delay, Dgtack. Assuming a simple dominant-pole model for
the pass-transistor network, Dg,cx can be expressed as:

2
ky - Ngepth

(15)

Dstack =
VDD - VT‘stack

where ngepen is the depth of the pass-transistor network,
i.e., the number of transistors traversed by the signal
injected from the root to the output, and k; is a constant.

Vr

Vbp

Driver Pass-transistor stack * Sense amplifier
Fig. 13. one possible SAPTL supply and threshold voltage scenario
showing subthreshold operation in the sense amplifier and driver and

above-threshold operation in the pass-transistor stack.

Thus, we can express the total SAPTL delay over M
identical stages as:

2
ky - Ndepth

DsaptL = M - Dyctive + M - (16)

VDD - VT,stack

Note that if the delay of the stack dominates, then reducing
Vrstack is an effective way of reducing the delay.

The energy required by the SAPTL for a single
operation is thus:

Ndepth
EsaprL = M- C- V3, +M-Vpp - Y V- C

i=1

2
ky - Ngepth

+ Vpp * lieak - M* - (Damve + 7> eY)
Vop — Vrstack

The first two terms of (17) represent the active energy used
by the sense amplifier and driver. Note that the voltage
swing of the internal stack nodes can be kept well below
Vpp. The last term represents the leakage energy due to
both the driver and sense amplifier.

From (17), we can see that as Vg gack is reduced, the
leakage energy is also reduced. In practice however, this
increases the current flow in the off-path stack capacitances,
and thus leads to a corresponding increase in off-path node
voltages, which tends to cancel-out any energy reduction,
but still allowing delay improvement. If we assume that for a
certain logical operation, ngepth - M is a constant, i.e., it can
be implemented using either many shallow SAPTL stacks or
very few but deep stacks, we can then see that stack
complexity and gain can be traded off against each other to
achieve a desired energy-delay operating point.

In order to understand how various logic functions are
implemented, consider the pass-transistor stack that
implements a 4-input XOR function as shown in Fig. 14.
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Fig. 14. A 4-input SAPTL XOR showing the pass transistor stack structure where each circle represents an NMOS transistor

controlled by the corresponding input variable.

Each path from the root of the stack to S represents a
minterm and each path from the root to S represents a
maxterm. It can be observed from Fig. 14 that the SAPTL
implementation of XOR gates is very straightforward. By
increasing the complexity of the stack, in this case
increasing the number of inputs to the XOR gate, the
sense amplifier and driver overhead per input can be
reduced, at the expense of decreased performance. This
can be seen in Fig. 15, where the energy and delay of a 6-
input and 16-input SAPTL XOR gate are compared to their
static CMOS equivalents. With the same Vr (equal to low-
Vr), SAPTL reduces energy below MEP of CMOS due to
longer stacks (higher effective V1) and lower leakage.
The capability of SAPTL to decouple Iy eakage and Vr seack
is illustrated using a self-timed 64-byte parallel CRC16
generator (as used in error detection). The threshold
voltages of the pass-transistors (implemented using low-Vp
devices) are reduced using varying degrees of forward body
biasing. The simulated results are shown in Fig. 16 with
supply voltage and activity as independent parameters. The
simulation results show that the overall circuit delay can be
reduced with almost no impact on energy even at low

activity factors such as o = 1%. These results are con-
strained by the limited effectiveness of body biasing as a
means to control Vr,. The availability of devices with
even lower threshold would be desirable as it would increase
the effectiveness of SAPTL for energy reduction.

As can be seen in Fig. 16, the performance improve-
ment through body biasing is more prominent at the
higher supply voltage (Vpp = 0.5 V > V1), at which the
delay of the stack dominates the total delay. At lower
supply voltages (Vpp = 0.3 V & Vr), the delay of the sense
amplifier as well as the hand-shaking circuitry [15] domi-
nates since it is near the edge of subthreshold operation,
limiting the performance gains obtainable through reduc-
tion of the Vrgack. Circuit- and logic-level techniques are
foundation for architecture-level optimizations, which will
be next discussed in Section VI.

VI.ARCHITECTURAL OPTIM IZATION

Just as parallelism showed to be effective for energy
reduction around MDP, time-multiplexing is best suited
for performance increase around MEP. Architectural
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Fig. 15. Energy-delay characteristics of SAPTL designs: (a) 6-input XOR, (b) 16-input XOR. The plots show operation

below MEP of static CMOS designs.
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