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Abstract—We analyze and optimize a wireless system with
energy transfer in the downlink and information transfer in the
uplink, under quasi-static Nakagami-m fading. We consider ul-
trareliable communication scenarios representative of the fifth
generation of wireless systems, with strict error and latency re-
quirements. The error probability and delay are investigated, and
an approximation for the former is given and validated through
simulations. The numerical results demonstrate that there are op-
timum numbers of channels uses for both energy and information
transfer for a given message length.

Index Terms—.

I. INTRODUCTION

W IRELESS energy transfer (WET) is emerging as a poten-
tial technology for powering small and energy-efficient

devices with low-power requirements through radio frequency
(RF) signals [1]. This comes with the implicit advantage that RF
signals can carry both energy and information [2]. This scenario
becomes very attractive for future communication paradigms
such as the Internet of Things, where powering a potentially
massive number of devices will be a major challenge [3].

As pointed out in [4], the most important characteristics of
WET systems are the following:

1) power consumption of the nodes is in the order of mi-
crowatts;

2) strict requirements on the reliability of the energy supply
and of the data transfer;

3) information is conveyed in short packets.
This third requirement is due to intrinsically small data pay-

loads, low-latency requirements, and/or lack of energy resources
to support longer transmissions [5]. Indeed, short packets are es-
sential to support ultrareliable communication (URC) [6], which
is a novel operation mode under discussion for the fifth genera-
tion (5G) of wireless systems. URC over a short term (URC-S)
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focuses on how to deliver short packets under stringent latency
(≤ 10 ms) and error probability (e.g., 10−5) requirements [7].

Although performance metrics like Shannon capacity, and its
extension to nonergodic channels, have been proven useful to
design current wireless systems, they are no longer appropriate
in a short-packet scenario [7]. This is because such performance
metrics are asymptotic in the packet length and fit well for
systems without hard delay requirements [8]. The Shannon ca-
pacity implies that an arbitrarily low-error probability can be
achieved when sufficiently long packets are used, i.e., introduc-
ing sufficiently long delays. In the case of short packets, a more
suitable metric is the maximum achievable rate at a given block
length and error probability. This metric has been characterized
in [9] and [10] for both additive white Gaussian noise (AWGN)
and fading channels. In addition, the authors of [11] and [12]
incorporate the cost of acquiring instantaneous channel state in-
formation (CSI) within a transmission deadline and analyze the
impact of a target error probability for different scenarios under
a finite block-length regime.

WET systems with short packets have been recently inves-
tigated in the literature. In [13], subblock energy-constrained
codes are investigated, and a sufficient condition on the sub-
block length to avoid energy outage at the receiver is pro-
vided. In [5], a node, charged by a power beacon, attempts to
communicate with a receiver over a noisy channel. The sys-
tem performance is investigated as a function of the number
of channel uses for WET and for wireless information transfer
(WIT). An amplify-and-forward relaying scenario is analyzed in
[14], and tight approximations for the outage probabil-
ity/throughput are given. Retransmission protocols, in both en-
ergy and information transmission phases, are implemented in
[4] to reduce the outage probability compared to open-loop
communications. Optimal power allocation and time sharing
between the energy and information signals is proposed to min-
imize the energy-constrained outage probability.

Differently from the above works, this letter aims at energy-
constrained URC-S scenarios with both error probability and
latency constraints. The system is composed of a point-to-
point communication link under Nakagami-m quasi-static fad-
ing, with WET in the downlink and WIT in the uplink. The main
contributions are as follows: 1) we derive a closed-form approxi-
mation for the WIT error probability, as a function of the amount
of channel uses in the WET and WIT phases, and validate its
accuracy through simulations; and 2) we show the existence
of optimum values for the amount of channel uses in the WIT
and WET phases, and that by increasing the WIT block length,
the required WET block length for a given target reliability
decreases. Our results also show that the more stringent the



Fig. 1. System model with WET in the downlink and WIT in the uplink.

reliability requirement, the higher the required delay, increasing
also the portion of time dedicated to the WET phase. Moreover,
in general, the possibility of meeting the reliability and latency
constraints increases by decreasing the message length.

Next, Section II presents the system model and assumptions.
Section III discusses the performance metrics and an approxima-
tion for the error probability. Section IV presents the numerical
results. Finally, Section V concludes this letter.

Notation: X ∼ Γ(m, 1/m) is a normalized gamma dis-
tributed random variable with shape factor m and probabil-
ity density function (PDF) fX (x) = mm

Γ(m ) x
m−1e−mx . Let E[·]

denote expectation, while xFy and Kt(·) are the generalized
hypergeometric function and the modified Bessel function of
second kind and order t, respectively [15].

II. SYSTEM MODEL

Consider the scenario in Fig. 1, in which S represents the in-
formation source, while D is the destination. The nodes are sin-
gle antenna, half-duplex, devices. D is assumed to be externally
powered and acts as an interrogator, requesting information from
S, which may be seen as a sensor node with very limited energy
supply. First, D charges S during v channel uses in the WET
phase, through channel h. Then, S uses the energy obtained in
the WET phase to transmit k information bits over n channel
uses in the WIT phase1 through channel g. The duration of a
channel use is denoted by Tc . Nakagami-m quasi-static chan-
nels are assumed, where the fading process is considered to be
constant over the transmission of a block (either of v or n chan-
nel uses) and independent and identically distributed from block
to block. We consider independent normalized channel gains;
then, h2 ∼ Γ(m, 1/m) and g2 ∼ Γ(m, 1/m). In addition, per-
fect CSI at D is assumed in the decoding after the WIT phase.2

A. WET Phase

In this phase, D charges S during v channel uses. The energy
harvested at S is given by

E =
ηP

D
h2

κdα
vTc (1)

where P
D

is the transmit power of D, 0 < η < 1 is the energy
conversion efficiency, d is the distance between S and D, α
is the path loss exponent, and κ accounts for other factors as

1Different (and possibly very distant) frequency bands for both processes are
assumed, motivated by the different properties of the WET and WIT recep-
tion/transmission circuits as in [4] and [16]–[18].

2CSI acquisition in an energy-limited setup is not trivial and including the
effect of imperfect CSI would demand a more elaborated mathematical analysis,
which is out of the scope of this work. However, notice that when channels
remain constant over multiple transmission rounds, the cost of CSI acquisition
can be negligible. Anyway, our analysis based on perfect CSI gives an upper-
bound on the performance of real scenarios.

the carrier frequency, heights and gains of the antennas [19]. In
addition, we assume that P

D
is sufficiently large such that the

energy harvested from noise is negligible.

B. WIT Phase

After the WET phase, S uses the harvested energy to transmit
a message of k bits to D over n channel uses. The signal received
at D can be written as

y
D

=

√
P

S

κdα
gx

S
+ w

D
(2)

where x
S

is the zero-mean unit-variance Gaussian codebook
transmitted by S, E[|x

S
|2 ] = 1, w

D
is the Gaussian noise vector

at D with variance σ2
D

, and the transmit power is

P
S

=
E

nTc
=

ηvP
D

h2

nκdα
. (3)

Thus, the instantaneous signal-to-noise ratio at D is

γ =
ηvP

D
h2g2

nκ2d2ασ2
D

=
ηvP

D
h̃g̃

m2nκ2d2ασ2
D

= μz (4)

where ũ = m · u2 , u ∈ {h, g}, is distributed according to the

standard gamma PDF, μ = ηvP
D

m 2 nκ2 d2 α σ 2
D

, and z = h̃g̃, whose

PDF is given by [20, Th. 2.1]

fZ (z) =
2

Γ(m)2 zm−1 K0(2
√

z), z > 0. (5)

III. PERFORMANCE AT FINITE BLOCK LENGTH

We consider a time-constrained setup, which implies that D
has to decode the received signal block by block. The system
performance is characterized in terms of error probability and
delay when S is transmitting at a fixed rate r = k/n.

A. Error Probability and Delay

Let ε be the average error probability, which, for quasi-static
fading channels and sufficiently large values of n, e.g., n ≥ 100,
can be approximated as [10, eq. (59)]

ε ≈ E

[
Q

(
C(γ)−r√
V (γ)/n

)]
=

∞∫
0

Q

(
C(μz)−r√
V (μz)/n

)
fZ (z)dz (6)

where C(γ) = log2(1 + γ) is the Shannon capacity, V (γ) =
(1 − 1

(1+γ )2 )(log2 e)2 is the channel dispersion, which mea-
sures the stochastic variability of the channel relative to a
deterministic channel with the same capacity [9], and Q(x) =∫∞

x
1√
2π

e−t2 /2dt. Let δ be the delay in delivering a message
of k bits, while δ∗ is the minimum delay that satisfies a given
reliability constraint. Moreover, ν is the time-sharing parame-
ter representing the fraction of δ devoted to WET only. Both
metrics are given next

δ = n + v (7)

ν = v/δ. (8)

Notice that δ is measured in channel uses, while δTc would be
the delay in seconds. Finally, we define the optimum WIT block



length, in the sense of minimizing δ∗, as n∗. Both  δ∗ and n∗ are
numerically investigated in Section IV.

B. Error Probability Approximation

It seems intractable to find a closed-form solution for (6).
Then, first, we resort to an approximation of Q(p(μz)), p(μz) =

C (μz )−r√
V (μz )/n

, given by [4], [21]

Q(p(μz)) ≈ Ω(μz) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, z ≤ ζ2

1
2
− β√

2π
(μz − θ), ζ2 < z < ξ2

0, z ≥ ξ2

(9)

where ζ2 = �
μ , ξ2 = ϑ

μ , θ = 2k/n − 1, β =
√

n
2π (22k/n −

1)−
1
2 , � = θ − 1

β

√
π
2 , and ϑ = θ + 1

β

√
π
2 , which leads to the

following result.
Theorem 1: For the system described in Section II, the error

probability in (6) can be approximated as in (10).

E[ε] ≈ ζ2m (ω1 −ω3 )
m [K0(2ζ) 1F2(1;m,m + 1; ζ2)

+ ζ
m K1(2ζ) 1F2(1;m + 1,m + 1; ζ2)] + ζ2m+2 ω2

m+1

× [K0(2ζ) · 1F2(1;m + 1,m + 2, ζ2) + ζ
m+1 K1(2ζ)

× 1F2(1;m + 2,m + 2, ζ2)] + ξ2m K0(2ξ)

× [ω3
m 1F2(1;m,m + 1; ξ2)+

− ω2 ξ 2

m+1 1F2(1;m + 1,m + 2; ξ2)] + ξ2m+1 K1(2ξ)

× [ ω3
m 2 1F2(1;m + 1,m + 1; ξ2)

− ω2 ξ 2

(m+1)2 1F2(1;m + 2,m + 2; ξ2)] (10)

Proof: See the Appendix. �

IV. NUMERICAL RESULTS

In the numerical results, we consider scenarios with stringent
error probability requirements, which are expected to be typical
of URC-S services in future 5G systems. Therefore, being ε0 the
target error probability, ε ≤ ε0 must be satisfied. Results are ob-
tained by setting m = 3, α = 3, and d = 12 m. We also assume
that κ = 103 , which is equivalent to 30-dB average signal power
attenuation at a reference distance of 1 m. Following the state of
the art in the circuit design, we consider η = 0.5 [22]. Moreover,
P

D
= 30 dBm and Tc = 3 μs; thus, σ2

D
= −110 dBm is a valid

assumption if a bandwidth of around 1 MHz is assumed.
Fig. 2 shows δ∗, and the corresponding ν, when messages

of k = 216 bits are transmitted with 100 ≤ n ≤ 5000 channel
uses. Particularly, the top of Fig. 2(a) shows the minimum re-
quired delay δ∗, while the corresponding time-sharing parameter
ν is plotted at the bottom of Fig. 2(b). We can note that there is an
optimum value for the WIT block length, n∗, which increases
as ε0 decreases but always keeps relatively small (n∗ < 500
channel uses) and, at the same time, the optimum WET time
increases. As shown in Fig. 2(b), when n increases, the por-
tion of time devoted for WET decreases and the optimum WET
block length remains very small for ε0 = 10−3 . When ε0 = 10−5

(reliability of 99.999%), the minimum allowable delay is about

Fig. 2. (a) δ∗ (top) and (b) ν (bottom), for packets of k = 216 bits, as a
function of the WIT block length n.

3300 channel uses ∼ 10 ms, due to the large value of the re-
quired WET block length, which could be very severe for some
URC-S scenarios. Moreover, it is interesting to note that the ap-
proximation derived in (10) agrees very well with the numerical
integration of (6), which is accurate for n > 100 for AWGN [9,
Figs. 12 and 13] and fading channels [10].

Retransmission protocols can be very convenient to improve
the system performance as investigated in [4] and [21] for other
scenarios. In that sense, an error probability of 10−6 can be
achieved via ε0 = 10−3 by allowing for just one packet retrans-
mission and causing a delay much smaller than 3000 channel
uses. However, such performance improvement would only be
possible if the retransmissions are subject to independent chan-
nel realizations (i.e., if the channel coherence time is not larger
than the block length). In our work, we aim at showing the
performance in a simple open-loop scenario, where the channel
coherence time is larger than the block length. On the other hand,
and as shown in Fig. 3, reducing the message length k helps in
improving the minimum required delay for a given ε0 , which
is also in line with previous results for a system without delay
restrictions [4, Fig. 8]. For instance, if k = 128 information bits,
then δ∗ ≈ 2000 channel uses ∼ 6 ms, which meets more strin-
gent system requirements. For a given reliability requirement,
and based on (6), when k increases, n should increase as well
in order to diminish the rate r; hence, γ and C(γ) tend to de-
crease. Also, increasing v slows the capacity decrease and the
required n does not need to be so large; thus, a tradeoff between
increasing v and n is identified. Nevertheless, increasing k with
a fixed ε0 leads to an inevitable increase in the overall number of
channel uses n + v, which is also clearly inferred from Fig. 3.



Fig. 3. δ∗ as a function of message length k for different ε0 .

Fig. 4. (a) ε∗ (top) and (b) n∗ (bottom), for packets of k = 96, k = 216, and
k = 320 bits, as a function of the delay.

Finally, in Fig. 4(a), we evaluate the minimum achievable
error probability ε for different delays δ, and we also compare
the system performance with that of a scenario, where node S

transmits with the optimum fixed power P̂ ∗
S

. Notice that in such
a scenario, an outage can also occur when the harvested energy
is insufficient for S to transmit with power P̂ ∗

S
. In addition, we

do not consider energy accumulation from round to round. As
expected, the performance of the fixed transmit power scheme
is much worse than that with power allocation. Fig. 4(b) shows
the optimum block length for WIT, n∗, which increases slowly
with δ, a consequence of the fact that increasing the allowed
delay requires increasing more the fraction of time for WET
for obtaining a smaller error probability. This means that v has
a greater impact on the error probability when increasing the
allowable delay than the WIT block length n on its own. Also,
n∗ is practically the same for both scenarios.

The analysis presented in this letter was also carried out using
the classical information theoretical tools that assume an infinite
block length. The differences in the results when considering

finite or infinite blocklenghts are small, but increase with the
decrease of k or with the increase of m, which are in line with
the results reported in [23] for a scenario without WET and are
omitted here for the sake of brevity. Therefore, we can conclude
that the loss in performance due to the use of short packets is
very small in our particular scenario.

V. CONCLUSION

We evaluated a communication system with WET in the
downlink and WIT in the uplink, in URC-S scenarios. We pro-
vided an analytical approximation for the error probability and
validated its accuracy. The numerical results demonstrated that
there are optimum values for the WIT and WET block lengths.
By increasing the WIT block length, the required WET block
length decreases. In addition, we show that the more stringent
the reliability, the higher the minimum required delay, which
also increases the fraction of time devoted for WET. Finally,
we show that depending on the particular requirement, WET in
URC-S scenarios may be feasible.

APPENDIX

PROOF OF THEOREM 1

First, let us substitute (5) and (9) into (6), which yields

E[ε] ≈ 2
Γ(m)2

∫ ∞

0
zm−1 K0(2

√
z)Ω(μz)dz

≈ ω1

∫ ζ 2

0
zm−1 K0(2

√
z)dz − ω2

∫ ξ 2

ζ 2
zm K0(2

√
z)dz

+ ω3

∫ ξ 2

ζ 2
zm−1 K0(2

√
z)dz (11)

where ω1 = 2
Γ(m )2 , ω2 = βμ√

2π
ω1 , and ω3 =

(
1
2 + βθ√

2π

)
ω1 . In

order to continue with the derivations, we need first to compute∫
zp K0(2

√
z)dz, which is given next

∫
zp K0(2

√
z)dz

(a)
=
∫ (q

2

)2p+1
K0(q)dq

(b)
=
(q

2

)2p+2
Γ(p + 1)2

[
K0(q) 1F2

(
1; p + 1, p + 2; q 2

4

)
Γ(p + 1)Γ(p + 2)

+
q
2 K1(q) 1F2

(
1; p + 2, p + 2; q 2

4

)
Γ(p + 2)2

]

(c)
= zp+1 K0(2

√
z) 1F2(1; p + 1, p + 2; z)

p + 1
+

+ zp+ 3
2

K1(2
√

z) 1F2(1; p + 2, p + 2; z)
(p + 1)2 (12)

where in (a), we substitute q = 2
√

z, and (b) comes after some
algebraic manipulations of the results given in [24, Sec. 1.1.2]
along with the definition of xFy . Finally, in (c), we return to
variable z, and substituting (12) into (11), we attain (10) given
that limz→0 zp Kt(2

√
z) = 0, p > 1

2 , t ∈ {0, 1} (which comes
from its series expansion at z = 0), which concludes the proof.
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