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ABSTRACT

Instrumental drift in atomic force microscopy (AFM) remains a critical, largely unaddressed issue that limits tip-sample stability, registration,

and the signal-to-noise ratio during imaging. By scattering a laser off the apex of a commercial AFM tip, we locally measured and thereby

actively controlled its three-dimensional position above a sample surface to <40 pm (∆f ) 0.01-10 Hz) in air at room temperature. With this

enhanced stability, we overcame the traditional need to scan rapidly while imaging and achieved a 5-fold increase in the image signal-to-noise

ratio. Finally, we demonstrated atomic-scale (∼100 pm) tip-sample stability and registration over tens of minutes with a series of AFM

images on transparent substrates. The stabilization technique requires low laser power (<1 mW), imparts a minimal perturbation upon the

cantilever, and is independent of the tip-sample interaction. This work extends atomic-scale tip-sample control, previously restricted to

cryogenic temperatures and ultrahigh vacuum, to a wide range of perturbative operating environments.

Atomic force microscopy (AFM) is a crucial tool in diverse

fields1-3 and is most commonly applied in ambient conditions

(i.e., in air at room temperature).1 Historically, the AFM

community has focused on developing sharper tips and

higher-sensitivity force-detection schemes for improved

microscope performance.4-6 Yet, imaging and other AFM

applications are limited by mechanical drift between the

probe tip and the sample. Drift limits both tip-sample

stability and registration. This stability is the capacity to hold

the tip over a precise sample location. Tip-sample registra-

tion is the ability to return the tip to a particular feature in

an image. While atomic-resolution imaging has been achieved

at room temperature in both air7 and liquid,8 atomic-scale

(∼100 pm) stability and registration have not. Precise three-

dimensional (3D) control of the tip, the sample, and their

relative position is needed to fully exploit AFM across a

broad array of fields. For example, atomic-scale registration

and stability would enable returning an AFM tip to a specific

domain of a protein and then monitoring the protein’s

dynamics by “hovering” the tip over this domain for extended

periods. Such an experiment, similar to the pioneering report

of enzymatic activity measured via AFM,9 would have the

added assurance of long-term tip-sample stability.

There exist a handful of drift-compensation methods that

exhibit varying degrees of success and usability. Tracking

techniques10-12 can yield atomic precision in ultrahigh

vacuum, but they forfeit scanning or assume unvarying drift

rates. Imaging-based techniques13 can reduce drift rates to

∼500 pm/min in ambient conditions14 but require predictions

of future drift or compensate for drift only once per image.

External optical techniques, applied in one15,16 or more

dimensions,17-19 have not achieved atomic-scale tip-sample

stability or image registration (<10 nm overlay precision)19

in ambient conditions.

A local, high-bandwidth measurement of both the tip and

sample position could form the foundation for a robust

stabilization technique. Ideally, such a technique would be

compatible with commercial tips. Local detection measures

drift unseen by stage sensors, typically capacitors positioned

several centimeters from the AFM tip. High bandwidth

accommodates drift rates that fluctuate significantly during

image acquisition (Supporting Information, Figure S1).

Independent measurement of both the tip and sample places
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no restriction on tip activities. Compatibility with commercial

tips enables broad applicability.

In optical-trapping applications, laser-based detection of

micron-sized beads using forward-scattered light provides

high-bandwidth (>1 kHz) detection coupled with picometer-

scale localization precision.20 For AFM applications, we

hypothesized that laser light scattered off the apex of the

AFM tip (not its back side) could be used to locally measure

the tip’s position (Figure 1). We used back-scattered detection

(BSD) because BSD uses a single lens to focus and collect

the light, making it geometrically compatible with AFM. In

contrast to classic interferometric detection that provides for

single-axis measurement, BSD uses a single laser to measure

position with atomic-scale sensitivity in 3D.21 With such 3D

detection, a pair of lasers creates a local, differential reference

frame that enables an ultrastable AFM. The stability of the

reference frame arises from the excellent differential pointing

stability between the lasers (e.g., Figure 1a, δylasers ) 20

pm).21 Using this local reference frame on transparent

substrates, we controlled the position of a commercial AFM

tip in 3D with high precision (<40 pm, ∆f ) 0.01-10 Hz).

Further, we increased the signal-to-noise ratio (S/N) of AFM

images 5-fold via real-time averaging provided by stabilized

slow scanning. Finally, we achieved atomic-scale tip-sample

stability and registration in air at room temperature over tens

of minutes.

For independent measurement and control of both the

sample and the tip (six axes), we used a custom-built AFM

mounted on an inverted optical microscope (Figure 1b). We

measured position with a pair of focused detection lasers (λ

) 810, 845 nm) that scattered separately off the tip and a

fiducial mark (Si disk: radius ∼ 300 nm, height ∼ 60 nm)

patterned onto a glass coverslip.21 The resulting back-

scattered signals were detected by a pair of quadrant

photodiodes (QPD, YAG 444-4A, PerkinElmer Optoelec-

tronics). Commercial silicon and silicon-nitride tips were

used [CSC38/noAl (k ) 0.08 N/m), MikroMash; DNP-S (k

) 0.06 N/m), Veeco, respectively]. To establish excellent

differential stability, the two BSD lasers were colaunched

from a single fiber and actively stabilized.22 These lasers were

independently translated in the imaging plane by mirrors

conjugate to the back aperture of the objective lens

(PlanAPO-100X-IR, NA ) 1.4; Nikon). The combination

of a polarizing beam splitter and a quarter-wave plate formed

an optical isolator for efficient collection of the back-scattered

light.21 The lateral position of both the tip and sample was

deduced by the normalized lateral differences in optical

power on the QPDs. The vertical position was deduced from

the sum of the power falling on all QPD quadrants.21 The

vertical cantilever deflection, and hence the tip-sample force,

was detected via a standard optical lever arm (Figure 1b,

blue, λ ) 785 nm).23 The six axes of motion (i.e., x, y, z on

both piezoelectric (PZT) stages, P363.3CD and P733.3DD,

Physik Instrumente) were calibrated and controlled with

custom software (LABView 8.5, National Instruments) along

with a field-programmable gate array card (PCI-7833R,

National Instruments). In this scheme, we achieved high

bandwidth (500 Hz) control of both tip and sample.

Before imaging, we needed to establish that BSD could

localize an AFM tip, a highly asymmetric object in com-

parison to beads and thin silicon disks. Ideally, such a signal

would be sensitive to atomic-scale motion in 3D with low

cross-talk between axes. To demonstrate these signals, we

first positioned a silicon tip 300 nm above a glass surface in

air and then sequentially translated it through the 810 nm

laser focus along each axis, yielding a voltage-versus-distance

curve, for example, VQPD(xtip) (Figure 2). The QPD signal

during x-axis motion (Figure 2a, solid red line) monotonically

decreased and was approximately linear, whereas the off-

axis traces (Figure 2a, dashed blue and green lines) were

relatively flat (<8% cross-talk over a 50 nm range). A 2-fold

increase in the laser power used for BSD (from 400 to 800

µW at the tip) did not alter the shape or magnitude of the

BSD signals but did introduce a slight z offset (<1 nm) of

the tip. Analogous records were obtained for tip motion

along the y and z axes (Figure 2b,c). Such BSD signals

formed the basis for subsequent tip voltage-to-position

calibration (see Supporting Information). With active reduc-

tion in laser noise and electronic amplification,22 the resulting

sensitivities (>6 mV/nm) were sufficient to detect picometer-

scale motion.

Figure 1. Schematic of the experimental layout. (a) Detailed view
of the tip and sample shows focused lasers scattering off an AFM
tip and a fiducial mark (silicon disk) on the sample. Back-scattered
signals were collected and used to deduce the position of the tip
and the sample relative to each laser beam. (b) Two stabilized diode
lasers (SDL) at different wavelengths [λ ) 810 nm (green), λ )

845 nm (red)] were sent into the microscope and focused by a high
numerical-aperture objective (Obj). Back-scattered light was sepa-
rated from the incoming light by an optical isolator formed by a
polarizing beam splitter (PBS) and a quarter-wave plate
(λ/4). At different wavelengths, the signals were separated by
dichroic mirrors and detected by independent QPDs. A third laser
[λ ) 785 nm (blue)] was reflected off the backside of the cantilever
for force control during AFM imaging. Tip and sample control were
achieved via feedback loops to two PZT stages. Blue-shaded
components are in optically conjugate planes. The long axis of the
cantilever was along the y-axis.

1452 Nano Lett., Vol. 9, No. 4, 2009



BSD-based tip detection is robust to small optical changes

in the local detection volume and compatible with several

different environments and substrates. In the current imple-

mentation, we used transparent substrates in air, but we have

also achieved tip-based BSD signals in liquid and through

thin metal films on glass (Supporting Information, Figure

S2). Since the detection beams pass through the sample,

degradation of the signal due to scattering from the sample

could lead to erroneous tip positioning. To quantify this

effect, we scanned 5 nm gold nanospheres through the tip-

stabilization laser beam. At the gain amplifications used for

measuring tip motion, we found no signal. However, larger

gold beads (diameter ) 15 and 40 nm) produced a small

perturbation on the AFM tip signal (2 and 7%, respectively).

In principle, the optical-scattering signal of the tip detection

laser due to the sample could be recorded at each pixel with

the tip retracted and then subtracted from the total tip signal

during imaging. The high degree of sample stability and

registration ensure that no significant drift will occur and

that such background subtraction would remain valid for long

durations.

We next used these BSD signals to measure and actively

control the position of an AFM tip in 3D above the sample

surface (Figure 3). For this demonstration, both detection

lasers were focused onto a silicon tip (i.e., Figure 1a, ylasers

) 0) positioned 300 nm above the glass surface. We

employed the 810 nm signal for feedback and the 845 nm

signal as an independent “out-of-loop” monitor.21 Stabilities,

determined from this out-of-loop monitor, were 26, 39, and

25 pm in x, y, and z, respectively (rms, ∆f ) 0.01-10 Hz).

Thus, we demonstrated simultaneous lateral and vertical tip

control at picometer length scales (Figure 3b). Histograms

of this data provided a complementary analysis and were

well fit by Gaussians, with standard deviations of 28 and 26

pm in x and z, respectively. These reported stabilities

represent a metric for the ultimate positional control between

tip and sample that can be achieved with our current

apparatus and include the uncertainty due to 3D pointing

noise between the detection lasers. Moreover, this direct

measurement of tip position is independent of the traditional

observable in AFM, cantilever deflection (Figure 1b, blue).

Thus, BSD provides a complimentary, local measurement

of tip position that is independent of the tip-sample force.

When imaging, precise tip-sample control can be ex-

ploited to increase S/N in real time by scanning slower to

average the cantilever response. AFM cantilevers are subject

to stochastic thermal excitation in addition to other noise

sources that often couple into cantilever motion (e.g.,

acoustic, mechanical). Thermal motion, which has a zero

mean, can be averaged at the expense of temporal resolution.

In general, when studying slowly varying or static samples,

it is preferable to average data for a long time with respect

to the response time of the cantilever (∼100 µs) and the

characteristic time of other noise sources. However, in

practice, most AFM images are acquired quickly, often to

avoid drift.

The prospects for real-time S/N enhancement are predi-

cated on effective averaging of cantilever response. We

demonstrated this enhancement by acquiring cantilever

response with the tip engaged at a single stabilized pixel

Figure 2. AFM tip detection in three dimensions. (a-c) Records
of the QPD output vs tip position are shown for x (red), y (blue),
and z (green) on the moving axis (solid lines) and the stationary
axes (dashed lines) from light scattered off a commercial silicon
tip. Traces offset vertically for clarity.

Figure 3. Picometer-scale AFM tip control in 3D at ambient
conditions. (a) Tip position records vs time were low-pass filtered
to 10 Hz and offset vertically for clarity [x (red), y (blue), z (green)].
Positions were determined by an “out-of-loop” monitor laser while
the tip was actively stabilized with the other laser. (b) A scatter
plot of the tip position in the x-z plane from the 100 s record in
panel a. Histograms of the data projected onto the x and z axes
were well fit by Gaussians with standard deviations of 28 and 26
pm, respectively.
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(Figure 4a). To do so, we stabilized all six axes of the stage

and the tip. The three axes of the sample and the lateral

position of the tip were stabilized using BSD signals. The

vertical position of the tip was controlled to maintain a

constant tip-sample force of ≈200 pN. We observed a 5-fold

reduction in the standard deviation of the cantilever imaging

signal from 0.47 to 0.09 nm for data smoothed to 5 kHz and

50 Hz, respectively (Figure 4a, see Supporting Information).

Ideally, averaging white Gaussian noise over two decades

in frequency should result in a 10-fold reduction in noise.

Thus, we achieved a substantial (5-fold), but not ideal,

increase in S/N.

Next, we demonstrated improved imaging by stabilized

slow scanning (see Supporting Information for details and

Figure S3). Specifically, we acquired three 30 × 30 nm2

images of a single 5 nm Au nanosphere at increasing

averaging times per pixel (0.2, 2, and 20 ms for Figure 4b,c,d,

respectively) in contact mode (F ≈ 200 pN). Improvement

in image quality is visually apparent. Quantitatively, line

scans through the center of each image (Figure 4e) also

revealed a 5-fold reduction in the rms surface roughness over

the center of the nanosphere. Thus, the successful reduction

in cantilever noise at a single pixel was recapitulated during

imaging. We note that for many applications, real-time

averaging is superior to post processing of the images; it

does not require assumptions of sample periodicity, sym-

metry, or image-to-image registration.

Finally, we designed an experiment to directly demonstrate

atomic-scale tip-sample stability and registration. It is this

registration and stability, not resolution, that is the unique

feature of the instrument. Resolution, the ability to differenti-

ate two neighboring objects, has been reported at the atomic

scale in ambient conditions;7 however, such resolution is not

required to demonstrate atomic-scale stability and registra-

tion. Rather, what is needed is excellent localization precision

(i.e., the ability to determine the center of a single object).

Localization precision always exceeds resolution. Indeed,

localization precision of 1/10th of a pixel and 1/100th of

the resolution limit is common in optical microscopy.24,25

AFM images are a convolution of tip and sample geometry.

Thus, to demonstrate tip-sample stability, we will track the

center of an object through a series of successive images.

Such image-based verification of stability and registration

requires a stationary, unchanging object that can withstand

over an hour of continuous imaging; apparent motion could

arise from instability of the object relative to the coverslip22

and from tip or sample degradation. To satisfy these

requirements, we used single 5 nm diameter Au nanospheres,

which are known to be robust and incompressible,26 and

imaged with silicon nitride tips at modest forces (∼200 pN).

We acquired seven sequential images over 82 min. Images

at the beginning, middle, and end of the time course are

displayed in Figure 5a-c.

To track the nanosphere’s location with subpixel precision,

we determined its center point using a 2D cross-correla-

tion.24,27 Specifically, we used the first image (Figure 5a) as

the kernel to analyze the subsequent six images. Each cross-

correlation yielded a Gaussian-like peak (Figure 5d). We fit

the central 5 nm of the cross-correlation to a 2D Gaussian

and localized the peak with excellent precision [<10 pm (1/

50th pixel)] in each axis due in part to the high S/N of the

images. As an example (Figure 5e), we plot a 1D slice

centered vertically on the 2D cross-correlation peak (Figure

5d, black dotted line) with both the cross-correlation (dots)

and the corresponding slice of the Gaussian fit (red line).

From this analysis, we deduced the nanosphere’s location

[e.g., xp ) 25.199 ( 0.004 nm (peak ( σfit)], which is

indicated graphically in Figure 5e (dashed line, line thickness

) 5 σfit).

This precise cross-correlation analysis tracked the nano-

sphere’s location during 82 min of continuous imaging

(Figure 5f). The precision of this control (and analysis

technique) is further verified by small average deviations (23

and 40 pm in x and y, respectively) of the nanosphere’s

location from the linear fits. The residual lateral drift rates

were a mere 4 and 5 pm/min in x and y, representing a 250-

fold reduction of the inherent instrumental drift rate (Sup-

porting Information, Figure S1) and a 100-fold improvement

over current state of the art.14 Indeed, these residual rates,

achieved in air at room temperature, are close to those found

in cryogenic conditions (∼1 pm/min, 8 K).28 Further, these

rates represent an upper bound for the actual drift since the

analysis assumes a stationary object and no degradation of

the tip or sample.

In this work, we utilized transparent substrates. Since the

detection beams pass through the sample, the current

instrument is not compatible with bulk metal and opaque

Figure 4. Improved signal-to-noise ratio in an image. (a) Time
record of the cantilever-imaging signal when the tip was engaged
on the surface and held stable at a single pixel. Analysis of these
records showed standard deviations of 0.47, 0.24, and 0.09 nm when
low-pass filtered to 5 kHz (light purple), 500 Hz (orange), and 50
Hz (dark purple), respectively. (b-d) Sequential images of a 5 nm
gold nanosphere taken with increased averaging. Specifically, the
averaging times per pixel were 0.2, 2, and 20 ms for panels b-d,
respectively. (e) Line scans through the center region of images [b
(light purple), c (orange), and d (dark purple)].
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samples. We anticipate that this technique could be general-

ized to a broader range of substrates and imaging conditions

(see Supporting Information, Figure S2). For example, silicon

wafers, in lieu of cover glass, can be accommodated by

shifting to longer wavelength lasers where silicon is transpar-

ent. Alternatively, a fiducial mark could be engineered into

the cantilever that spatially separates the tip from its fiducial

mark, analogous to the silicon disk currently used to deduce

sample motion. Such separation would enable strongly

scattering or optically opaque samples to be studied with a

similar degree of stability and registration.

To date, achieving atomic-scale tip-sample stability and

registration require operating in a few highly specialized

environments (ultrahigh vacuum12 or cryogenic tempera-

tures28), neither of which are conducive to biological studies

or nanomanufacturing. Here, we have shown that scattering

laser light off the apex of commercial AFM tips provides a

robust means to an ultrastable AFM in ambient conditions.

This approach should be compatible with dynamic cantilever

detection methods; the high-frequency, low-amplitude tip

oscillations will rapidly average to a mean tip position. In

addition to imaging, control of the tip in 3D while it is

disengaged from the surface should significantly enhance

dynamic force spectroscopy.2,29 For instance, stabilized F

versus z curves will be especially useful in long time-scale

studies such as protein refolding investigations.30,31 Thus, we

anticipate that this ultrastable AFM technology will find

applications ranging from tip-based nanomanufacturing to

fundamental studies in single-molecule biophysics.
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