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Abstract: A full-scale seven-story reinforced concrete
shear wall building structure was tested on the UCSD-
NEES shake table in the period October 2005–January
2006. The shake table tests were designed so as to damage
the building progressively through several historical seis-
mic motions reproduced on the shake table. A sensitivity-
based finite element (FE) model updating method was
used to identify damage in the building. The estimation
uncertainty in the damage identification results was ob-
served to be significant, which motivated the authors to
perform, through numerical simulation, an uncertainty
analysis on a set of damage identification results. This
study investigates systematically the performance of FE
model updating for damage identification. The dam-
aged structure is simulated numerically through a change
in stiffness in selected regions of a FE model of the
shear wall test structure. The uncertainty of the identified
damage (location and extent) due to variability of five
input factors is quantified through analysis-of-variance
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(ANOVA) and meta-modeling. These five input factors
are: (1–3) level of uncertainty in the (identified) modal
parameters of each of the first three longitudinal modes,
(4) spatial density of measurements (number of sensors),
and (5) mesh size in the FE model used in the FE model
updating procedure (a type of modeling error). A full
factorial design of experiments is considered for these
five input factors. In addition to ANOVA and meta-
modeling, this study investigates the one-at-a-time sen-
sitivity analysis of the identified damage to the level of
uncertainty in the identified modal parameters of the first
three longitudinal modes. The results of this investigation
demonstrate that the level of confidence in the damage
identification results obtained through FE model updat-
ing, is a function of not only the level of uncertainty in the
identified modal parameters, but also choices made in the
design of experiments (e.g., spatial density of measure-
ments) and modeling errors (e.g., mesh size). Therefore,
the experiments can be designed so that the more influen-
tial input factors (to the total uncertainty/variability of the
damage identification results) are set at optimum levels so
as to yield more accurate damage identification results.
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1 INTRODUCTION

In recent years, structural health monitoring has re-
ceived increasing attention in the civil engineering re-
search community with the objective to identify struc-
tural damage at the earliest possible stage and evaluate
the remaining useful life (damage prognosis) of struc-
tures. Vibration-based, non-destructive damage identi-
fication is based on changes in dynamic characteristics
(e.g., modal parameters) of a structure. Experimental
modal analysis (EMA) has been used as a technology
for identifying modal parameters of a structure based
on its measured vibration data. It should be emphasized
that the success of damage identification based on EMA
depends strongly on the accuracy and completeness of
the identified structural dynamic properties. Extensive
literature reviews on vibration-based damage identifi-
cation are provided by Doebling et al. (1996, 1998) and
Sohn et al. (2003).

Damage identification consists of (1) detecting the oc-
currence of damage, (2) localizing the damage zones,
and (3) estimating the extent of damage (Rytter, 1993).
Numerous vibration-based methods have been pro-
posed to achieve these goals. Salawu (1997) presented
a review on the use of changes in natural frequencies
for damage detection only. However, it is in general im-
possible to localize damage (i.e., obtain spatial infor-
mation on the structural damage) from changes in nat-
ural frequencies only. Pandey et al. (1991) introduced
the concept of using curvature mode shapes for damage
localization. In their study, by using a cantilever and a
simply supported analytical beam model, they demon-
strated the effectiveness of employing changes in cur-
vature mode shapes as damage indicators for detect-
ing and localizing damage. Other methods for damage
localizations include strain-energy based methods (Shi
et al., 2002) and the direct stiffness calculation method
(Maeck and De Roeck, 1999). Recently, Adeli and
Jiang (2006) presented a novel multi-paradigm dynamic
time-delay fuzzy wavelet neural network (WNN) model
for non-parametric identification of structures using the
nonlinear auto-regressive moving average with exoge-
nous inputs (NARMAX) approach. Jiang and Adeli
(2005, 2007) applied this WNN model to high-rise build-
ing structures, for both nonlinear system and damage
identification. A class of sophisticated methods con-
sists of applying sensitivity-based finite element (FE)
model updating for damage identification (Friswell and
Mottershead, 1995). These methods update the physical
parameters of a FE model of the structure by minimiz-
ing an objective function expressing the discrepancy be-
tween numerically predicted and experimentally identi-
fied features that are sensitive to damage such as nat-
ural frequencies and mode shapes. Optimum solutions

of the problem are reached through sensitivity-based
optimization algorithms. Recently, sensitivity-based FE
model updating techniques have been applied success-
fully for condition assessment of structures (Teughels
and De Roeck, 2004).

A full-scale seven-story reinforced concrete (R/C)
shear wall building section was tested on the UCSD-
NEES uni-axial shake table in the period October 2005–
January 2006. The shake table tests were designed so
as to damage the building progressively through several
historical seismic motions reproduced on the shake ta-
ble. At various levels of damage, several dynamic tests
of different lengths and amplitudes were performed to
identify the modal parameters of the building which re-
sponded as a quasi-linear system with dynamic param-
eters depending on the level of structural damage. A
sensitivity-based FE model updating approach was used
to identify damage at each of several damage states of
the building based on its identified modal parameters.
The estimation uncertainty in both the system identifi-
cation and damage identification results was observed
to be significant (Moaveni et al., 2006; Moaveni, 2007;
He et al., 2006). This motivated the authors to perform
(through numerical simulation) an uncertainty analysis
on these system and damage identification results. In
an earlier study (Moaveni et al., 2007), the authors in-
vestigated the performance of three different output-
only system identification methods, used for EMA of
the shear wall building, as a function of the uncer-
tainty/variability in the following input factors: (1) am-
plitude of input excitation, (2) spatial density of mea-
surements, (3) measurement noise, and (4) length of
response data used in the identification process. This
article, which is an extension of the above-mentioned
study, investigates the performance of damage identi-
fication using FE model updating based on the iden-
tified modal parameters of the first three longitudinal
vibration modes. To perform a systematic and compre-
hensive uncertainty analysis of damage identification re-
sults, information about exact damage location and ex-
tent, and exact modal parameters are required which
are not available from an experimental case. There-
fore, in this study the identified modal parameters of
the damaged structure are generated numerically us-
ing a three-dimensional FE model of the test structure
with different levels of damage simulated (numerically)
along the height of the structure. The uncertainty of
the identified damage (location and extent) is quanti-
fied through analysis-of-variance (ANOVA) and meta-
modeling due to variability of the following input fac-
tors: (1–3) level of uncertainty in the (identified) modal
parameters of the first three longitudinal modes (M1,
M2, and M3), (4) spatial density of measurements (num-
ber of sensors) (S), and (5) mesh size in the FE model
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used for damage identification (a type of modeling er-
ror) (E). A full factorial design of experiments is consid-
ered for these five input factors. In addition to ANOVA
and meta-modeling for effect screening, this study in-
vestigates the sensitivity of the identified damage to
the level of uncertainty in the identified modal param-
eters for the first three longitudinal modes. This global
sensitivity analysis is performed through one-at-a-time
(OAT) perturbation of individual input factors M1, M2,
and M3.

2 FINITE ELEMENT MODEL
OF THE TEST STRUCTURE

The full-scale seven-story R/C building section tested
on the UCSD-NEES shake table consists of a main
wall (web wall), a back wall perpendicular to the main
wall (flange wall) for lateral stability, concrete slabs
at each floor level, an auxiliary post-tensioned column
to provide torsional stability, and four gravity columns
to transfer the weight of the slabs to the shake table.
Figure 1 shows a picture of the test structure, a draw-
ing of its elevation, and a rendering of its FE model
with fine mesh (one of the two FE models used in this
study). Also, a plan view of the structure is presented in
Figure 2. Details about construction drawings, material
test data, and other information on the set-up and con-
ducting of the experiments are available in Panagiotou
et al. (2007).

A three dimensional linear elastic FE model of
the test structure was developed using a general-
purpose FE structural analysis program, FEDEASLab

Fig. 1. R/C shear wall building section: (a) test structure, (b) elevation dimensions (unit: m), and (c) finite element model with
fine mesh.

0.20 (levels 1 & 7)

0.15 (levels 2 to 6)

0.20 (levels 1 & 7)

0.15 (levels 2 to 6)

8.13

3
.6

6 or main wall

back wall or flange wall

gravity columns

web wall

braces

stabilizing post
-tensioned
column

accelerometers

Fig. 2. Plan view of the test structure (unit: m).

(Filippou and Constantinides, 2004). A four-node linear
flat shell element (with four Gauss integration points)
borrowed from the FE literature was implemented in
FEDEASLab to model the web wall, back wall, and
concrete slabs (He et al., 2006). In the FE model of
the test building, the gravity columns and braces con-
necting the post-tensioned column to the building slabs
are modeled using truss elements. The inertia proper-
ties of the test structure are discretized into lumped
translational masses at each node of the FE model. In
this study, two FE models of the building with differ-
ent mesh sizes (i.e., numbers of elements) are used in
the FE model updating process to investigate the effects
of mesh size (a type of modeling error) on the damage
identification results. The FE model with fine mesh is
also used for generating the modal parameters of the
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Table 1
Measured moduli of elasticity at different heights of the test

structure

Measured modulus of
Concrete components elasticity (GPa)

1st story 24.47
2nd story 26.00
3rd story 34.84
4th story 30.20
5th story 28.90
6th story 32.14
7th story 33.54

damaged structure with damage simulated as change
in material stiffness (effective moduli of elasticity) dis-
tributed over the finite elements of the web wall. Table 1
reports the measured moduli of elasticity (through con-
crete cylinder tests) at various heights (stories) of the
test structure, which are used in both FE models rep-
resenting the test structure in its undamaged/baseline
state.

The natural frequencies and mode shapes of the
first three longitudinal modes are used in the damage
identification process. Figure 3 shows the modal param-
eters of the first three longitudinal modes computed
from the fine mesh FE model representing the building
in its undamaged state. These mode shapes and natural
frequencies are in relatively good agreement with their
counterparts identified experimentally based on ambi-
ent measurement data recorded on the undamaged test
structure (Moaveni et al., 2006; Moaveni, 2007). The
experimentally identified natural frequencies and mode
shapes of the three longitudinal modes of the test struc-
ture in its undamaged state based on its ambient re-
sponse are presented in Figure 4.

f1 = 2.33 Hz f2 = 11.06 Hz f3 = 25.12 Hz 

   

Fig. 3. Mode shapes of first three longitudinal modes of fine
mesh FE model representing the undamaged structure.

Fig. 4. Experimentally identified natural frequencies and
mode shapes of three longitudinal modes of the test structure

at its undamaged state.

3 DESCRIPTION OF INPUT FACTORS STUDIED
AND DESIGN OF EXPERIMENTS

As already mentioned, the objective of this study is to
analyze and quantify the uncertainty of the identified
damage obtained using a FE model updating strategy
due to the variability of five input factors: (1–3) level of
uncertainty in the (identified) modal parameters of each
of the first three longitudinal modes (M1, M2, and M3),
(4) spatial density of measurements (number of sensors)
(S), and (5) mesh size in the FE model used for damage
identification (a type of modeling error) (E). A number
of other factors could be considered such as modeling
assumptions (e.g., type of finite elements), number of
updating parameters (number of sub-structures), type
and number of residuals and their weights used in the
objective function. This study is restricted to the above-
mentioned five factors in their considered ranges/levels
which are selected based on previous experience and ex-
pert opinion (Moaveni et al., 2006; Moaveni, 2007; He
et al., 2006). It should be noted that the enormous com-
putational cost of the uncertainty analysis presented
here prevented the authors from considering more in-
put factors and also more than two levels for each input
factor considered. This section briefly describes each of
the input factors considered in this study and the design
of experiments that resulted.

3.1 Uncertainty in modal parameters

In practice, the main source of uncertainty in damage
identification results arises from the uncertainty in the
estimates of modal parameters that are used in the dam-
age identification process. In a previous study by the au-
thors (Moaveni et al., 2007), it was observed that the es-
timation uncertainty of the modal parameters identified
using three state-of-the-art output-only system iden-
tification methods (i.e., Natural Excitation Technique
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combined with Eigensystem Realization Algorithm,
Data-driven Stochastic Sub-space identification, and
Enhanced Frequency Domain Decomposition) depends
significantly on the variability of various input factors
such as amplitude of excitation (i.e., level of nonlinear-
ity in the response), level of measurement noise, and
length of measured data used for system identification.
In this study, the modal parameters of the first three
longitudinal vibration modes are used in the damage
identification process. Two levels of uncertainty, namely
0.5% and 1.0% coefficient-of-variation (COV) are con-
sidered for the natural frequencies and mode shape
components of these three modes. These levels of un-
certainty in modal parameters are selected based on
previous experience with this test structure (Moaveni
et al., 2006; Moaveni, 2007). Environmental conditions
can produce a much larger variability/uncertainty (up
to 18% difference) in the identified modal parameters.
However, in the presence of this level of uncertainty in
the modal parameters, no damage identification algo-
rithm will yield reasonable results. This is due to the fact
that the changes in modal parameters due to damage
are smaller than the variability of the identified modal
parameters at a certain damage state due to changes in
environmental conditions. Thus, to have converged and
reasonable damage identification results in this study,
the modal parameters are considered to be estimated
with a reasonable level of accuracy. In practice, methods
are needed to separate the changes in identified modal
parameters (including their uncertainty) due to damage
from those due to changes in environmental conditions.
In this study, the modal parameter estimators are as-
sumed to be unbiased (i.e., mean value of parameter
estimates coincides with the “exact” parameter value).
For each natural frequency and mode shape compo-
nent of a vibration mode at a considered level of un-
certainty, 20 noise realizations are generated from zero-
mean Gaussian distributions with standard deviations
scaled to result in the considered COV. The random
estimation errors added to the natural frequencies and
mode shape components are statistically independent
(across the realizations and across natural frequencies
and mode shape components). In general, the identified
modal parameters of different vibration modes are sta-
tistically correlated. This statistical correlation depends
on many factors such as the characteristics of the input
excitation (amplitude and frequency content), the close-
ness of the vibration modes of interest, and the mode
shapes of the closely spaced modes. In the case when
the vibration modes of interest are not closely spaced,
the cross-modal statistical correlation of modal param-
eters remains small. Therefore, for this reason and for
simplicity, this study ignores the cross-modal statistical
correlation of modal parameters. Statistics in terms of

mean and standard deviation (over the 20 identification
runs for each combination of input factors) of the identi-
fied damage extent at each location (i.e., sub-structure)
are studied as a function of the variability/uncertainty of
the input factors.

3.2 Spatial density of the sensors

The spatial density of sensors can affect the damage
identification results because the number of residuals in
the objective function for FE model updating is directly
related to the number of identified mode shape compo-
nents (i.e., number of sensors). It should be noted that
the spatial density of sensors also influences (weakly)
the uncertainty of the identified mode shapes and modal
frequencies (Moaveni et al., 2007). During the dynamic
testing of the shear wall building, the web wall of the
test structure was instrumented with 14 longitudinal ac-
celerometers. The measured data were used later for
modal identification of the test structure. To study the
performance of FE model updating for damage identi-
fication as a function of the spatial density of the sensor
array (i.e., number of sensors), two different subsets of
the 14 sensor array are considered, namely (1) 10 ac-
celerometers on the web wall at all floor levels (i.e., top
of floor slabs) and at mid-height of the first three sto-
ries, and (2) 14 accelerometers on the web wall at all
floor levels and at mid-height of each story.

3.3 Mesh size of FE model used for damage
identification

The last input factor considered in this study is the mod-
eling error due to the mesh size of the FE model (i.e.,
spatial discretization of the test structure) used for dam-
age identification. This input factor is considered at two
levels, that is, two FE models of the building are used in
the FE model updating process. Figure 5 shows the two
FE models with considered coarse and fine mesh sizes,
respectively. The first model is defined by 340 nodes and
322 shell and truss elements. The web wall at each story
is modeled using 4 shell elements and the floor slabs
are discretized into 12 shell elements each. The second
model, which has a more refined mesh, is defined by 423
nodes and 398 elements. In this model, the web wall at
each of the first three stories is modeled using 16 shell
elements, although the higher stories (5–7) are mod-
eled using 4 shell elements each. The 4th story of the
web wall is modeled using 8 shell elements. The floor
slabs are modeled using 24 shell elements for each of
the first three floors and 12 shell elements for each of
the higher floors (4–7). The back wall, post-tensioned
column, gravity columns, and steel braces are modeled
in the same way in both FE models. It should be noted
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(a) (b)

Fig. 5. Two FE models with different discretizations: (a)
coarse mesh and (b) fine mesh.

that these two FE models with different mesh size have
different modal parameters (especially for the 3 modes
considered in this study), even though the same material
properties are used in the two models. The modal fre-
quencies computed using the first model (coarse mesh)
are

fCoarse Mesh = [
2.35 11.19 25.34

]
Hz (1)

which are slightly higher than their counterparts ob-
tained using the second model (fine mesh) (see
Figure 3). The “true” modal parameters of the damaged
structure are computed using the second model (fine
mesh) with damage represented as a change of material
stiffness (i.e., effective modulus of elasticity) distributed
spatially and intensity-wise over the FE model accord-
ing to the observed damage in the actual test structure
(Moaveni, 2007).

Table 2 summarizes the input factors and their lev-
els considered in this study. A design of experiments
(DOE) provides an organized approach for setting up
experiments (physical or numerical). A full-factorial de-
sign of experiments is used in this study, where the five
factors M1, M2, M3, S, and E (see Table 2) are varied
in the design space. The full-factorial design requires a

Table 2
Description of factors studied and their levels considered

Factor Description Levels

M1 Uncertainty in modal parameters of mode 1 2 levels (0.5, 1% COV)
M2 Uncertainty in modal parameters of mode 2 2 levels (0.5, 1% COV)
M3 Uncertainty in modal parameters of mode 3 2 levels (0.5, 1% COV)
S Spatial density of sensors 2 levels (10, 14 sensors)
E FE mesh size 2 levels (322, 398 finite elements)

total of 2 × 2 × 2 × 2 × 2 × 20 = 640 damage iden-
tification runs (a set of 20 identification runs for each
combination of factors), but it offers the advantage of
minimizing aliasing during the ANOVA (Saltelli et al.,
2000). These 640 damage identification runs were per-
formed using two fast server computers with dual-core
Intel Xeon processors (3.0GHz) and also parallel com-
putation on the “On Demand Cluster” of the San Diego
Supercomputer Center (SDSC). Each of these identifi-
cations takes approximately an hour of CPU time on the
fast server computers (for the fine mesh FE model).

4 SENSITIVITY-BASED FINITE ELEMENT
MODEL UPDATING FOR DAMAGE

IDENTIFICATION

In this study, a sensitivity-based FE model updating
strategy (Friswell and Mottershead, 1995; Teughels and
De Roeck, 2004) is used to identify (detect, localize,
and quantify) the numerically simulated damage in the
structure. The residuals in the objective function used
for the FE model updating process are based on the
natural frequency and mode shape estimates of each of
the first three longitudinal modes of the test structure. It
should be recalled that the modal parameter estimates
are based on the exact modal parameters computed
from the FE model of the damaged structure and then
polluted with random noise added at the level of esti-
mation uncertainty considered. As already mentioned,
damage in the structure is introduced as changes (re-
duction) in material stiffness (effective modulus of elas-
ticity) distributed over the finite element mesh of the
web wall in the (fine mesh) FE model. This choice of
damage model can be validated by the fact that both
the damage identification results obtained from the test
data (accelerometer data) and the observed damage
(from high speed cameras, strain gages, LVDTs, and
visual inspection) show that the structural damage is
characterized by concrete cracks/degradation in the web
wall, which can be reasonably modeled as a reduc-
tion in stiffness or effective modulus of elasticity of the
material (Moaveni, 2007). For the purpose of damage
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Fig. 6. Sub-structures along the height of web wall.

identification, the web wall is subdivided into ten sub-
structures (each assumed to have a uniform value of the
effective modulus of elasticity), 6 along the first three
stories (every half story each) and 4 along the 4th to
7th stories (every story each), as shown in Figure 6. The
level of damage simulated in these sub-structures is se-
lected based on the profile of the observed/identified
damage in the real test structure (Moaveni, 2007) as

aexact

= [45% 25% 66% 20% 10% 7% 4% 4% 2% 1%]T

(2)

from bottom to top of the web wall, where the damage
factors aexact in percent represent the reduction in effec-
tive material modulus relative to the undamaged state.
It should be noted that the identified damage in the
real test structure was validated by the strain measure-
ments and movies of the crack openings recorded by
high speed cameras during the seismic tests. The bottom
of the second story was observed to be the most dam-
aged location in the building due to a lap-splice failure
of the longitudinal steel reinforcement at this location.
To identify damage in the structure, the effective mod-
uli of elasticity of the sub-structures in the FE models
are updated through minimization of an objective func-
tion. It should be noted that the sub-structures used in
the updating process are the same as those used in simu-
lating the damaged structure, which makes it possible to
identify the exact damage in the absence of estimation
uncertainty in the modal parameters. The natural fre-
quencies of the first three longitudinal modes computed
using the fine mesh FE model of the structure with sim-

ulated damage given in Equation (2) are

fDamaged Structure = [
1.97 9.97 22.96

]
Hz (3)

Although it would be very interesting and beneficial to
perform this type of uncertainty analysis for more than
one damage pattern in the web wall, the findings re-
ported here are limited to a single damage pattern due
to the prohibitive computational cost.

4.1 Objective function

The objective function used for damage identification is
defined as

min
θ

f (θ) = r(θ)TW r(θ) =
∑

j

[w j r j (θ)]2 (4)

where r(θ) = residual vector containing the differences
between FE computed and experimentally estimated
modal parameters; θ ∈ R

n = a set of physical param-
eters (effective moduli of elasticity), which must be ad-
justed to minimize the objective function; W = a diag-
onal weighting matrix with each diagonal component
inversely proportional to the square of the COV of
the natural frequency of the corresponding vibration
mode (Christodoulou and Papadimitriou, 2007). The
main idea behind this selection is to assign the largest
weight to the residuals corresponding to modal parame-
ters identified with the least estimation uncertainty (i.e.,
identified the most accurately). It should be noted that
the assigned weight for each mode shape component is
equal to the weight assigned to the corresponding nat-
ural frequency divided by the number of mode shape
components. Through this normalization, each modal
frequency has globally the same weight as the corre-
sponding set of mode shape components. A combina-
tion of residuals in natural frequencies and mode shape
components is used to define the objective function as

r(θ) = [
rT

f (θ) rT
s (θ)

]T
(5)

in which r f (θ), rs(θ) = natural frequency and mode
shape residual vectors, respectively. The two types of
residuals are expressed, respectively, as

r f (θ) =
[
λ j (θ) − λ̃ j

λ̃ j

]
, j ∈ { 1 2 · · · Nm } (6a)

rs(θ) =
[

φl
j (θ)

φr
j (θ)

− φ̃l
j

φ̃r
j

]
, (l �= r), j ∈ { 1 2 · · · Nm }

(6b)

where λ j (θ), λ̃ j = FE computed and experimentally
identified eigenvalues (i.e., λj = (2π × fj)2), respec-
tively; φ j (θ) and φ̃ j = FE computed and experimentally
identified mode shape vectors. In Equation (6b), the su-
perscript r indicates a reference component of a mode
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shape vector (with respect to which the other compo-
nents of the mode shape are normalized), the super-
script l refers to the components that are used in the
updating process (i.e., at the sensor locations), and Nm

denotes the number of vibration modes considered in
the residual vector. In this study, the natural frequencies
and mode shapes of the first three longitudinal modes
(see Figure 3) of the structure are used to form the resid-
ual vector that has a total of 42 (when using 14 sensors)
or 30 (when using 10 sensors) residual components con-
sisting of 3 eigenfrequencies and 3 × (14 − 1) = 39 or
3 × (10 − 1) = 27 mode shape residuals, respectively.

4.2 Damage factors and residual sensitivities

In the process of FE model updating, the effective mod-
uli of elasticity of the ten sub-structures are used as
updating parameters. These ten sub-structures are dis-
tributed along the height of the web wall, with 6 of them
along the first three stories (one per half story) and 4
from the 4th to the 7th story (one per story). Instead
of the absolute value of each updating parameter, a di-
mensionless damage factor a j is defined as

a j =
Ej

undamaged − Ej
damaged

Ej
undamaged

(7)

where Ej is the effective modulus of elasticity of the el-
ements in sub-structure j (j = 1, 2, . . . , 10). The damage
factor a j indicates directly the level of damage in sub-
structure j (relative reduction in effective modulus of
elasticity). The sensitivity of the residuals with respect
to the damage factors a j can be obtained through the
modal parameter sensitivities as

∂r f

∂a j
=

[
1
λ̃i

∂λi

∂a j

]
and

∂rs

∂a j
=

[
1
φr

i

∂φl
i

∂a j
− φl

i

(φr
i )2

∂φr
i

∂a j

]
(8)

where the modal sensitivities
∂λi

∂a j
and

∂φi

∂a j
are available

in Fox and Kapoor (1968).

4.3 Optimization algorithm

The optimization algorithm used to minimize the ob-
jective function defined in Equation (4) is a standard
Trust Region Newton method (Coleman and Li, 1996),
which is a sensitivity-based iterative method available in
the MATLAB optimization Toolbox (Mathworks Inc.,
2005). The damage factors were constrained to be in the
range [0 0.90] for updating the undamaged FE model.
The upper-bound of 90% was selected because no sub-
structure of the building is expected to be damaged even
close to 90% (the largest simulated damage factor is
66%), although the lower bound of zero was selected

considering that the identified effective moduli of elas-
ticity cannot increase due to damage. The optimization
process was performed using the “fmincon” function in
MATLAB, with Jacobian and first-order estimate of the
Hessian matrices calculated analytically based on the
sensitivities of the modal parameters to the updating
variables, as given in Equation (8). It is important to
mention that the proposed method was verified to be
able to identify the exact simulated damage (given in
Equation 2) in the absence of estimation uncertainty in
the modal parameters used.

5 UNCERTAINTY QUANTIFICATION

In this section, two methods are employed to quantify
the uncertainty of the identified damage factor at each
sub-structure due to variation of the five input factors
considered. These two methods are: (1) effect screening
which is achieved using ANOVA (Saltelli et al., 2000;
Navidi, 2007; Montgomery and Runger, 2007; Walpole
et al., 2006), and (2) meta-modeling (Wu and Hamada,
2000; Myers and Montgomery, 1995). Figure 7 shows the
spread of the identified damage factors at the different
sub-structures along the web wall height for all 640 dam-
age identification runs. The horizontal solid line in each
sub-plot indicates the value of the exact simulated dam-
age for the corresponding sub-structure. The ensemble
of identified damage factors is obtained by varying the
five input factors M1, M2, M3, S, and E, resulting in
2 × 2 × 2 × 2 × 2 = 32 combinations. For each com-
bination of these five factors, 20 damage identification
runs are performed based on modal parameters pol-
luted with statistically independent realizations of the
estimation errors, resulting in a total of 32 × 20 = 640
identification runs.

Figure 8 shows in box plots the distributions of the
identified damage factors together with their exacts val-
ues (red solid line) at the different sub-structures. In
such plots, the endpoints of the boxes are formed by
lower and upper quartiles of the data, namely a j

0.25 and
a j

0.75. The vertical line within the box represents the me-
dian a j

0.5, and the mean is displayed by the large dot.
The bar on the right of the box extends to the mini-
mum of a j

0.75 + 1.5 × (a j
0.75 − a j

0.25) and a j
max. In a sim-

ilar manner, the bar on the left of the box extends to
the maximum of a j

0.25 − 1.5 × (a j
0.75 − a j

0.25) and a j
min.

The observations falling outside of these bars are shown
with crosses. Table 3 reports the mean and standard de-
viation of the 640 sets of identified damage factors at
the different sub-structures. The large bias and standard
deviation in the identified damage factors in some sub-
structures are due to the fact that the residuals used in
the objective function are less sensitive to the updating
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parameters representing these sub-structures. The un-
certainty quantification is performed on the mean and
standard deviation of the identified damage factors
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Fig. 8. Distributions of identified damage factors in box plots
together with their exact values.

Table 3
Mean and standard deviation (STD) of identified damage

factors at different sub-structures

Sub-structure location Exact [%] Mean [%] STD

7th story 1 1.6 2.8
6th story 2 1.6 2.6
5th story 4 5.0 4.4
4th story 4 3.7 4.9
3rd story (top) 7 5.4 8.3
3rd story (bottom) 10 18.3 14.5
2nd story (top) 20 19.7 10.9
2nd story (bottom) 66 64.9 3.1
1st story (top) 25 22.1 7.9
1st story (bottom) 45 48.2 3.9

(over the sets of 20 damage identification runs each).
This analysis can be viewed as a crude variance reduc-
tion technique that reduces the variability of the out-
put features (identified damage factors) arising from the
20 seed numbers corresponding to the 20 realizations
of the random modal estimation errors. Figures 9 and
10 show the spread of the mean and standard devia-
tion of the identified damage factors, respectively, at
the different sub-structures for all 32 combinations of
the input factors. From Figures 9 and 10, it is not
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different sub-structures (32 combinations of input factors).

possible to quantify the contribution of each input
factor or combination of input factors to the total un-
certainty of the mean or standard deviation of the iden-
tified damage factors. Therefore ANOVA and meta-
modeling are used for the uncertainty quantification of
the mean and standard deviation.

5.1 Analysis-of-variance (ANOVA)

To investigate the source of the observed uncertainty
of the mean and standard deviation of identified dam-
age factors shown in Figures 9 and 10, ANOVA is per-
formed and the results are presented and discussed in
this section. The theoretical foundation of ANOVA is
that the total variance of the output features can be de-
composed into a sum of partial variances, each repre-
senting the effect of varying an individual factor inde-
pendently from the others. These partial variances are
estimated by the so-called R-square values. The input
factor with the largest R-square value for an output fea-
ture has the most contribution to the uncertainty of that
output feature. In this study, ANOVA is applied to 32
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Fig. 10. Spread of the standard deviation of identified
damage factors at different sub-structures (32 combinations

of input factors).

data sets of output features (i.e., mean and standard
deviation of the identified damage factors over the set
of 20 identification runs with independent realizations
of the modal estimation errors, see Figures 9 and 10).
Figure 11 shows the R-square values of the mean and
standard deviation of the identified damage factors for
the 10 sub-structures considered. These R-square values
are scaled such that their sum over all factors equates
100%. From Figure 11, the following observations can
be made. (1) Mesh size (E) is the most significant in-
put factor in introducing uncertainty in the mean value
(i.e., estimation bias) of the identified damage. (2) Vari-
ability in the spatial density of the sensors (S) produces
the least amount of uncertainty in the mean value of the
identified damage factors at the different locations. This
may be due to the fact that the considered levels for the
spatial density of sensors (10 and 14) are already dense
enough for the 10 updating parameters considered. Ob-
viously, if different levels of S were defined with miss-
ing sensors at considered sub-structures, then this input
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factor would have more significant influence in the
uncertainty of the identified damage in those sub-
structures. It is also worth noting that this input factor
has more relative contribution on the standard devia-
tion of the identified damage. (3) In general, the level
of uncertainty in the modal parameters (as measured by
COV of estimated modal parameters) of the second and
third longitudinal modes (M2 and M3) introduces more
uncertainty on both mean and standard deviation of the
identified damage than the uncertainty in the modal pa-
rameters of the first longitudinal mode (M1). This may
be due to the fact that mode shape curvatures are well
known to be one of the most sensitive features to lo-
cal damage and higher modes have higher curvatures.
This observation can be used in practice by designing
dynamic experiments producing sufficient participation
of higher modes and therefore reducing their estimation
uncertainty and leading to more accurate damage iden-
tification results. In practice, “designing” input excita-
tions with relatively strong amplitude in the frequency
range of the higher modes of interest will increase their
relative contributions to the total response. (4) Mesh
size (E) also introduces considerable amount of uncer-
tainty to the standard deviation of the identified dam-
age. However, this factor contributes less to the total
uncertainty of the standard deviations than to that of
the mean values of the identified damage.

5.2 Meta modeling

Meta-models (also known as surrogate models) repre-
sent the relationship between input factors and output

features without including any physical characteristics
of the system (i.e., black-box models) (Wu and Hamada,
2000; Myers and Montgomery, 1995). The advantage of
surrogate models is that they can be analyzed at a frac-
tion of the cost it would take to perform the physics-
based simulations. Meta-models must be trained, which
refers to the identification of their unknown functional
forms and coefficients. Their quality can be evaluated
independently of the training step. The use of meta-
models allows to further validate the effect screening
results obtained from ANOVA. In this section, a linear
polynomial model is fitted to the identified damage fac-
tors by including all input factors considered here and is
expressed as

Yj

= β
j

0 + β
j
M1 M1 + β

j
M2 M2 + β

j
M3 M3 + β

j
S S + β

j
EE,

j = 1, 2, . . . , 10 (9)

where Yj denotes the jth output feature (i.e., mean iden-
tified damage factor at jth sub-structure), and β j’s are
the meta-model coefficients to be determined. In the
above equation: (1) the input factors are scaled between
−1 (corresponding to the low value) and +1 (corre-
sponding to the high value), (2) the identified damage
factors are normalized by their corresponding exact val-
ues so that the estimated β j coefficients all have di-
mensionless units and the same order of magnitude for
different output features (damage factors), and (3) the
value of β

j
0 corresponds to the mean value of the out-

put feature (over all 640 damage identification runs).
Figure 12 shows the absolute values of the regression



Uncertainty and sensitivity analysis of damage identification 331

0

0.5
6th Story

0

0.5 7th Story

0

0.1 4th Story

0

0.2

0.4 5th Story

0

0.5 3rd Story (Bottom)

0

0.2

0.4
3rd Story (Top)

0

0.005

0.01
2nd Story (Bottom)

0

0.1

0.2
2nd Story (Top)

M1 M1 M3 S E
0

0.05

0.1
1st Story (Bottom)

M1 M1 M3 S E
0

0.1

0.2
1st Story (Top)

Fig 12. Absolute values of coefficients of the polynomials best-fitted to mean damage factors.

coefficients obtained by least-squares fitting the poly-
nomial in Equation (9) to the mean values (over sets
of 20 identification runs) of identified damage factors
at different sub-structures. Notice the different scales
on the vertical axes of the sub-plots in Figure 12. From
Figure 12, the following observations can be made. (1)
For each sub-structure, the regression coefficient corre-
sponding to the mesh size (β j

E) has the largest value in-
dicating that E is the most significant input factor in in-
troducing uncertainty in the mean value of the identified
damage, which is consistent with the ANOVA results.
(2) The regression coefficients for the first two stories
are in general smaller than their counterparts for the
higher stories, indicating less uncertainty in the mean
value of the identified damage factors (i.e., less damage
identification bias) at lower stories. (3) Uncertainty of
the identified damage due to the first four input factors
(M1, M2, M3, and S) is not consistent across the differ-
ent sub-structures.

5.3 One-at-a-time (OAT) sensitivity analysis

In addition to ANOVA and meta-modeling, this study
investigates the sensitivity of the identified damage to
the level of uncertainty in the identified modal parame-
ters of the first three longitudinal modes. Global sen-
sitivity analysis is performed through OAT perturba-
tion of the individual input factors M1, M2, and M3,
which allows investigating the effects of an input factor
based on more levels spread over a wider range. Statisti-
cal properties (mean/bias and standard deviation) of the
identified damage are investigated for six different lev-
els of uncertainty (0.5, 1.0, 1.5, 2.0, 2.5, and 3.0% COV)

in the modal parameters of the mode considered, al-
though the other input factors remain fixed. Values of
the other fixed factors are: uncertainty of 0.5% in COV
for the modal parameters of the other two longitudi-
nal modes, spatial density of 14 sensors along the web
wall, and fine mesh FE model (i.e., 398 elements). A
set of 10 identifications is performed for each of the six
different levels of uncertainty. The random estimation
errors added to the natural frequencies and mode shape
components are statistically independent. This global
sensitivity analysis of M1, M2, and M3 results in an ad-
ditional 3 × 6 × 10 = 180 identification runs. Figure 13
shows the mean and mean ± one standard deviation of
the identified damage factors at the 10 sub-structures as
a function of the OAT perturbation in the uncertainty
level of the modal parameters of the three longitudi-
nal modes considered. Each column of sub-plots corre-
sponds to the perturbation in the uncertainty level of
the modal parameters of one vibration mode, although
the other input factors remain fixed. From this figure the
following conclusions can be made. (1) The mean/bias
and standard deviation of the identified damage factors
are very little sensitive to the level of uncertainty in
the modal parameters of the first longitudinal mode for
the range of uncertainty level considered in this study
(0.5–3% COV). (2) The mean/bias and standard devi-
ation of the identified damage factors at the first (top)
and second (bottom and top) stories increase when the
level of uncertainty in the modal parameters of the sec-
ond mode increases from 0.5% to 1% COV, and re-
main almost constant for higher levels of uncertainty (1–
3% COV). (3) The mean/bias and standard deviation of
the identified damage factors at the first (bottom and
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Fig 13. Statistics (mean, mean ± standard deviation) of the identified damage with increasing level of uncertainty in modal
parameters, one mode at a time.

top), second (bottom), sixth, and seventh stories tend to
increase monotonically with increasing level of uncer-
tainty in the modal parameters of the third longitudi-
nal mode. In general, the uncertainty level in the modal
parameters of the third longitudinal mode has the most
significant influence (among the three modes) on the es-
timation uncertainty (mean and standard deviation) of
the damage identification results.

6 CONCLUSIONS

In this study, the performance of FE model updat-
ing for damage identification of a seven-story build-
ing section is systematically investigated. The dam-
aged structure is simulated numerically through a
change in stiffness in selected regions of a FE model
of the shear wall test structure. The uncertainty of

the identified damage (location and extent) is quan-
tified through ANOVA and meta-modeling due to
variability/uncertainty of the following input factors: (1–
3) level of uncertainty in the (identified) modal param-
eters of the first three longitudinal modes (M1, M2, and
M3), (4) spatial density of measurements (number of
sensors) (S), and (5) mesh size in the FE model used
for damage identification (a type of modeling error). A
full factorial design of experiments is used in this study,
resulting in 2 × 2 × 2 × 2 × 2 = 32 combinations of the
input factors. For each combination of these five factors,
20 damage identification runs are performed based on
modal parameters polluted with statistically indepen-
dent realizations of the estimation errors, resulting in
a total of 32 × 20 = 640 identification runs.

From the results of ANOVA, it was observed that
the mesh size (E) is the most significant input factor
(within the levels of variability considered) affecting the
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uncertainty in the mean value (i.e., estimation bias) of
the identified damage. From this observation, it can be
concluded that even though the modal parameters com-
puted from the two FE models are very close (within
1.2%), that is, the modal parameters are almost con-
verged, they yield distinct damage identification results,
which is mostly due to their different sensitivities to
damage. This result also points to the importance of
understanding the connection between finite element
discretization, computed modal parameters, their sensi-
tivities to structural damage (i.e., sensitivities of modal
parameters to updating parameters), and damage iden-
tification results. Another interesting observation is that
the uncertainty in the modal parameters of the second
and third longitudinal modes (M2 and M3) affects both
the mean and standard deviation of the identified dam-
age more significantly than the uncertainty in the modal
parameters of the first longitudinal mode (M1). This is
most likely due to the fact that mode shape curvature
is one of the most sensitive features to local damage
and higher modes have higher curvatures. This obser-
vation can be used in practice by designing dynamic
experiments producing sufficient participation of higher
modes and therefore reducing their estimation uncer-
tainty and leading to more accurate damage identifica-
tion results. In practice, “designing” input excitations
with relatively strong amplitude in the frequency range
of the higher modes of interest will increase their rela-
tive contributions to the total response.

In addition to ANOVA, polynomial meta-models are
best-fitted (using the least-squares method) to the mean
identified damage factors by including all the main
factors. From the regression coefficients of the best-
fitted polynomials, it was observed that for each sub-
structure, the regression coefficient corresponding to
the mesh size has the largest value indicating that E
is the most significant input factor affecting the mean
value of the identified damage, which is consistent with
the ANOVA results. Also the regression coefficients
for the first two stories are found to be in general smaller
than those for the higher stories, indicating less uncer-
tainty in the mean value of the identified damage fac-
tors (i.e., less damage identification bias) at lower sto-
ries, where the damage is largest. Finally, sensitivities
of the identified damage factors are investigated as a
function of the level of uncertainty in the modal param-
eters of the first three longitudinal modes. This global
sensitivity analysis is performed through OAT pertur-
bation of the individual input factors M1, M2, and M3,
although the other input factors remain fixed. From this
global OAT sensitivity analysis, it is concluded that the
uncertainty in the modal parameters of the third longi-
tudinal mode has the most significant influence (among
the three modes) on the estimation uncertainty (mean

and standard deviation) of the damage identification
results.

This systematic investigation demonstrates that the
level of confidence in the damage identification results
obtained through FE model updating is a function of
not only the level of uncertainty in the identified modal
parameters, but also choices made in the design of ex-
periments (e.g., spatial density of measurements) and
modeling errors (e.g., mesh size). In addition, it is worth
noting that the absolute level of uncertainty in the iden-
tified damage can become rather large even with typi-
cal low modal identification errors (0.5–4% COV based
on system identification results of the 7-story building),
which results in false alarms. This problem is more sig-
nificant when dealing with relatively low values of dam-
age factors. Based on the results obtained and the ex-
perience gained through the study presented herein,
it is concluded that probabilistic damage identification
methods (e.g., Bayesian FE model updating) are prefer-
able to deterministic methods. Such methods allow to
account for all pertinent sources of uncertainty and ex-
press the damage identification results in probabilistic
terms.
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