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ABSTRACT

Unsupervised domain adaptation (UDA) aims to adapt existing models of the source domain to a new
target domain with only unlabeled data. Most existing methods suffer from noticeable negative trans-
fer resulting from either the error-prone discriminator network or the unreasonable teacher model.
Besides, the local regional consistency in UDA has been largely neglected, and only extracting the
global-level pattern information is not powerful enough for feature alignment due to the abuse use of
contexts. To this end, we propose an uncertainty-aware consistency regularization method for cross–
domain semantic segmentation. Firstly, we introduce an uncertainty-guided consistency loss with a
dynamic weighting scheme by exploiting the latent uncertainty information of the target samples. As
such, more meaningful and reliable knowledge from the teacher model can be transferred to the stu-
dent model. We further reveal the reason why the current consistency regularization is often unstable
in minimizing the domain discrepancy. Besides, we design a ClassDrop mask generation algorithm
to produce strong class-wise perturbations. Guided by this mask, we propose a ClassOut strategy
to realize effective regional consistency in a fine-grained manner. Experiments demonstrate that our
method outperforms the state-of-the-art methods on four domain adaptation benchmarks, i.e., GTAV
→ Cityscapes and SYNTHIA→ Cityscapes, Virtual KITTI −→ KITTI and Cityscapes −→ KITTI.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Semantic segmentation aims to identify the semantic cat-
egory of each pixel in a given image. Recent studies have
shown rapid progress with a variety of CNN-based algorithms
trained on a large-scale annotated dataset to tackle this prob-
lem [47, 3, 4, 43]. However, due to the time-consuming pro-
cess of annotating pixel-wise labels [10], building such a large
annotated dataset is cost-expensive. Compared with manual an-
notation, the label of synthetic data is much easier to obtain, and
thus it is natural to use synthetic data to supervise the segmenta-
tion model instead of real data [58, 59]. However, there always
exists a significant performance drop when the learned source
models are directly applied to target data, due to the existence
of a domain gap between the synthetic images and real images.

∗∗Joint corresponding author. ma-lz@cs.sjtu.edu.cn (Lizhuang Ma) ; xue-
quan.lu@deakin.edu.au (Xuequan Lu);

2Equal contributions.

To address this issue, various unsupervised domain adap-
tation (UDA) techniques have been proposed from the do-
main distribution shift perspective to align the latent feature
distributions between the source domain and target domain.
Many researchers have exploited additional supervised signals
based on the adversarial framework such as depth [40, 5, 68],
style [83, 30, 87], category constraint [31, 8], decision bound-
ary [60, 39] and other domain-invariant information [50] to pro-
mote the feature alignment. However, due to the fact that it
always requires a domain classifier (discriminator) during the
training procedure, these adversarial-based approaches often
suffer from training instability and the phenomenon of negative
transfer [52, 9].

Consistency regularization is one of the non-adversarial
methods exploited in cross-domain segmentation to cope with
the negative effect caused by adversarial training [9, 73]. This
kind of consistency-based methods usually perform the feature-
level domain alignment between a student model and a teacher
model. The teacher model is an exponential moving average
(EMA) of the student model, and then the teacher model could
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Fig. 1: mIoU comparison on the validation set of Cityscapes by adapting
from GTA5 dataset to Cityscapes dataset. The blue line corresponds to the
conventional Mean Teacher strategy [9]. The orange line corresponds to the
consistency-based adaptation combined with our proposed uncertainty guided
module.

transfer the learned knowledge to the student. The target pre-
dictions of the student and teacher model under different per-
turbations are penalized by a consistency constraint.

In the previous consistency-based works [9, 57], a common
consistency loss, i.e., Mean Square Error, is used to ensure the
consistency between the student’s prediction and the teacher’s
prediction. We observe that such a simple consistency con-
straint is usually weak for domain adaptive semantic segmen-
tation, which is reflected in two respects. Firstly, this kind of
alignment did not consider the reliability of the teacher predic-
tions, and not all pixel-wise predictions are highly confident for
knowledge transfer. Directly imposing a consistency constraint
onto all pixels is inappropriate, which could harm the learn-
ing process by generating unreasonable guidance for the student
model. Secondly, although the whole training of consistency-
based adaptation is more stable than adversarial-based adapta-
tion, it is still insufficient. Due to the fact that the basic Mean-
Teacher structure may trigger the “error accumulation”, it could
take more training iterations to converge and even may lead to
early performance degradation during the adaptation process.
The performance curve on the target domain images is shown
in Fig. 1.

In the existing consistency regularization methods, e.g.,
[9, 57], the inconsistent penalty is usually adopted on the global
level for prediction map, while the region-wise consistency on
the local level is ignored, i.e., some contextual object occur-
rence should be consistent wherever the environments are. Only
extracting the global-level pattern information is not powerful
enough for the feature-level representation alignment. Without
this alignment, the performance will drop significantly in the
target domain. We attempt to learn the robust representations
to varying environments by exploring the fine-grained regional
consistency, to prevent the model from abusing the contexts.

Motivated by the above facts, we propose a novel

uncertainty-aware consistency regularization scheme to address
the domain shift for cross-domain segmentation. Firstly, we
introduce a dynamic weighting scheme with an uncertainty-
guided consistency loss to capture the understanding of hidden
epistemic uncertainty of target predictions for UDA in seman-
tic segmentation. Secondly, we design a ClassDrop mask gen-
eration algorithm to produce strong class-wise perturbations.
Guided by this mask, we present an innovative ClassOut strat-
egy to keep the local regional consistency in a fine-grained man-
ner. The whole architecture includes a student model, a teacher
model, and our proposed uncertainty module.

In detail, our uncertainty-guided consistency constraints are
imposed between the Mean-Teacher system and our proposed
uncertainty module, which motivates both the student model
and teacher model to alternately promote each other by pro-
viding positive feedback, thus leading to the domain gap to
be gradually reduced. To cope with the instability of the con-
ventional consistency regularization framework, we introduce
a dynamic weighting scheme of the consistency loss, which is
to calculate a time-dependent threshold for filtering out the un-
reasonable predictions along with mining the highly confident
pixel-wise predictions of the target sample. In this manner, the
adaptation is realized in a more accurate direction, instead of
the rough distribution matching. To address the issue of local
regional consistency in UDA, we propose a ClassOut strategy to
learn more robust region-wise features under varying environ-
ments. Our main idea is that the same input image should be
invariant under the perturbations by randomly dropping some
categories. We design a ClassDrop mask generation algorithm
to generate such strong class-wise perturbations. This mask is
utilized to filter out the regions of the input target image and
the uncertainty mask at the same time to ensure regional con-
sistency on the local level.

Our main contributions are summarized as follows.

• We propose an uncertainty-aware consistency regulariza-
tion framework for cross-domain semantic segmentation,
which is a practical, intuitive and elegant contribution to
the field. It is also a simple yet effective method for UDA
in semantic segmentation.

• We design an uncertainty-guided consistency loss with a
dynamic time-dependent weighting scheme and further re-
veal the reason why the current consistency regularization
is often unstable in minimizing the domain discrepancy.
We also show that our method can effectively ease this is-
sue by mining the most reliable and meaningful samples
between the source and the target domains.

• We develop a ClassOut strategy for keeping the local re-
gional consistency in UDA. Meanwhile, we propose a
ClassDrop mask generation algorithm to produce strong
class-wise perturbations for guiding the ClassOut.

• We provide extensive experimental results with two com-
mon backbone networks, i.e., VGG16 and ResNet101 and
show that our approach achieves outstanding performance
on four challenging benchmark datasets including both the
synthetic-to-real adaptation and cross-city adaptation, i.e.,
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GTAV −→ Cityscapes, SYNTHIA −→ Cityscapes, Virtual
KITTI −→ KITTI and Cityscapes −→ KITTI.

2. Related Work

2.1. Semantic Segmentation
Semantic segmentation is a highly active research field in

computer vision. Traditional works of semantic segmentation
mainly focused on manually designed image features. With the
recent surge of deep learning, a lot of CNN-based methods have
been studied and we have witnessed a rapid boost in semantic
segmentation performance. Long et al. [47] firstly formulated
semantic segmentation as a per-pixel classification problem and
proposed a fully convolutional network (FCN). With modifica-
tions for pixel-wise prediction, many recent approaches have
been proposed, such as DeepLab v2 [3], DeepLab v3+ [4],
EMANet [43], etc. Such models are generally trained on
datasets with pixel-wise annotation, e.g., Cityscapes [10], PAS-
CAL [14] and COCO [46]. However, building such large-
scale datasets with dense annotations costs expensive human
labor. An alternative approach is to train a model on syn-
thetic data generated from virtual 3D environments, for exam-
ple, GTAV [58], SYNTHIA [59], etc. Unfortunately, when di-
rectly applying the model trained on the synthetic data to the
real-world scenarios, the performance will be noticeably de-
graded. The main reason lies in the large domain gap or dis-
tribution shift between the source domain and target domains.

2.2. Domain Adaptation
In conventional machine learning, there holds a basic as-

sumption that the training data and testing data are sampled
independently from an identical distribution (i.i.d), while this
assumption does not always hold in real-world scenarios. Do-
main Adaptation aims to mitigate the performance drop caused
by the distribution mismatch between training and testing data
when applying the trained model into the testing data. Unsu-
pervised Domain Adaptation (UDA) refers to the setting when
the labeled target data is not available. This question has been
well studied in image classification. Please refer to [11] for
a comprehensive survey. Conventional methods aim to learn
domain-invariant representations through Maximum Mean Dis-
crepancy (MMD) [23, 48, 1, 63], geodesic flow kernel [24],
sub-space alignment [16], asymmetric metric learning[35]. In-
spired by GAN [26], adversarial learning is successfully ap-
plied in UDA to align the feature distributions from different
domains. DANN [22] was the pioneering work, it encouraged a
generator to enforce the two distributions to be as close as pos-
sible, and to fool the domain classifier at the same time. Most
of these UDA methods work on simple and small classifica-
tion datasets (e.g., MNIST [38] and SVHN [54]), and may have
limited performance in more challenging tasks, like semantic
segmentation.

2.3. Domain Adaptation for Semantic Segmentation
Recently many approaches have been proposed to address

the domain shift in semantic segmentation. Pioneered by [31],
Hoffman et al. proposed a domain-adversarial training method

by aligning the features between two domains. Following this
line, many works have been introduced to address the cross-
domain semantic segmentation via the adversarial-based meth-
ods, which have achieved great successes in this field. This
kind of distribution alignment could be performed at different
representation layer, such as pixel-level [30, 61, 7, 25, 77, 78],
feature level [8, 50, 31, 82, 6, 2, 55] and output level [66, 67, 5,
52, 76, 71]. Many researchers have exploited additional super-
vised signal based on the adversarial framework such as depth
[40, 5, 68], style [83, 30, 87], category constraint [31, 8], deci-
sion boundary [60, 39], and other domain-invariant information
to promote the feature alignment. Despite their efforts, these ap-
proaches need to maintain an extra discriminator network, thus
suffering from training instability and negative transfer [52, 9].

To tackle these issues, another line of non-adversarial meth-
ods, e.g., self-training [88, 89, 44, 15] have been recently stud-
ied and applied in the field of UDA. However, these meth-
ods need to generate pseudo labels and fine-tune the segmen-
tation model iteratively in many stages, they cannot be trained
end-to-end. Different from the above self-training approaches,
consistency-based methods [9, 57] is a completely different way
and a simple online method to learn domain-invariant informa-
tion in an end-to-end manner.

2.4. Consistency Regularization

Consistency Regularization is applied in the field of semi-
supervised learning, which employs unlabeled data to produce
consistent predictions under different perturbations [64]. Tar-
vainen et al. [64] firstly encouraged consistency between the
predictions of a student network and a teacher network. The
teacher’s weights are an exponential moving average of those
of the student, leading to faster convergence and improved re-
sults. French et al. [18] then applied the Mean-Teacher frame-
work to the unsupervised domain adaptation for image classi-
fication. To address the domain shift for magnetic resonance
imaging (MRI), Perone et al. [57] applied the self-ensembling
method to the medical imaging segmentation task. Considering
the UDA task for urban scenes, Choi et al. [9] proposed a self-
ensembling with the GAN-based data augmentation method for
cross-domain segmentation. Our work is mostly related to [9].
Inspire by the work [80] designed for semi-supervised 3D left
atrium segmentation, we propose to capture the latent uncer-
tainty understanding of the teacher model, and encourage the
student model to learn from that reliable knowledge.

3. Methodology

In this section, we present our uncertainty-aware consistency
regularization method for unsupervised domain adaptive seg-
mentation. Following the unsupervised domain adaptation pro-
tocol [8, 31, 6], the synthetic data is utilized as the source do-
main S , and the real data as target domain T . In the source
domain, we have access to the synthetic images xs ∈ S along
with their corresponding ground-truth labels ys. In the target
domain, only unlabeled images xt ∈ T are available.
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Fig. 2: An overview of the proposed framework. The whole framework includes a student network, a teacher network updated by exponential moving average
(EMA), and our uncertainty module. A ClassDrop Mask is generated by the target image and then used to filter the local regions of the target image. The ClassDrop
target image is fed into the student network to get student prediction. We employ different augmentations G(ξi) for the input target sample, and they are fed into the
teacher model. In our uncertainty module, we perform N times stochastic forward passes to get an average teacher prediction. Then, with the estimation of predictive
entropy and the proposed dynamic threshold, we could get the uncertainty mask. Thus, the ClassDrop Mask is element-wise multiplied with the uncertainty mask
for filtering out the unreasonable predictions. Guided by the proposed dynamic weighting scheme and ClassOut strategy, our uncertainty-guided consistency loss
Lcon could encourage the teacher model to transfer more reliable knowledge to the student.

3.1. Overview

The overview of our proposed uncertainty-aware consistency
regularization method is illustrated in Fig. 2. The whole frame-
work includes three modules: a student model fS , a teacher
model fT , and our uncertainty module. The key idea is to de-
crease the uncertainty of the error-prone teacher model as train-
ing progress thus leading the adaptation process in a more ac-
curate and stable way.

Specifically, a ClassDrop mask is generated by the target
image to provide strong class-wise perturbations by randomly
dropping some classes that are presented in the target image.
This mask will be utilized to filter out the local regions of
both the target image and the uncertainty mask (a mask we de-
fined to indicate the uncertain pixels). For the former, a Class-
Drop target image is fed into the student network to get stu-
dent prediction. For the latter, we will explain the data flow
in detail. Firstly, we employ data augmentation, e.g., Gaus-
sian Noise, for the input target samples. In our proposed uncer-
tainty module, we perform stochastic forward passes to calcu-
late the mean of target predictions. In this way, we are able
to employ our teacher model as a Bayesian network to esti-
mate the latent uncertainty information of the teacher predic-
tions. We formulate the uncertainty as the pixel-wise predic-
tive entropy. Then, we calculate a time-dependent threshold for
filtering out those unreasonable predictions along with mining
the high confident pixel-wise predictions of the target sample.
Thus, the ClassDrop Mask is element-wise multiplied with the
uncertainty mask for filtering out the unreasonable predictions.

Knowledge

Transfer

Teacher

Student

Weight 

Update

Knowledge

Transfer

Teacher

Student
Uncertainty

Module

Weight 

Update

Uncertainty  

Estimation

Previous work Uncertainty-Aware Consistency

Fig. 3: Previous work vs. our approach.

With the help of the proposed dynamic weighting scheme, an
uncertainty-guided consistency loss is penalized to target pre-
dictions under different perturbations, which could lead the stu-
dent model to gradually learn from the more meaningful and re-
liable predictions of the teacher model during the training pro-
cess.

3.2. Uncertainty Module

As shown in Fig. 3, the uncertainty module serves as a bridge
for connecting the teacher model and the student model. Ac-
cording to the uncertainty estimation method in Bayesian net-
works [33], we are motivated to capture the understanding of
epistemic uncertainty using stochastic forward passes. In step
1, we perform the stochastic forward pass and then extract the
uncertainty information of the error-prone teacher model. We
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Fig. 4: The main idea of the ClassOut strategy is that the same input image
should be invariant under the ClassDrop perturbations. Specifically, we firstly
generate a ClassDrop mask from an original target image. Then, guided by this
mask, we calculate a consistency loss between the original prediction from the
teacher and the ClassDrop prediction from the student. Therefore, we can keep
the local regional consistency on a fine-grained level.

formulate the uncertainty as the pixel-wise predictive entropy.
In step 2, we calculate the uncertainty mask given our time-
dependent threshold, and a ClassDrop mask given the target
image. Guided by these masks, we enforce an uncertain-aware
consistency loss and a ClassOut Strategy onto the student pre-
dictions and the teacher predictions, thus the student model
could learn credible knowledge from the teacher.

The teacher’s weights Φ
′

t at training step t are updated by the
student’s weights Φt with a smoothing coefficient α ∈ [0, 1],
which can be formulated as follows:

Φ
′

t = α · Φ
′

t−1 + (1 − α) · Φt, (1)

where α refers to the EMA decay that controls the updating rate.
Specifically, we make N copies of the target image and in-

ject a Gaussian noise for the target predictions following prior
works [9]. Then, we perform N stochastic forward passes for
the target teacher sample to get the average teacher prediction.
Given a set of pixel-wise predicted class scores {P(h,w,c)

i (xt)}Ni=1
of the target samples, the average teacher prediction is formu-
lated as:

P̂c =
1
N

N∑
i=1

P(h,w,c)
i (xt), (2)

where P̂c denotes the mean of the predictive probability of the
c-th class after N times stochastic forward passes. Thus, the
pixel-wise predictive entropy is as follows:

µ(h,w) = −

C∑
c=1

P̂c · log(P̂c), (3)

where ζ refers to the predictive entropy in pixel level. All the
volumes of each pixel’s uncertainty forms a set Z = {ζ}Ni=1.

3.3. Dynamic Weighting Scheme

With the help of the uncertainty of each pixel, we could cal-
culate a dynamic threshold to filter out the unreliable pixel-wise
prediction. On top of that, certain pixels with high confident

probabilities will be left and the student model could gradually
learn the reliable target predictions from the teacher model.

In particular, we first calculate the uncertainty threshold R
to select the confident pixels according to the uncertainty map
we have estimated. Inspired by the ramp-up function of consis-
tency weight in [9], we came up with the Eq. 4, which dynami-
cally increases the threshold while the uncertainty is decreased
during the training process. This design is a time-dependent
ramp-up function, which changes dynamically over time:

R = α + (1 − α) · eβ(1−t/tmax)2
· Zsup (4)

where t denotes the current training step and tmax is the maxi-
mum training step. Zsup means the upper bound of the volumes’
self-information, which is denoted by Zsup = sup{µ}Ni=1. And α
and β are two hyper-parameters.

The uncertainty-aware consistency loss Lcon is imposed be-
tween the prediction maps extracted from the student and the
predictions from the teacher network.

Lcon( fS , fT ) =

H∑
h=1

W∑
w=1

I(µ(h,w) < R)

· || fθ(xT1 )(h,w) ) − fθ′ (xT2 )(h,w))||2,

(5)

where I is an indicator function, and xT1 and xT2 are two in-
put target samples with different augmentations. fθ(xT ) and
fθ′ (xT ) are the student and teacher prediction map after the
softmax function, respectively. Note that the prediction map
fθ′ (xT2 ) used for consistency regularization is the stochastic one
rather than the average one. Our uncertainty mask Muncertainty =

I(µ(h,w) < R) can reweigh not only the Mean Squared Error
(MSE) loss but also the Cross-Entropy Loss. For simplicity, we
use the Mean Squared Error (MSE) in this paper.

3.4. ClassOut Strategy
Previous consistency regularization methods, e.g., [9, 57],

usually impose the inconsistent penalty on the global level for
prediction map, while the region-wise consistency on the lo-
cal level is largely ignored, i.e., some contextual object occur-
rence should be consistent whatever the environments are. Only
extracting the global-level pattern information is not powerful
enough for the feature-level representation alignment. Due to
the lack of local regional consistency, the performance will drop
significantly in the target domain. Our goal is to learn the robust
representations to varying environments by exploring the fine-
grained regional consistency, to prevent the model from abusing
the contexts.

Firstly, we propose an innovative ClassDrop mask generation
algorithm to provide strong class-wise perturbations, as shown
in Algorithm 1. To be specific, we firstly get the pseudo labels
ỸT from the target predictions fθ′ (XT ). The set of the classes
presented in ỸT are noted as C. We get a class ratio δ sam-
pled from a uniform distribution. Then, we randomly select
δ|C| classes in C. A binary mask M is generated by setting the
pixels from those classes to 1 in M, whereas all others will have
a value 0. This mask is utilized to filter out the local regions in
both the target image and the uncertainty mask by an element-
wise multiplication.
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Algorithm 1: ClassDrop Mask Generation Algorithm
Input: teacher model fθ′ , target image XT , min class

ratio a, and max class ratio b.
Output: ClassDrop mask M

1 f̂θ′ ← fθ′ (XT );
2 ỸT ← arg maxc′ f̂θ′ (i, j, c′);
3 C ← Set of the classes present in ỸT ;
4 δ← U(a, b) ;
5 c← Randomly select δ|C| classes in C;
6 for each i, j do

7 M(i, j) =

{
1, if ỸT (i, j) ∈ c
0, otherwise

8 return M;

The main idea of the ClassOut strategy is that the same input
image should be invariant under the ClassDrop perturbations.
Thus, guided by the ClassDrop mask, we calculate a consis-
tency loss between the original prediction from the teacher and
the ClassDrop prediction from the student. Therefore, we can
keep the local regional consistency:

Lcon = ‖M � ( fθ′ (M � XT ) − fθ′ (XT ))‖2 , (6)

3.5. Unified Training

Consistency Loss: By unifying the ClassOut strategy and the
dynamic weighting scheme into the same framework to real-
ize end-to-end training, we reformulate the consistency loss as
follows:

Lcon =
∥∥∥Mclassdrop � Muncertainty � ( fθ(Mclassout � XT ) − fθ′ (XT ))

∥∥∥2
,

(7)

where the final consistency loss is reweighted by the uncer-
tainty mask Muncertainty (defined in section 3.3) and the Class-
Drop mask Mclassout (defined in section 3.4). In other words,
the reweighted mask of the consistency loss is the element-wise
multiplication between the uncertainty mask Muncertainty and the
ClassDrop mask Mclassout. We simplify the previous definition
and reformulate it as follows:

Mclassdrop(i, j) =

{
1, if ỸT (i, j) ∈ cremain

0, otherwise (8)

Muncertainty(i, j) =

{
1, if µ(i, j) < R
0, otherwise (9)

where cremain = δ|C| is the selected classes from a class set, µ
is the predicted entropy defined in Eq. 3 and R is the dynamic
threshold defined in Eq. 4.
Supervised Loss: The segmentation loss Lseg is the cross-
entropy loss for optimizing the images from the source domain,
which can be defined as:

Lseg = −

H∑
h=1

W∑
w=1

C∑
c=1

y(h,w,c)
s log(P(h,w,c)

s ), (10)

where ys is the ground truth for source images and Ps =

fS ((x̂s)(h,w,c)) is the segmentation output of source-translated in-
put images.
Total Loss: The total loss Ltotal is the weighted sum of the seg-
mentation loss Lseg and the consistency loss Lcon, and can be
written as:

Ltotal = Lseg + λconLcon, (11)

where Lcon is the combination of Equation 5 and Equation 7.
λcon is the dynamic weight of the consistency loss. To balance
the segmentation loss and the consistency loss, we use the same
ramp-up function λcon as [65]. It is to increase the dominance
of Lseg during the early training steps and to increase the domi-
nance of Lcon during the late training steps.

3.6. Discussion

In this subsection, we will discuss the main differences be-
tween the existing research and our proposed method.

There exist some works [72, 36] which used uncertainty esti-
mation in domain adaptation; however, those methods [72, 36]
always need to maintain a Bayesian Discriminator in adversar-
ial training, thus suffering the drawbacks of negative transfer
and remarkable instability of training. Besides, their methods
only work well on the simple and small classification dataset,
and can hardly work well in structured tasks, e.g., semantic
segmentation. Therefore, we do not compare the experimen-
tal results with these methods in Section 4. Our uncertainty-
aware consistency regularization shows that a non-adversarial
approach can achieve the state-of-the-art as well without the
need of maintaining an extra discriminator network or carefully
tuning the optimization procedure for min-max problems dur-
ing the domain adaptation procedure.

Different from [28, 84], we focus on investigating the prob-
lem of “error accumulation” in consistency regularization,
rather than self-training. In contrast to [80] that targets the
semi-supervised learning for the 3d left atrium segmentation
task, while we target the unsupervised domain adaptation for
the image semantic segmentation task. Our method differs from
these approaches in several aspects. Firstly, we propose
a dynamic weighting scheme and a ClassOut strategy for the
uncertainty-consistency loss. The uncertainty mask, Classdrop
mask are employed in a completely different way from previ-
ous works [72, 36, 28, 80]. We further reveal the reason why
the current consistency regularization is often unstable in min-
imizing the distribution discrepancy in Section 1 and Section
4.1. Besides, we also show that our method can effectively ease
this issue by mining the most reliable and meaningful sam-
ples between the source and the target domains. To sum up,
our uncertainty-aware consistency regularization framework is
a practical, intuitive and elegant contribution to the field, and
it is also a simple yet effective unsupervised domain adapta-
tion method for semantic segmentation. To our best knowledge,
there are no such domain adaptive segmentation methods pub-
lished before.
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4. Experiments

In this section, we verify the effectiveness of our method
with two common backbone networks, i.e., VGG16 and ResNet
101, on both the synthetic-to-real adaptation and cross-city
adaptation on four challenging benchmark datasets, i.e., GTAV
−→ Cityscapes, SYNTHIA −→ Cityscapes, Virtual KITTI −→
KITTI and Cityscapes −→ KITTI.

4.1. Datasets
Cityscapes [10] is a dataset focused on autonomous driving,
which consists of 2,975 images in the training set, and 500
images in the validation set. The images have a fixed spatial
resolution of 2048 × 1024 pixels. For the sake of the fairness
of experimental results, we follow the same evaluation proto-
col [66, 69, 52], i.e. we train the model on the unlabeled train-
ing set and report the results on the validation set.
GTAV [58] is a synthetic dataset including 24,966 photo-
realistic images rendered by the gaming engine Grand Theft
Auto V (GTAV). The resolution of images is 1914 × 1051 pix-
els which is similar to Cityscapes that the semantic categories
are also compatible between the two datasets. We use all the 19
official training classes in our experiments.
SYNTHIA [59] is another synthetic dataset composed of 9,400
annotated synthetic images with the resolution 1280 × 960.
Like GTAV, it has semantically compatible annotations with
Cityscapes. Following the prior works [8, 82, 6], we use the
SYNTHIA-RAND-CITYSCAPES subset [59] as our training
set.
KITTI [20] is a real-world dataset containing 7,481 images
with bounding boxes and another 200 images with pixel-level
labels. In the detection task, we split the training set and the
validation set manually with a ratio of 9 : 1 following [27]. In
the segmentation task, it is used as the target domain only due
to the lack of pixel-level annotations.
Virtual KITTI [21] is a synthetic dataset which clones the
scenes from the KITTI with 21,260 images. Each image is
densely annotated at pixel level with category and depth infor-
mation. It is designed to mimic the conditions of KITTI dataset
and has similar scene layouts, camera viewpoints and image
resolution to KITTI dataset.

4.2. Implementation details
Following common UDA protocols [9, 73, 66, 52], we em-

ploy the VGG-16 [62] and ResNet 101 [29] as the backbone of
the DeepLab-v2 [3] in our implementations, and the backbone
model is pre-trained on ImageNet [12]. For the DeepLab-v2
network, we use Adam as the optimizer. The initial learning
rate is 1 × 10−5, and the weight decay is 5 × 10−5. In our
uncertainty module, we perform N = 8 times stochastic for-
ward passes to capture the understanding of latent epistemic
uncertainty. We set the EMA decay α to 0.999 during the train-
ing process. Following [37, 64, 9],the consistency weight is a
ramp-up function: λcon = λ0 × e−5(1−t/tmax)2

, where λ0 is an ini-
tial constant. This time-dependent threshold function is used to
increase the certainty at later training steps. We set α = 0.75
and β = −5 in all experiments. Our method is implemented in
Pytorch on a single NVIDIA GTX 3090 Ti.

4.3. Comparisons with the State-of-the-art Techniques

We compare the results between our method and the state-
of-the-art methods on four challenging benchmarks, which
includes the synthetic-to-real adaptation, i.e., “GTAV →

Cityscapes” and “SYNTHIA→Cityscapes”, “Virtual KITTI→
KITTI” and cross-city adaptation, i.e., “Cityscapes→ KITTI”.
With VGG16 backbone, our proposed method significantly out-
performs the state-of-the-art methods by 5% ∼ 8% on GTAV
→ Cityscapes, and 2% ∼ 7% on SYNTHIA → Cityscapes.
Besides, it is superior to the non-adaptive baseline by 19.5%
on GTA5 → Cityscapes and 20% ∼ 24% on SYNTHIA →
Cityscapes. With ResNet101 backbone, our proposed method
outperforms the state-of-the-art methods by 1% ∼ 3% on GTAV
→ Cityscapes, and 2% ∼ 6% on SYNTHIA→ Cityscapes.

4.3.1. Results on GTAV→ Cityscapes
As shown in Table 1 and Table 3, we present the adap-

tation results from GTAV to Cityscapes with VGG16 and
ResNet 101, respectively. Source-only denotes the baseline
Deeplab-v2 [3] is trained with only source domain data. In
the works [82, 66, 6, 52, 76, 55, 70], they mainly focused
on distribution alignment via different adversarial mechanisms.
But promoting feature alignment only on the high representa-
tion level is not enough, i.e., feature level [82, 6] or output
level [66, 52, 71]. The best results of mIoU among them are
still about 7% worse than our results. To further reduce the do-
main gap, Hoffman et. al [30] introduced an image-to-image
translation model to perform a style transfer process on the low
appearance level. Such techniques are further integrated into
[71, 44, 61, 87, 9] to achieve higher performance, while they are
still about 5% ∼ 10% worse than our results. Another line of
non-adversarial methods [82, 88, 69] were proposed to address
the negative effect of adversarial training. The self-ensembling
with GAN-based augmentation [9] has been recently proposed
and surpassed most of the previous works. In Table 1, our
method could get about 5.3% improvements compared to this
work [9]. Extensive experiments in Table 1 and Table 3 show
that our approach achieves a new top performance.

4.3.2. Results on SYNTHIA→ Cityscapes
As shown in Table 2 and Table 9, we list the adaptation

results on the task ”SYNTHIA → Cityscapes” with VGG16
and ResNet 101, respectively. Due to the fact that the base-
lines [66, 52] only calculate the results using 13 categories, we
also list results for the 13 categories for a fair comparison. Al-
though the domain gap between SYNTHIA and Cityscapes is
much larger than that of GTAV to Cityscapes, we could observe
in Table 2 that our uncertainty-aware consistency regularization
still performs well in terms of both mIoU and per-class IoU.
In some semantic categories, such as large objects, e.g., road,
building, wall, vegetation, sky, etc., our method could capture
the understanding of epidemic uncertainty and remarkably in-
crease the certainty of these categories during the training pro-
cedure. In Table 2, the proposed method significantly outper-
forms the state-of-the-art techniques by 2.5% in mIoU16 and
2% in mIoU13 with VGG16 backbone. It is superior to the non-
adaptive baseline by 18.9% in mIoU16 and 24.5% in mIoU13.
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Table 1: Comparison results (mIoU) from GTAV to Cityscapes (with VGG16 backbone).
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Source Only 61.0 18.5 66.2 18.0 19.6 19.1 22.4 15.5 79.6 28.5 58.0 44.5 1.7 66.6 14.1 1.1 0.0 3.2 0.7 28.3

SIBAN [50] 83.4 13.0 77.8 20.4 17.5 24.6 22.8 9.6 81.3 29.6 77.3 42.7 10.9 76.0 22.8 17.9 5.7 14.2 2.0 34.2
CyDADA [30] 85.2 37.2 76.5 21.8 15.0 23.8 22.9 21.5 80.5 31.3 60.7 50.5 9.0 76.9 17.1 28.2 4.5 9.8 0.0 35.4

AdaptSegNet [66] 87.3 29.8 78.6 21.1 18.2 22.5 21.5 11.0 79.7 29.6 71.3 46.8 6.5 80.1 23.0 26.9 0.0 10.6 0.3 35.0
ROAD [6] 85.4 31.2 78.6 27.9 22.2 21.9 23.7 11.4 80.7 29.3 68.9 48.5 14.1 78.0 19.1 23.8 9.4 8.3 0.0 35.9
CLAN [52] 88.0 30.6 79.2 23.4 20.5 26.1 23.0 14.8 81.6 34.5 72.0 45.8 7.9 80.5 26.6 29.9 0.0 10.7 0.0 36.6

AdaptPatch [67] 87.3 35.7 79.5 32.0 14.5 21.5 24.8 13.7 80.4 32.0 70.5 50.5 16.9 81.0 20.8 28.1 4.1 15.5 4.1 37.5
APODA [76] 88.4 34.2 77.6 23.7 18.3 24.8 24.9 12.4 80.7 30.4 68.6 48.9 17.9 80.8 27.0 27.2 6.2 19.1 10.2 38.0
CrCDA [32] 86.8 37.5 80.4 30.7 18.1 26.8 25.3 15.1 81.5 30.9 72.1 52.8 19.0 82.1 25.4 29.2 10.1 15.8 3.7 39.1
SWD [39] 91.0 35.7 78.0 21.6 21.7 31.8 30.2 25.2 80.2 23.9 74.1 53.1 15.8 79.3 22.1 26.5 1.5 17.2 30.4 39.9

DCAN [42] 82.3 26.7 77.4 23.7 20.5 20.4 30.3 15.9 80.9 25.4 69.5 52.6 11.1 79.6 24.9 21.2 1.3 17.0 6.7 36.2
CrDoCo [7] 89.1 33.2 80.1 26.9 25.0 18.3 23.4 12.8 77.0 29.1 72.4 55.1 20.2 79.9 22.3 19.5 1.0 20.1 18.7 38.1
CDA [82] 72.9 30.0 74.9 12.1 13.2 15.3 16.8 14.1 79.3 14.5 75.5 35.7 10.0 62.1 20.6 19.0 0.0 19.3 12.0 31.4
CBST [42] 66.7 26.8 73.7 14.8 9.5 28.3 25.9 10.1 75.5 15.7 51.6 47.2 6.2 71.9 3.7 2.2 5.4 18.9 32.4 30.9

ADVENT [69] 86.8 28.5 78.1 27.6 24.2 20.7 19.3 8.9 78.8 29.3 69.0 47.9 5.9 79.8 25.9 34.1 0.0 11.3 0.3 35.6
PyCDA [45] 86.7 24.8 80.9 21.4 27.3 30.2 26.6 21.1 86.6 28.9 58.8 53.2 17.9 80.4 18.8 22.4 4.1 9.7 6.2 37.2

LSD-seg [61] 88.0 30.5 78.6 25.2 23.5 16.7 23.5 11.6 78.7 27.2 71.9 51.3 19.5 80.4 19.8 18.3 0.9 20.8 18.4 37.1
SSF-DAN [13] 88.7 32.1 79.5 29.9 22.0 23.8 21.7 10.7 80.8 29.8 72.5 49.5 16.1 82.1 23.2 18.1 3.5 24.4 8.1 37.7

Conservative Loss [87] 85.6 38.3 78.6 27.2 18.4 25.3 25.0 17.1 81.5 31.3 70.6 50.5 22.3 81.3 25.5 21.0 0.1 18.9 4.3 38.1
PIT [27] 86.2 35.0 82.1 31.1 22.1 23.2 29.4 28.5 79.3 31.8 81.9 52.1 23.2 80.4 29.5 26.9 30.7 20.5 1.2 41.8

BDL [44] 89.2 40.9 81.2 29.1 19.2 14.2 29.0 19.6 83.7 35.9 80.7 54.7 23.3 82.7 25.8 28.0 2.3 25.7 19.9 41.3
SIM [71] 88.1 35.8 83.1 25.8 23.9 29.2 28.8 28.6 83.0 36.7 82.3 53.7 22.8 82.3 26.4 38.6 0.0 19.6 17.1 42.4

TGCF-DA + SE [9] 90.2 51.5 81.1 15.0 10.7 37.5 35.2 28.9 84.1 32.7 75.9 62.7 19.9 82.6 22.9 28.3 0.0 23.0 25.4 42.5

Ours 95.1 66.5 84.7 35.1 19.8 31.2 35.0 32.1 86.2 43.4 82.5 61.0 25.1 87.1 35.3 46.1 0.0 24.6 17.5 47.8

Table 2: Comparison results (mIoU) from SYNTHIA to Cityscapes (with VGG16 backbone).
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Source Only 6.8 15.4 56.8 0.8 0.1 14.6 4.7 6.8 72.5 78.6 41.0 7.8 46.9 4.7 1.8 2.1 22.6 24.1

Cross-city [8] 62.7 25.6 78.3 - - - 1.2 5.4 81.3 81.0 37.4 6.4 63.5 16.1 1.2 4.6 - 35.7
SIBAN [50] 70.1 25.7 80.9 - - - 3.8 7.2 72.3 80.5 43.3 5.0 73.3 16.0 1.7 3.6 - 37.2
ROAD [6] 77.7 30.0 77.5 9.6 0.3 25.8 10.3 15.6 77.6 79.8 44.5 16.6 67.8 14.5 7.0 23.8 36.2 -

AdaptSegNet [66] 78.9 29.2 75.5 - - - 0.1 4.8 72.6 76.7 43.4 8.8 71.1 16.0 3.6 8.4 - 37.6
CLAN [52] 80.4 30.7 74.7 - - - 1.4 8.0 77.1 79.0 46.5 8.9 73.8 18.2 2.2 9.9 - 39.3

AdaptPatch [67] 72.6 29.5 77.2 3.5 0.4 21.0 1.4 7.9 73.3 79.0 45.7 14.5 69.4 19.6 7.4 16.5 33.7 39.6
SPIGAN [40] 71.1 29.8 71.4 3.7 0.3 33.2 6.4 15.6 81.2 78.9 52.7 13.1 75.9 25.5 10.0 20.5 36.8 -
CrCDA [32] 74.5 30.5 78.6 6.6 0.7 21.2 2.3 8.4 77.4 79.1 45.9 16.5 73.1 24.1 9.6 14.2 35.2 41.1
APODA [76] 82.9 31.4 72.1 - - - 10.4 9.7 75.0 76.3 48.5 15.5 70.3 11.3 1.2 29.4 - 41.1

SWD [39] 83.3 35.4 82.1 - - - 12.2 12.6 83.8 76.5 47.4 12.0 71.5 17.9 1.6 29.7 - 43.5

CrDoCo [7] 62.2 21.2 72.8 4.2 0.8 30.1 4.1 10.7 76.3 73.6 45.6 14.9 69.2 14.1 12.2 23.0 33.4 -
DCAN [42] 79.9 30.4 70.8 1.6 0.6 22.3 6.7 23.0 76.9 73.9 41.9 16.7 61.7 11.5 10.3 38.6 35.4 -
CDA [82] 65.2 26.1 74.9 0.1 0.5 10.7 3.7 3.0 76.1 70.6 47.1 8.2 43.2 20.7 0.7 13.1 29.0 34.8
CBST [88] 69.6 28.7 69.5 12.1 0.1 25.4 11.9 13.6 82.0 81.9 49.1 14.5 66.0 6.6 3.7 32.4 35.4 36.1

ADVENT [69] 67.9 29.4 71.9 6.3 0.3 19.9 0.6 2.6 74.9 74.9 35.4 9.6 67.8 21.4 4.1 15.5 31.4 36.6
PyCDA [45] 80.6 26.6 74.5 2.0 0.1 18.1 13.7 14.2 80.8 71.0 48.0 19.0 72.3 22.5 12.1 18.1 35.9 42.6

Conservative Loss [87] 80.0 31.4 72.9 0.4 0.0 22.4 8.1 16.7 74.8 72.2 50.9 12.7 53.9 15.6 1.7 33.5 34.2 40.3
LSD-seg [61] 80.1 29.1 77.5 2.8 0.4 26.8 11.1 18.0 78.1 76.7 48.2 15.2 70.5 17.4 8.7 16.7 36.1 -
GIO-Ada [5] 78.3 29.2 76.9 11.4 0.3 26.5 10.8 17.2 81.7 81.9 45.8 15.4 68.0 15.9 7.5 30.4 37.3 43.0

SSF-DAN [13] 87.1 36.5 79.7 - - - 13.5 7.8 81.2 76.7 50.1 12.7 78.0 35.0 4.6 1.6 - 43.4
PIT [27] 81.7 26.9 78.4 6.3 0.2 19.8 13.4 17.4 76.7 74.1 47.5 22.4 76.0 21.7 19.6 27.7 38.1 44.9

BDL [44] 72.0 30.3 74.5 0.1 0.3 24.6 10.2 25.2 80.5 80.0 54.7 23.2 72.7 24.0 7.5 44.9 39.0 -
TGCF-DA + SE [9] 90.1 48.6 80.7 2.2 0.2 27.2 3.2 14.3 82.1 78.4 54.4 16.4 82.5 12.3 1.7 21.8 38.5 46.6

Ours 93.1 53.2 81.1 2.6 0.6 29.1 7.8 15.7 81.7 81.6 53.6 20.1 82.7 22.9 7.7 31.3 41.5 48.6
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Table 3: Comparison results (mIoU) from GTAV to Cityscapes (with ResNet 101 backbone).
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Source Only - 63.3 15.7 59.4 8.6 15.2 18.3 26.9 15.0 80.5 15.3 73.0 51.0 17.7 59.7 28.2 33.1 3.5 23.2 16.7 32.9

BDL [44] CVPR’19 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
APODA [76] AAAI’20 85.6 32.8 79.0 29.5 25.5 26.8 34.6 19.9 83.7 40.6 77.9 59.2 28.3 84.6 34.6 49.2 8.0 32.6 39.6 45.9
STAR [49] CVPR’20 88.4 27.9 80.8 27.3 25.6 26.9 31.6 20.8 83.5 34.1 76.6 60.5 27.2 84.2 32.9 38.2 1.0 30.2 31.2 43.6

IntraDA [55] CVPR’20 90.6 37.1 82.6 30.1 19.1 29.5 32.4 20.6 85.7 40.5 79.7 58.7 31.1 86.3 31.5 48.3 0.0 30.2 35.8 46.3
SIM [71] CVPR’20 90.6 44.7 84.8 34.3 28.7 31.6 35.0 37.6 84.7 43.3 85.3 57.0 31.5 83.8 42.6 48.5 1.9 30.4 39.0 49.2
LSE [53] ECCV’20 90.2 40.0 83.5 31.9 26.4 32.6 38.7 37.5 81.0 34.2 84.6 61.6 33.4 82.5 32.8 45.9 6.7 29.1 30.6 47.5

WLabel [56] ECCV’20 91.6 47.4 84.0 30.4 28.3 31.4 37.4 35.4 83.9 38.3 83.9 61.2 28.2 83.7 28.8 41.3 8.8 24.7 46.4 48.2
CrCDA [32] ECCV’20 92.4 55.3 82.3 31.2 29.1 32.5 33.2 35.6 83.5 34.8 84.2 58.9 32.2 84.7 40.6 46.1 2.1 31.1 32.7 48.6
FADA [70] ECCV’20 92.5 47.5 85.1 37.6 32.8 33.4 33.8 18.4 85.3 37.7 83.5 63.2 39.7 87.5 32.9 47.8 1.6 34.9 39.5 49.2
LDR [74] ECCV’20 90.8 41.4 84.7 35.1 27.5 31.2 38.0 32.8 85.6 42.1 84.9 59.6 34.4 85.0 42.8 52.7 3.4 30.9 38.1 49.5
CCM [41] ECCV’20 93.5 57.6 84.6 39.3 24.1 25.2 35.0 17.3 85.0 40.6 86.5 58.7 28.7 85.8 49.0 56.4 5.4 31.9 43.2 49.9

CD-SAM [75] WACV’21 91.3 46.0 84.5 34.4 29.7 32.6 35.8 36.4 84.5 43.2 83.0 60.0 32.2 83.2 35.0 46.7 0.0 33.7 42.2 49.2
ASA [85] TIP’21 89.2 27.8 81.3 25.3 22.7 28.7 36.5 19.6 83.8 31.4 77.1 59.2 29.8 84.3 33.2 45.6 16.9 34.5 30.8 45.1

CLAN [51] TPAMI’21 88.7 35.5 80.3 27.5 25.0 29.3 36.4 28.1 84.5 37.0 76.6 58.4 29.7 81.2 38.8 40.9 5.6 32.9 28.8 45.5
DAST [79] AAAI’21 92.2 49.0 84.3 36.5 28.9 33.9 38.8 28.4 84.9 41.6 83.2 60.0 28.7 87.2 45.0 45.3 7.4 33.8 32.8 49.6

Ours - 91.3 48.6 85.5 35.8 31.4 36.7 37.5 36.8 86.3 40.3 85.7 64.3 31.1 87.7 36.7 44.9 15.9 38.9 55.4 51.9

Table 4: Segmentation results of Virtual KITTI→ KITTI.

Method mIoU
GIO-Ada (CVPR’19) [5] 53.50

Self-Ensembling (ICCV’19) [9] 55.45

CutMix (BMVC’20) [17] 55.58

CowMix (Arxiv’20) [19] 56.07

DACS (WACV’21) [65] 55.51

PIT + CutMix (ICCV’21) [27] 56.72
PIT + CowMix (ICCV’21) [27] 57.24
PIT + DACS (ICCV’21) [27] 56.57

Ours 60.16

In Table 9, the proposed method outperforms the state-of-the-
art approaches by 2% ∼ 5% with ResNet101 backbone.

4.3.3. Virtual KITTI→ KITTI and Cityscapes→ KITTI

In addition to the two commonly-used benchmarks, we
also conduct experiments on another synthetic-to-real adapta-
tion, i.e., Virtual KITTI → KITTI, and cross-city adaptation,
i.e., Cityscapes → KITTI, to validate the effectiveness of our
method. Table 4 shows the results of adapting the model from
Virtual KITTI to KITTI. We reproduce Self-Ensembling [9],
CutMix [17], CowMix [19], DACS [65] in the same setting.
The results of GIO-Ada [5] and PIT [27] are reported in the
original papers. We can see that our method significantly im-
proves the mIoU by 3.4% ∼ 6.6% compared with the existing
UDA methods. In Table 5, we adapt from Cityscapes to KITTI,
where the source domains and target domain have different dis-
tributions in cross-city road scenes and street views. Our pro-
posed method can outperform the state-of-the-art methods by
around 1%. Table 5 demonstrate our effectiveness in cross-city
adaptation.

Table 5: Segmentation results of Cityscapes→ KITTI.

Method mIoU
Self-Ensembling (ICCV’19) [9] 59.54

CutMix (BMVC’20) [17] 58.78

CowMix (Arxiv’20) [19] 59.15

DACS (WACV’21) [65] 59.19

PIT + CutMix (ICCV’21) [27] 60.09
PIT + CowMix (ICCV’21) [27] 60.37
PIT + DACS (ICCV’21) [27] 60.82

Ours 61.62

Table 6: Ablation of each component on SYNTHIA→ Cityscapes.

baseline Muncertainty Mclassout mIoU Gain
√

51.5 -
√ √

53.5 2.0
√ √ √

55.9 4.4

4.4. Ablation Study

Ablation of each component: In Table 6, we investigate
the effects of different design components in SYNTHIA →
Cityscapes with ResNet101 backbone. The uncertainty mask
Muncertainty and the ClassDrop mask Mclassout reveals the contri-
bution of the proposed dynamic weighting scheme and the Clas-
sOut strategy are complementary. The consistency regulariza-
tion baseline is 51.5%. By adding the Muncertainty and Mclassout

sequentially, we boost the mIoU with an additional +2.0% and
+2.4%, achieving 53.5% and 55.9%, respectively. These im-
provements show the effects of individual components of our
proposed approach.
Comparison to the related work [80] : In Table. 7, we show
the experimental comparison on two benchmark datasets with
ResNet 101 backbones to demonstrate its effectiveness. Note
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Image / GT Student Prediction Teacher Prediction Predictive Entropy Uncertainty Mask

Fig. 5: Visualization results of GTA5 → Cityscapes (first and second rows) and SYNTHIA → Cityscapes (third and fourth rows). Segmentation results at 10K
training steps (first and third rows) and 56K training steps (second and fourth rows). The fourth and fifth columns illustrate the predictive entropy and our uncertainty
mask.

Table 7: Comparisons with the related work [80]. on GTAV −→ Cityscapes
with ResNet 101 backbone.

method mIoU
(GTAV)

mIoU13
(SYN)

Mean Teacher [9] 43.1 45.9

+ Yu et al. [80] 44.6 47.6
+ Ours 51.9 55.9

that all the experimental results of Table. 7 are conducted
on the same Mean-Teacher baseline with ResNet 101 back-
bones. We replace the proposed method with the approach [80],
and we find that the improvements of [80] are limited over
the Mean Teacher baseline, only achieving 44.6 and 47.6 in
GTAV → Cityscapes and SYNTHIA → Cityscapes, respec-
tively. Our proposed method outperforms the related work [80]
by 7.3 % and 8.3 % on GTAV→ Cityscapes and SYNTHIA→
Cityscapes, achieving 51.9% and 55.9%, respectively.
Comparison to the related work [9] : In Table 8, we com-
pare our method with the non-adaptive baseline and Self-
Ensembling (SE) [9] with VGG16 backbone. Lseg denotes the
supervised segmentation loss, Lmse refers to the common Mean
Square Error used in [9], and Lcon is our uncertainty-guided
consistency Loss with the dynamic weighting scheme. As we
can see, the Source Only baseline achieves 28.3% from GTAV
dataset to Cityscapes dataset. We see that in the third row, Choi
et al. achieves a performance of 32.6% in the original consis-
tency loss (Lseg + Lmse). Our uncertainty-guided consistency
loss achieves about 3.0% improvement over directly using the
Mean Square Error (Lseg + Lcon), reaching 35.6% in mIoU.

As mentioned in Section 2, pixel-level adaptation is also

Table 8: Ablation study of each module’s improvement from GTA5 to
Cityscapes with VGG16 backbone. Lseg: Segmentation loss, Lmse: Mean
Square Error used in [9], Lcon: Our Uncertainty-Guided Consistency Loss, IT :
Image-to-Image translation for Style transfer.

Method Component mIoU Gain

Source Only Lseg 28.3 -
Choi et al. [9] Lseg+Lmse 32.6 +4.3
Ours (w/o Mclassout) Lseg+Lcon 35.6 +7.3
Choi et al. [9] Lseg+IT1 [9] 35.4 + 4.1
Ours (w/o Mclassout) Lseg+IT2 [44] 35.1 + 3.8
Choi et al. [9] Lseg+Lmse+IT1 42.5 +14.2
Ours (w/o Mclassout) Lseg+Lcon+IT2 47.8 +19.5

a key factor in minimizing the discrepancy of data distribu-
tion. Therefore, it is helpful to utilize a transferred source do-
main image dataset whose appearance is more similar to that
of the target-domain image dataset. Following common prac-
tice [71, 44], we adopt the transferred GTA5 images of [44]
which utilizes a CycleGAN[86] structure to adapt the style of
GTAV images to the style of Cityscapes images. In the fifth row
and sixth row of Table 3, we could find that our Image-to-Image
Translation achieves a similar performance compared to [9]. On
top of that, as we can see in the last row, our final adaptive per-
formance is superior to the state-of-the-art by 5.3%, resulting
in a 19.5% increase in mIoU over the non-adaptive baseline.

4.5. Analysis
In this section, we provide visualization results and provide

some analysis of our proposed framework.
Fig. 6 shows the comparison results of the per-class IoU gain

and comparisons of mIoU between the SE baseline [9] and our
proposed method. In many large categories, i.e., road, building,
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Table 9: Comparison results (mIoU) from SYNTHIA to Cityscapes (with ResNet 101 backbone).
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Source Only - 36.3 14.6 68.8 5.6 9.1 69.0 79.4 52.5 11.3 49.8 9.5 11.0 20.7 29.5

BDL [44] CVPR’19 86.0 46.7 80.3 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 51.4
DADA [68] ICCV’19 89.2 44.8 81.4 8.6 11.1 81.8 84.0 54.7 19.3 79.7 40.7 14.0 38.8 49.8
STAR [49] CVPR’20 82.6 36.2 81.1 12.2 8.7 78.4 82.2 59.0 22.5 76.3 33.6 11.9 40.8 48.1

IntraDA [55] CVPR’20 84.3 37.7 79.5 9.2 8.4 80.0 84.1 57.2 23.0 78.0 38.1 20.3 36.5 48.9
LTIR [34] CVPR’20 92.6 53.2 79.2 1.6 7.5 78.6 84.4 52.6 20.0 82.1 34.8 14.6 39.4 49.3
SIM [71] CVPR’20 83.0 44.0 80.3 17.1 15.8 80.5 81.8 59.9 33.1 70.2 37.3 28.5 45.8 52.1
LSE [53] ECCV’20 82.9 43.1 78.1 9.1 14.4 77.0 83.5 58.1 25.9 71.9 38.0 29.4 31.2 49.4

CrCDA [32] ECCV’20 86.2 44.9 79.5 9.4 11.8 78.6 86.5 57.2 26.1 76.8 39.9 21.5 32.1 50.0
WLabel [56] ECCV’20 92.0 53.5 80.9 3.8 6.0 81.6 84.4 60.8 24.4 80.5 39.0 26.0 41.7 51.9

CD-SAM [75] WACV’21 82.5 42.2 81.3 18.3 15.9 80.6 83.5 61.4 33.2 72.9 39.3 26.6 43.9 52.4
CLAN [51] TPAMI’21 82.7 37.2 81.5 17.1 13.1 81.2 83.3 55.5 22.1 76.6 30.1 23.5 30.7 48.8
ASA [85] TIP’21 91.2 48.5 80.4 5.5 5.2 79.5 83.6 56.4 21.9 80.3 36.2 20.0 32.9 49.3

DAST [79] AAAI’21 87.1 44.5 82.3 13.9 13.1 81.6 86.0 60.3 25.1 83.1 40.1 24.4 40.5 52.5

Ours - 85.5 42.5 83.0 20.9 25.5 82.5 88.0 63.2 31.8 86.5 41.2 25.9 50.7 55.9

Fig. 6: Comparisons of Per-Class IoU Gain between Choi et.al [9] and ours w/o
IT with VGG16 backbone in GTAV→ Cityscapes.

40.8

40.9

41

41.1

41.2

41.3

41.4

41.5

41.6

0.05 0.07 0.1 0.2 0.3

m
Io

U

𝝀𝟎

Fig. 7: Parameter analysis about λ0 (SYNTHIA→ Cityscapes).

sky, that have long boundaries, we have achieved a per-class
IoU performance improvement. In other static categories, such
as sidewalk, sign, vegetation and terrain, our method achieves a
lower performance degradation than [9]. Besides, as we can see
in Table 3 and Table 9, our method shows good performance
in some moving objects, e.g., motorcycle, bicycle, etc. Our
method obtains an overall better performance than [9].

4.5.1. Visualization
The effectiveness of the uncertainty-aware consistency regu-

larization is shown in Fig. 5. We visualize the student predic-
tion, teacher prediction, the entropy map of the teacher model,
and our uncertainty mask. In Fig. 5, as we can see in the fourth
column, the predictive entropy captures the latent epidemic un-
certainty, especially for some specific large objects, such as
car and truck. In the fifth column, the white pixels of the un-
certainty mask are the ones with higher confidence. The first
and third rows show that our uncertainty mask effectively fil-
ters out the unreasonable pixels and guides the teacher to be a
good proxy for training the student network in the early stage
of the training process. In addition, the second and fourth rows
show that our uncertainty module pays attention to the semantic
boundary of objects in the later training stage.

These qualitative results are consistent with our motivations
and reveal the reason why current consistency regularization
methods are often unstable in minimizing the distribution dis-
crepancy, which lies in two aspects. Firstly, directly impos-
ing a simple MSE constraint as consistency loss onto all pix-
els could harm the learning process by generating unreasonable
guidance from the teacher to the student model. Secondly, due
to the “error accumulation” in the teacher model, it could take
more training iterations to converge and even may lead to early
performance degradation during the adaptation process. In the
second row of Figure 4, the entropy is low and not obvious to
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Road Sidewalk FenceWallBuilding Pole Traffic light

Traffic sign Vegetation PersonSkyTerrain Rider Car

Truck Bus BicycleMotorcycleTrain

              Input                              Ground truth                           Source Only                               Ours

Fig. 8: Semantic segmentation qualitative results from GTA5 to Cityscapes. From left to right: target image, ground truth, source-only prediction, and predictions
using our method.



13

Table 10: Parameter analysis about α.

α 0.675 0.70 0.725 0.75 0.775 0.80
mean IoU 54.0 53.9 55.1 54.5 54.7 53.3

human naked eyes. However, our uncertainty mask can still
filter out these uncertain areas. The main reason is that our dy-
namic weighting scheme can enable dynamic adjustion during
the training. When the entropy is low, the dynamic threshold
will be updated accordingly, and thus, we can filter out theses
unobvious areas.

In Fig. 8, we illustrate some qualitative results of our models
tested on the validation sets of Cityscapes [10] dataset. Fol-
lowing prior works [73, 30, 81], we show the target image,
ground truth, source only prediction, and our prediction from
left to right. Without domain adaptation, the model trained
only on source supervision produces noisy segmentation pre-
dictions. With the help of our uncertainty-aware consistency-
regularization, our method manages to produce correct predic-
tions at a high level of confidence.

4.5.2. Parameter Analysis
In this section, we investigate the sensitivity of hyper-

parameters λ0, α, β, N and augmentations.
Effect of λ0: λ0 means the initial state of consistency weight
λcon, which balances the domain adaptation process among dif-
ferent loss functions, and it is crucial in the training process. In
Fig. 7, the best performance from SYNTHIA to Cityscapes (w
VGG16 backbone) occurs when the initial value of λ0 is 0.1.
The results of mean mIoU over the 16 common classes are re-
ported.
Effect of α: In this experiment, we set β = −5, N = 8 to check
the sensitivity of α in SYNTHIA to Cityscapes (w ResNet101
backbone). α is the initial state of the dynamic threshold in Eq
4. In Table 10, we find that when α is set to 0.725, we can
obtain the highest performance.
Effect of β: In this experiment, we adapt from SYNTHIA to
Cityscapes (w ResNet101 backbone) to discuss the selection of
the parameter β, which controls the exponential speed of the
dynamic threshold in Equation 4. We set the other parame-
ters α = 0.75, N = 8. In Table 11, we observe that the high-
est mIoU on target domain is achieved when the value of β is
around −4.8, which means that, under such condition, the ex-
ponential speed benefits the dynamic threshold of the domain
adaptation the most.
Effect of N: In this part, we analyze the selection of N, which
is the copy numbers of target image in the stochastic forward
pass. We set the other parameters as: α = 0.75, β = −5. In
Table 12, we find that when N is set to 8, it achieves the best
performance in SYNTHIA to Cityscapes (w ResNet101 back-
bone). Therefore, N is set to 8 in all experiments.
Effects of Augmentations: We investigate the sensitivity of
augmentation, e.g, Gaussian noise, color jittering, random crop.
GN, CJ, RC are the abbreviation of Gaussian noise, color jitter-
ing, random crop, respectively. The ablations of each augmen-
tation are shown in Table 13 when adapting from SYNTHIA

Table 11: Parameter analysis about β.

β -5.3 -5.2 -5.1 -5.0 -4.9 -4.8 -4.7
mean IoU 54.2 54.7 53.7 54.5 54.7 55.9 54.5

Table 12: Parameter analysis about N.

N 6 7 8 9 10
mean IoU 53.6 54.0 54.5 53.4 54.1

to Cityscapes (w ResNet101 backbone). From the Table 13,
we can observe that augmentations are complementary and our
consistency regularization needs to be conducted under the con-
dition that the student image and the target image are imposed
with different augmentations.

4.6. Limitations

1) We develop a unified uncertainty-aware consistency regular-
ization in this work. Though our method has achieved very
good results, it can hardly treat the stuff regions and the in-
stances of things in a different manner to reduce the uncertainty.
2) The scale-invariant feature across different frames are ne-
glected in this work, which can be utilized as prior knowledge
for effective domain adaptation for video semantic segmenta-
tion. As future work, these interesting points will be investi-
gated.

5. Conclusion

In this paper, we proposed an uncertainty-aware consistency
regularization technique to address the domain shift for cross-
domain segmentation. Our uncertainty module is capable of
estimating the latent uncertainty map for the purpose of a bet-
ter knowledge transfer. Specifically, We first introduced an
uncertainty-guided consistency loss with a dynamic weight-
ing scheme for filtering out the unreasonable pixels and min-
ing the high confident predictions of target samples. Secondly,
we present a ClassDrop mask generation algorithm to gener-
ate class-wise perturbations. Guided by this mask, we present a
ClassOut strategy to keep the local regional consistency in vary-
ing environments. Experimental results verify that our method
is superior to existing state-of-the-art approaches on four chal-
lenging benchmark datasets.
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Table 13: Ablation study of each augmentation.

No Aug RC GN CJ mIoU
√

52.2
√ √

51.9
√ √ √

53.7
√ √ √ √

55.9
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