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An important aim of systematic reviews and meta-
 analyses is to assess the extent to which different studies 
give similar or dissimilar results.1 Clinical, methodologi-
cal, and biological heterogeneity are often topic specific, 
but statistical heterogeneity can be examined with the 
same methods in all meta-analyses. Therefore, the 
perception of statistical heterogeneity or homogeneity 
often influences meta-analysts and clinicians in impor-
tant decisions. These decisions include whether the 
data are similar enough to combine different studies; 
whether a treatment is applicable to all or should be 
“individualised” because of variable benefits or harms 
in different types of patients; and whether a risk factor 
affects all people exposed or only select populations. 
How uncertain is the extent of statistical heterogeneity 
in meta-analyses? Moreover, is this uncertainty properly 
factored in when interpreting the results?

Evaluating heterogeneity between studies
Many statistical tests are available for evaluating hetero-
geneity between studies.2 3 Until recently, the most pop-
ular was Cochran’s Q, a statistic based on the χ2 test.4 
Cochran’s Q usually has only low power to detect het-
erogeneity, however. It also depends on the number of 
studies and cannot be compared across different meta-
analyses.2 3 Higgins and colleagues, in two highly cited 
papers,5 6 proposed the routine use of the I2 statistic. I2 
is calculated as (Q−df)/Q×100%, where df is degrees of 
freedom (number of studies minus 1). Values of I2 range 
from 0% to 100%, and it tells us what proportion of 
the total variation across studies is beyond chance. This 
statistic can be used to compare the amount of inconsist-
ency across different meta-analyses even with different 
numbers of studies.7 I2 is routinely implemented in all 
Cochrane reviews (standard option in RevMan) and is 
increasingly used in meta-analyses published in medi-
cal journals.

Higgins and colleagues suggested that we could “ten-
tatively assign adjectives of low, moderate, and high 
to I2 values of 25%, 50%, and 75%.”6 Like any metric, 
however, I2 has some uncertainty, and Higgins and 
Thompson provided methods to calculate this uncer-
tainty.5 Recently, other investigators compared the per-
formance of I2 and Q in Monte-Carlo simulations across 
diverse simulated meta-analytic conditions. They found 
that I2 also has low statistical power with small numbers 
of studies and its confidence intervals can be large.8

Interpreting heterogeneity in selected meta-analyses
Inferences about the extent of heterogeneity must be 
especially cautious when the 95% confidence intervals 
around I2 are wide, ranging from low to high heteroge-
neity. Such uncertainty is usually ignored in systematic 
reviews, however. This can result in misconceptions. 
For example, a systematic review of corticosteroids for 
Kawasaki disease found a point estimate I2=59%.9 The 
authors decided to exclude the two studies that were 
most different, saying that their removal eliminated all 
of the across study heterogeneity (Q=5.59, P=0.588, 
I2=0.00). In fact, the 95% confidence interval for this 
I2=0% estimate still extends from 0% to 56%. With two 
small randomised trials and six non-randomised com-
parisons remaining, the meta-analysis concluded that 
corticosteroids consistently halve the risk of coronary 
aneurysms. However, the two largest randomised trials 
on this topic were published after the meta-analysis. 
Heterogeneity resurfaced: the largest trial found no 
effect on coronary dimensions,10 while the other trial 
showed an 80% reduction in the risk of coronary artery 
abnormalities.11

Eight systematic reviews published in the BMJ 
between 1 July 2005 and 1 January 2006 performed 
meta-analyses of randomised trials and seven of them 
performed some statistical analysis of heterogeneity 
between studies (table on bmj.com).12-18 Each review 
stated that they had tried to interpret heterogeneity, 
and seven meta-analyses provided enough informa-
tion for us to calculate the 95% confidence interval of 
I2. The lower 95% confidence interval was always as 
low as 0% (rounded to integer percentage), with one 
exception. The upper 95% confidence interval always 
exceeded the 50% threshold, and in four cases it also 
exceeded the 75% threshold. A conclusive statement 
was feasible in only one case, where I2 was 69%, the 
95% confidence interval was 40% to 80%, the Q statis-
tic had P<0.001, and the authors justifiably concluded 
that “there was significant heterogeneity among these 
trials.”13 This meta-analysis had 15 studies, so the power 
of both Q and I2 was good. In all other meta-analyses 
(two to 12 studies each), strong statements in interpreting  
heterogeneity would be difficult to make. Only one 
review presented 95% confidence intervals for an I2 
estimate.12 The authors concluded that “we could not 
observe significant heterogeneity.” Indeed the Q statistic 
had P=0.19. However, with only five studies, the power 
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to detect heterogeneity was negligible. The I2 statistic 
was 35% and the 95% confidence interval ranged from 
0% (no heterogeneity) to 76% (high heterogeneity).

Uncertainty in I2: large scale survey of meta-analyses
This limitation is not confined to the selected exam-
ples presented here—it is probably the rule rather 
than the exception. We used two large datasets of 
meta-analyses to evaluate empirically the extent 
of uncertainty in I2 estimates. Firstly, we looked at 
meta-analyses of the Cochrane Database of Systematic 
Reviews (Issue 4, 2005) that had four or more syn-
thesised studies and binary outcomes. Because each 
Cochrane review may include several meta-analyses, 
we looked only at the one with the highest number of 
studies; in the case of ties, we used the one with the 
largest sample size. We did not look at meta-analyses 
of two or three studies. Such studies form a sizeable 
proportion of the Cochrane Library,19 but their 95% 
confidence intervals of I2 almost always span a wide 
range of heterogeneity, unless the studies are large 
and they give very different results. In total, we cal-
culated the I2 statistic and its 95% confidence intervals 
for 1011 meta-analyses. The second dataset was a 
previously described database of 50 meta-analyses 
of gene-disease associations that had found a nomi-
nally statistically significant effect (P<0.05) for the 
proposed genetic risk factors.20

Figure 1 shows the upper and lower 95% confidence 
intervals of I2 for the two sets of meta-analyses. The 
 pattern is similar. Of the meta-analyses where I2 is ≤25% 

(low heterogeneity), 83% of the Cochrane meta-analyses 
and 73% of the genetic risk factor meta-analyses have 
upper 95% confidence intervals that cross into the 
range of large heterogeneity (I2 ≥50%). Of the meta-
analyses where I2 is ≥50% (large heterogeneity), 67% 
of the Cochrane meta-analyses and 52% of the genetic 
risk factor meta-analyses have lower 95% confidence 
intervals that cross into the range of low heterogeneity 
(I2 ≤25%). 

Meta-analyses where I2 is estimated at 0% are affected 
by an especially important misconception. Many 
reviews interpret this as absence of heterogeneity, but 
the upper 95% confidence interval may be substantial 
(as in the Kawasaki example discussed above9). Figure 
2 shows the uncertainty for the upper 95% confidence 
interval of I2 for the two sets of meta-analyses, limited to 
those with I2=0% (n=373 for Cochrane reviews, n=12 
genetic studies). The upper 95% confidence interval 
exceeds 33% in all these meta-analyses. For 81% of the 
meta-analyses with I2=0%, the 95% confidence intervals 
are 50% or higher. Because of the way that research is 
currently reported, considerable heterogeneity between 
studies cannot be excluded with confidence in most 
meta-analyses. Some heterogeneity between studies 
is probably present in most meta-analyses. Claims for 
homogeneity may sometimes be stronger than the evi-
dence allows. Trusting a non-significant P value for the 
Q statistic and an I2 estimate of 0% may sometimes 
lead to spurious certainty about the comparability and 
similarity of study results.

Technical aspects
The confidence interval of I2 can be calculated by sev-
eral methods.5 Two methods, a test based approach 
and a non-central χ2 based approach, have been imple-
mented in Stata (heterogi module). The performance 
of these two methods is comparable, although the test 
based approach often gives lower values for lower and 
upper confidence intervals, so that the non-central χ2 
based approach may be preferable.

Concluding comments
All statistical tests for heterogeneity are weak, including 
I2. The clinical implications of this are considerable and 
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Fig 1 | Confidence intervals for estimated I2 in 1011 Cochrane 
meta-analyses and 50 meta-analyses of genetic risk factors. 
The median number of studies was 7 (interquartile range 5-11) 
and 20 (13-26), respectively, and the median total sample size 
was 1112 (512-2691) and 4660 (2823-8761), respectively. The 
median I2 was 21% (0-50%) and 38% (5-60%), respectively

Fig 2 | Proportion of meta-analyses with estimated I2=0% 
whose upper 95% confidence interval of I2 is lower than a 
given value 
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must be examined on a case by case basis. Putting too 
much trust in homogeneity of effects may give a false 
sense of reassurance that one size fits all. Lack of evi-
dence of heterogeneity is not evidence of homogeneity. 
Conversely, putting too much trust in the presence of 
heterogeneity of effects may lead to spurious subgroup 
and exploratory analyses. Given that I2 is not precise, 
95% confidence intervals should always be given.
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Effective improvements in health care require methods to evaluate professional practice.  
Azee� majeed, Helen Lester, and Andrew Bind�an examine the assessment of quality

I�proving the quality of care with  
perfor�ance indicators

The quality of services provided by primary care 
doctors varies widely, and there is often a large gap 
between optimal primary care services and actual 
practice.1 This quality gap can have serious health 
consequences, including deaths from medical errors, 
increased rates of complications in chronic disease, 
hospital admissions for adverse drug reactions and 
interactions, and outbreaks of potentially preventable 
infectious diseases such as measles. It also has large 
financial costs for the healthcare system, national gov-
ernments, and society, as well as affecting patients’ 
quality of life. 

The reasons for the quality gap are not always 
within the doctors’ control. Sometimes the cause can 
lie with the public—for example, parents who refuse to 
allow their child to receive the measles, mumps, and 
rubella vaccine because of concerns about side effects. 
Even when the doctor and patient agree to follow 

a healthcare plan that meets the highest standard 
for quality, structural barriers related to the design 
or financing of healthcare systems can prevent the 
timely receipt of that service—for example, screening 
mammography for an appropriately aged woman. 
Nevertheless, the focus of this article and others in 
the series is on measuring the performance of doctors. 
Causes of the quality gap that lie with the doctor 
include being unaware of best practice and the latest 
guidance on managing a condition or being wary 
about using certain interventions, such as warfarin to 
reduce the risk of cerebrovascular disease, because of 
the fear of adverse events.  

What is quality and how do we measure it?
The Institute of Medicine defines quality as: “The 
degree to which health services for individuals and 
populations increase the likelihood of desired health 
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outcomes and are consistent with current professional 
knowledge.”2 To measure how well health services 
meet this goal, a range of performance indicators 
(sometimes described as quality indicators or quality 
measures) have been developed.3 

Indicators are measurable elements of practice for 
which there is evidence or consensus that they reflect 
quality and hence help change the quality of care 
provided. Indicators are often based on routinely col-
lected data, data from electronic medical records, and 
sometimes data from surveys.4

Current initiatives
In England in the 1990s, the use of performance 
indicators initially developed ad hoc, with different 
regions developing their own indicators. The intro-
duction of performance indicators was accompanied 
by various other quality improvement initiatives 
including a series of national service frameworks, 
which set out objectives for the health service, 
and the establishment of the National Institute for 
Clinical Excellence (now the National Institute for 
Health and Clinical Excellence), which provides 

guidance on promoting good health and preventing 
and treating ill health.

During the past decade, the development and 
implementation of performance indicators has been 
largely driven by an increased interest in the qual-
ity of care and the arrival of computerised admin-
istrative and clinical databases that, for the first 
time, could provide routine information on quality. 
Performance indicators have become increasingly 
sophisticated—for example, moving in the UK from 
relatively simple indicators based on administrative 
or claims data to more sophisticated measures based 
on clinical information from electronic medical 
records. In the United States, the development of 
quality measurement was initially driven by the rap-
idly increasing costs of health care and purchasers’ 
need to know they were getting value for money. 
Other important factors were the desire to make 
performance data available publicly and develop-
ments in health informatics, which have reduced 
the cost of producing performance indicators while 
steadily increasing their sophistication.5

In April 2004, the UK government took the bold 
step of introducing standardised performance indi-
cators across the country and linking performance 
to general practitioners’ pay.6 The quality and out-
comes framework in the resulting new contract 
for general practitioners includes a range of per-
formance measures for clinical, organisational, 
and other areas (such as cervical screening and 
contraceptive services) and also patient expe-
rience. Early results suggest that most general 
practices achieved high scores across the different 
parts of the framework. However, as indicators 
within the framework change and thresholds for 
achievement alter, we may begin to see greater 
variation between practices in measured quality 
of care.

Public disclosure of performance data
Public disclosure of performance data 

is becoming increasingly common in 
both the UK and the US. In the UK, 

practice data from the quality and 
outcomes framework is published 
online, giving the public access 
to standardised information on 
general practices for the first time 
(www.qof.ic.nhs.uk/). At present, 
this does not seem to have a large 
role in how patients choose their 
general practice, although pub-
lic disclosure of performance 
data has been shown to encour-
age provider organisations to 
improve quality.7 However, 
use may change as the range of 
information on general practices 
increases and patients become 
more skilled at using the inter-
net to view performance data.

This is the first article in a series 
looking at use of performance 
indicators in the UK and 
elsewhere. 
 This series is edited by Azeem 
Majeed, professor of primary 
care, Imperial College London 
(a.majeed@imperial.ac.uk) and 
Helen Lester, professor of primary 
care, University of Manchester 
(helen.lester@manchester.ac.uk).
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Finally, using performance indicators also has 
some potential adverse consequences. These include 
doctors declining to accept patients who could be dif-
ficult to manage; overtreatment of patients who may 
not benefit greatly from an intervention; and neglect 
of areas not covered by performance monitoring. 
Doctors may have to spend more time on collect-
ing the performance data and less on dealing with 
patients. However, despite the pitfalls,11 performance 
measures in primary care are here to stay and will be 
used increasingly for quality improvement and per-
formance management in the UK, Europe, United 
States, and elsewhere. Other articles in this series will 
discuss how quality measures have been used in the 
United States; the patient perspective on measuring 
quality; whether quality of care is determined by 
more than what is measurable; and future directions 
in measuring quality in primary care.
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What can we learn from other countries?
Performance monitoring systems and performance 
indicators have largely been developed in a man-
ner that makes them unique to each country. This 
means it can be difficult to compare quality of care 
and to transfer performance indicators directly 
between different health systems, clinical practices, 
and cultures.8 However, although some indicators 
will inevitably be country specific, others, such as 
glycated haemoglobin concentrations in diabetic 
people or percentage of patients with coronary 
heart disease prescribed statins, need not be, and 
could be designed in a way that makes international 
comparisons possible.

Quality indicators can also be used to benchmark 
performance across countries to gain insights into 
what is achievable and how to improve quality.9 
However, this requires investment in information 
systems to support measurement of quality. For 
example, it would have been difficult to implement 
a system of performance indicators throughout the 
UK without widespread computerisation of medical 
records in primary care. Furthermore, although the 
practice of primary care has many similarities in 
different countries, differences in the way in which 
clinical data are collected and coded complicates 
comparisons.10 For example, the UK uses Read 
codes, the US uses international classification of dis-
ease (ICD-9) codes, and many other countries use 
international classification of primary care (ICPC) 
codes. An internationally accepted set of data stand-
ards for coding diagnoses and other clinical data is 
needed as a first step towards routine comparisons 
of quality of health care across countries.

Information systems that can produce comparable 
information on process and outcomes of care are 
also needed to enable international comparisons. 
The need for substantive baseline data to compare 
change in quality against pre-existing trends, and 
the development of supporting educational strat-
egies for health professionals are also issues that 
other countries may wish to consider if introducing 
a national system of performance indicators.

Web resources 

Quality	and	outcomes	framework	data	for	general	practices	
(www.qof.ic.nhs.uk/)—Provides	information	on	the	
performance	of	general	practices	in	England

Quest	for	Quality	and	Improved	Performance	
(http://212.72.48.4/QQUIP/index.
aspx?Chapterid=19691)—Independent	data	and	
commentary	about	the	quality	and	performance	of	health	
care	in	England

National	Quality	Measures	Clearing	House	(www.
qualitymeasures.ahrq.gov/)—A	US	Department	of	Health	
and	Human	Services	sponsored	public	repository	for	
evidence	based	measures	of	quality

National	Quality	Forum	(www.qualityforum.org)	—A	
private,	not	for	profit	organisation	created	to	develop	and	
implement	a	national	strategy	for	measuring	and	reporting	
healthcare	quality	in	the	US

SUmmArY PoINtS
The	performance	of	primary	care	doctors	is	being	monitored	
more	closely	in	the	US	and	UK
Purchasers	of	health	care	are	also	starting	to	link	
performance	to	pay
Public	access	to	performance	data	is	allowing	more	
informed	decisions	when	choosing	doctors	and	health	care	
Computerisation	will	enable	the	development	of	
increasingly	sophisticated	performance	indicators
Greater	standardisation	of	clinical	data	and	performance	
indicators	is	needed	for	more	meaningful	international	
comparisons	


