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Abstract. This study proposes a framework for analysing

and quantifying the uncertainty of river flow data. Such un-

certainty is often considered to be negligible with respect to

other approximations affecting hydrological studies. Actu-

ally, given that river discharge data are usually obtained by

means of the so-called rating curve method, a number of dif-

ferent sources of error affect the derived observations. These

include: errors in measurements of river stage and discharge

utilised to parameterise the rating curve, interpolation and

extrapolation error of the rating curve, presence of unsteady

flow conditions, and seasonal variations of the state of the

vegetation (i.e. roughness). This study aims at analysing

these sources of uncertainty using an original methodology.

The novelty of the proposed framework lies in the estima-

tion of rating curve uncertainty, which is based on hydraulic

simulations. These latter are carried out on a reach of the Po

River (Italy) by means of a one-dimensional (1-D) hydraulic

model code (HEC-RAS). The results of the study show that

errors in river flow data are indeed far from negligible.

1 Introduction

In recent years, there has been an increasing interest in as-

sessing uncertainty in hydrology and analysing its possi-

ble effects on hydrological modelling (Montanari and Brath,

2004; Montanari and Grossi, 2008). Uncertainty has been

recognised to be important in the communication with end

users (Beven, 2006; Montanari, 2007) and to play a key role

in the context of prediction in ungauged basins (PUB). Fur-

thermore, uncertainty assessment is one of the key tasks of

the PUB initiative launched in 2003 by the International As-

sociation of Hydrological Sciences (Sivapalan et al., 2003).
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Indeed, hydrologists are well aware that a significant ap-

proximation affects the output of hydrological models. Un-

certainty is caused by many sources of error that propagate

through the model therefore affecting its output. Three main

sources of uncertainty have been identified by hydrologists

(e.g. Goetzinger and Bardossy, 2008): (a) uncertainty in ob-

servations, which is the approximation in the observed hy-

drological variables used as input or calibration/validation

data (e.g. rainfall, temperature and river); (b) parameter un-

certainty, which is induced by imperfect calibration of hy-

drological models; (c) model structural uncertainty, which

is originated by the inability of hydrological models to per-

fectly schematise the physical processes involved in the

rainfall-runoff transformation. Among these, observation un-

certainty is often believed to play a marginal role, given that

it is often considered negligible with respect to (b) and (c).

Hence, only few attempts have been made to quantify the ef-

fects of the observation uncertainty on hydrological and hy-

draulic modelling (e.g. Clarke (1999); Pappenberger et al.,

2006). Nevertheless, the estimation of the uncertainty in ob-

servations with which the model is compared should be the

starting point in model evaluation. For instance, the method-

ology recently proposed by Liu et al (2009) to assess model

performance by using limits of acceptability (Beven, 2006)

is based on the assessment of observation uncertainty.

Already 20 years ago, Pelletier (1987) reviewed 140 pub-

lications dealing with uncertainty in the determination of

the river discharge, thereby providing an extensive summary.

Pelletier (1987) referred to the case in which river discharge

is measured by using the velocity-area method, which is

based on the relationship:

Q′(x, t) = A(x, t) × v(x, t) (1)

where x is the river chainage, t is the sampling time, Q′(x,t)

is the measured river discharge, A(x,t) is the cross sectional

area and v(x, t) is the average flow velocity. Hence, errors

in Q′(x,t) are originated by uncertainties in both A(x,t) and
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v(x,t), which are due to imprecision of the current meter,

variability of the river flow velocity over the cross section

and uncertainty in the estimation of the cross section geom-

etry. Pelletier (1987) highlighted that the overall uncertainty

in a single determination of river discharge, at the 95% confi-

dence level, can vary in the range 8%–20%, mainly depend-

ing on the exposure time of the current meter, the number

of sampling points where the velocity is measured and the

value of v(x, t). Other contributions reported errors around

5–6% (Leonard et al., 2000; Shmidt, 2002). In addition, the

European ISO EN Rule 748 (1997) describes a methodology

to quantify the expected errors of the velocity-area method.

It is important to note that, in operational practice, river

discharge observations are usually obtained by means of the

so-called rating curve method (e.g. World Meteorological

Organisation, 1994). According to this technique, measure-

ments of river stage are converted into river discharge by

means of a function (rating curve), which is preliminarily

estimated by using a set of stage and flow measurements.

Hence, an additional error is induced by the imperfect esti-

mation of the rating curve. In this paper, the river discharge

estimated through the rating curve method is denoted by the

symbol Q(x, t).

This study aims at proposing a framework for assessing

the global uncertainty affecting Q(x, t), which obviously de-

pends on the specific test site considered. In particular, ap-

proaches described by previous studies (e.g. Herschy, 1970,

1975; European ISO EN Rule 748, 1997) are applied to

estimate the uncertainty of Q′(x,t) (velocity-area method),

while an original methodology is developed to analyse ad-

ditional sources of error in the river discharge observation,

Q(x, t), related to the uncertain estimation of the rating

curve.

2 Uncertainty in river discharge observations

A full comprehension of the uncertainty that affects the rating

curve method for discharge measurement requires a descrip-

tion of the procedure itself. In order to estimate the rating

curve, field campaigns are carried out to record contempora-

neous measurements of river stage h(x,t) and river discharge

Q′(x,t), evaluated by using the velocity-area method. These

measurements allow the identification of a number of points

(Q′(x,t); h(x, t)) that are then interpolated by using an an-

alytical relationship as rating curve. Once the rating curve

is estimated, the observed river discharge Q(x,t) at arbitrary

time t can be operationally obtained by measuring the river

stage h(x, t). A function widely used as rating curve in river

hydraulics (characterised by some physical justifications) is

the power function (e.g. Dymond and Christian, 1982; Her-

schy, 1978; Pappenberger et al., 2006):

Q (x, t) = c1 × (h (x, t) − c2)
c3 (2)

where c1, c2 and c3 are calibration parameters, usually esti-

mated by means of the least squares method (e.g. Petersen-

Øverleir, 2004). Polynomial functions can also be used as

rating curves (e.g. Yu, 2000):

Q(x, t) = c1 × h(x,t) + c2 × h(x, t)2 + c3 × h(x, t)3 (3)

Obviously, in order to estimate a reliable rating curve, the

reduction of the uncertainty of the measurements Q′(x,t) is

required. The European ISO EN Rule 748 (1997) provides

guidelines to this end by establishing an international stan-

dard for Europe. Accordingly, the measurement of Q′(x,t)

should be carried out as follows. First of all one should

measure the river flow velocity along a number of vertical

segments lying on the cross section. When the cross sec-

tion width exceeds 10 m, v(x, t) should be measured along

at least 20 verticals that should be placed so that the river

discharge in each subsection is less than 5% of the total;

the number and spacing of the velocity measurements along

each vertical should be selected so that the difference in read-

ings between two adjacent points is no more than 20% of the

higher value. Once the velocity readings along each verti-

cal are integrated over depth, the area of the obtained veloc-

ity curve gives the discharge per unit width along that ver-

tical. The average of two subsequent area values gives the

discharge per unit width in the subsection encompassed by

the two verticals. Finally, the river discharge Q′(x,t) is ob-

tained by integrating the discharges in each subsection.

2.1 A simple model for the error structure of the rating

curve method

In order to infer the error affecting river flow observations

derived by the rating curve method, a model for the error

structure is to be introduced. Given that the available infor-

mation is often limited in practical cases, a simple model is

proposed herein. The model aims at taking into account the

main sources of uncertainty within a simplified approach.

In this study, the uncertainty induced by imperfect ob-

servation of the river stage is neglected. This is consistent

with the fact that these errors are usually very small (around

1–2 cm; e.g. Shmidt, 2002; Pappenberger et al., 2006) and

therefore of the same order of magnitude as standard topo-

graphic errors. Moreover, the geometry of the river is as-

sumed to be stationary, which means that the rating curve

changes in time only because of seasonal variation of rough-

ness (see below). This assumption has been made because

the uncertainty induced by possible variations of the river ge-

ometry is heavily dependent on the considered case study and

no general rule can be suggested. However, it is worth not-

ing that, using this assumption, the study neglects one of the

most relevant sources of uncertainty that may affect river dis-

charge observations where relevant sediment transport and

erosion processes are present.

In view of the assumptions made, the following main

sources of error affecting Q(x, t) can be identified: 1)
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error ε1(Q(x, t)) in the measurement Q′(x,t) obtained

with the velocity-area method; 2) error ε2(Q(x, t)) due

to rating curve uncertainty which in turn is induced by

2.1) interpolation and extrapolation error, ε2.1(Q(x, t)),

of the rating curve; 2.2) the presence of unsteady

flow conditions, ε2.2(Q(x, t)); 2.3) seasonal changes of

roughness,ε2.3(Q(x, t)). According to operational experi-

ence, ε1(Q(x, t)) and ε2(Q(x, t)) are independent. This

study assumes that the global uncertainty,ε(Q(x, t)), affect-

ing Q(x, t) can be obtained by:

ε(Q(x, t)) = ε1(Q(x, t)) + ε2(Q(x, t)) (4)

ε1(Q(x, t)) is assumed to be a Gaussian random variable

(e.g. European ISO EN Rule 748, 1997) while ε2(Q(x, t))

is precautionarily assumed to be a binary random variable

(see Sect. 2.3 below for more details) inferred by means of

numerical simulations.

Traditional approaches are used in this study to infer

ε1(Q(x, t)), while original techniques are developed to eval-

uate the rating curve uncertainty ε2(Q(x, t)). The latter is

a difficult task as the methodology depends on the avail-

able information. As a general framework, the study pro-

poses the estimation of ε2(Q(x, t)) using a flood propaga-

tion model, under a set of simplifying assumptions. Some

of these assumptions can be easily removed in practical ap-

plications, depending on the scope of the analysis and the

available information. The proposed procedures for estimat-

ing ε1(Q(x, t)) and ε2(Q(x, t)) are described below.

2.2 Uncertainty in river discharge measurements

The uncertainty affecting the Q′(x,t) measurements derived

by the velocity-area method is mainly due to: the river flow

during the measurement may be unsteady; the presence of

wind may affect the reliability of the velocity measurement;

the velocity measurement by the current meter may be impre-

cise even in ideal conditions; the measurement of the width,

B, of the cross section and water depth, hi , along each i-th

vertical segment may be affected by errors; the spatial vari-

ability of the flow velocity may induce estimation errors for

the area of the velocity curve along the vertical segments and

the mean velocity per unit width. This latter error is strictly

related to the number of vertical segments.

In order to quantify the uncertainty affecting Q′(x,t) one

needs to quantify the individual sources of error. The Eu-

ropean ISO EN Rule 748 (1997) provides indications about

the magnitude of these errors, at the 95% conFIdence level:

the uncertainty Xe affecting the measurement of the local

flow velocity is about ±6%, when the velocity itself is about

0.5 m/s and the exposure time is 2 min; the uncertainty Xc

affecting the rating of the rotating element of the current-

meter is about ±1%, when the flow velocity is about 0.5 m/s;

the uncertainty XB affecting the measurement of B is about

±1%; the uncertainty Xd affecting the measurement of hi is

about ±1%; the uncertainty Xp in the estimation of the mean

velocity along each vertical segment is about ±5% when at

least 5 point measurements are collected; the uncertainty XA

in the estimation of the mean velocity over the cross section

is about ±5% when the number of vertical segments, m, is

about 20.

The uncertainty affecting Q′(x,t) can be obtained by inte-

grating the individual sources of uncertainty above (Herschy

(1970, 1975); European ISO EN Rule 748, 1997). In partic-

ular under the assumptions that: i) the current meter is oper-

ated in ideal conditions, without any systematic uncertainty

and in absence of significant wind and unsteady flow; ii) the

errors are independent and normally distributed and iii) the

number of vertical segments, is at least 20, with an even dis-

tribution of discharge along the river cross subsections, the

uncertainty affecting Q′(x,t), at the 95% confidence level,

can be computed as:

X
′

Q = ±

√

X2
A +

1

m
(X2

e + X2
c + X2

B + X2
d + X2

p) = 5.3% (5)

Thus, it can be concluded that any river discharge mea-

surement that is used to calibrate a rating curve is affected

by an uncertainty of about 5% of Q′(x,t) at the 95% confi-

dence level. This outcome matches the indications reported

in Leonard et al. (2000) and Shmidt (2002). It follows that

ε1(Q(x, t)) is a Gaussian random variable with zero mean

and standard deviation equal to 0.027Q(x,t).

2.3 Rating curve uncertainty

This study assumes that in the operational practice no

information is available to infer the sign of the errors

ε2.1(Q(x, t)), ε2.2(Q(x, t)) and ε2.3(Q(x, t)). In fact, even

though one could infer the sign of the error induced by un-

steady flow and roughness changes, the necessary informa-

tion is often not available. Moreover, it is unlikely to intro-

duce any reliable assumption about the sign of the errors in-

duced by interpolation/extrapolation. The worst situation is

obtained when the signs are in agreement; in fact, if the errors

have opposite signs there is error compensation. Therefore,

in order to follow a conservative approach, these errors are

assumed to have an absolute additive structure, so that the

absolute error affecting Q(x,t), which is induced by rating

curve uncertainty, |ε2(Q(x, t))|, can be obtained by:

|ε2(Q(x, t))| = (6)

|ε2.1(Q(x, t))| + |ε2.2(Q(x, t))| + |ε2.3(Q(x, t))|

This allows one to deterministically obtain a safe estimate

of the absolute error induced by rating curve uncertainty via

numerical simulation (see below). However, given that no

information is available in operational practice to infer the

error sign, ε2(Q(x, t)) is assumed to be a binary random

variable which can assume the values +|ε2(Q(x, t))| and

− |ε2(Q(x, t))| with equal probability.

www.hydrol-earth-syst-sci.net/13/913/2009/ Hydrol. Earth Syst. Sci., 13, 913–921, 2009
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Fig. 1. The Po River basin and the river reach under study from Isola

Sant’Antonio to Pontelagoscuro (blue); altimetry of the catchment

(yellow scale).

Table 1. Geometric characteristics of the Po River reach from Isola

S. Antonio to Pontelagoscuro.

Main channel width (m) 200–500

Main channel depth (m) 10–15

Floodplain width (m) 1000–3000

Average bed slope (%) 0.02

As mentioned above, in order to quantify |ε2(Q(x, t))| nu-

merical experiments were performed using the 1-D model

code HEC-RAS (Hydrologic Engineering Center, 2001).

HEC-RAS solves the 1-D differential equations for unsteady

open channel flow (De Saint Venant equations), using the fi-

nite difference method and a four point implicit method (box

scheme; Preismann, 1961). HEC-RAS is widely used for hy-

draulic modelling (e.g. Pappenberger et al., 2006; Young et

al., 2009; Di Baldassarre et al., 2009) and a number of stud-

ies have showed that HEC-RAS is often suitable for provid-

ing a reliable reproduction of the flood propagation in natural

rivers and streams (e.g. Horritt and Bates, 2002; Castellarin

et al. 2009).

The numerical study focused on a 330 km reach of the

Po River from Isola Sant’Antonio to Pontelagoscuro (see

Fig. 1). The Po River is the longest river in Italy (the total

length is about 652 km) and it drains a large part of north-

ern Italy, with a contributing area at the closure section of

about 70 000 km2. The geometry of river reach was de-

scribed by 275 cross sections surveyed in 2005. Figure 2

shows the elevation of the river bed and the levee system.

The main geometric characteristics of the reach are sum-

marised in Table 1. In October 2000 a major flood event

occurred along the Po River, with an estimated peak flow

of about 10 500 m3/s at Isola Sant’Antonio and 9800 m3/s

at Pontelagoscuro. River stage observations collected dur-

ing the 2000 flood were used to calibrate the 1-D model. In
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Fig. 2. Levee system (black) and bed (grey) elevation of Po

River from Isola Sant’Antonio to Pontelagoscuro and location of

Casalmaggiore and Boretto [left panel]; example of cross section

near Boretto[right panel].
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Fig. 3. October 2000 flood event: discharge hydrograph at Isola

Sant’Antonio used as upstream boundary condition.

particular, the Manning roughness coefficient was allowed

to vary between 0.01 and 0.06 m−1/3 s for the main channel

and between 0.05 and 0.15 m−1/3 s for the floodplain. Sev-

eral simulations of the 2000 flood event were carried out by

using: the flow hydrograph observed at Isola S. Antonio as

upstream boundary condition (Fig. 3), the flow hydrograph

recorded in the major tributaries as lateral inflow and the

stage hydrograph observed at Pontelagoscuro as downstream

boundary condition.

To check the model reliability, the water stages observed

in two internal cross sections (Casalmaggiore and Boretto,

Fig. 2) were compared to simulated ones. The best per-

formance was obtained by using Manning’s values equal to

0.03 m−1/3 s for the main channel and 0.09 m−1/3 s for the

floodplain. These values agree with what is recommended

by the literature. In particular, Chow et al. (1988) sug-

gest for this type of rivers Manning coefficients around 0.03–

0.04 m−1/3 s for main channel and around 0.08–0.12 m−1/3 s

and floodplain. Figure 4 shows the simulated and observed

stage hydrographs in the two internal cross sections. By
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Fig. 4. Model calibration: observed (grey dots) and simulated

(black line) stage hydrographs in Casalmaggiore [left panel] and

Boretto [right panel].

analysing Fig. 4, one can observe that the model provides

a satisfactory reproduction of the hydraulic behaviour of the

reach under study, although it does not capture irregularities

on the rising limb. These irregularities are mainly due to the

presence of some two-dimensional (2-D) features, such as

failures of minor levees, which cannot be represented using

a 1-D model.

In order to inspect the uncertainty induced by an imperfect

estimation of the rating curve, the study focused on 17 cross

sections placed near the internal cross section of Boretto. For

each of them the 1-D model was used to estimate the steady

flow rating curve for river discharges ranging from 1000 to

12 000 m3/s. It is relevant to note that in the river reach un-

der study there is in practice a one-to-one correspondence be-

tween the water stage and the river discharge in steady flow

conditions, in view of the negligible role played by the down-

stream disturbances and boundary condition.

2.3.1 Uncertainty induced by interpolating and extrap-

olating the rating curve

The interpolation and extrapolation error |ε2.1(Q(x, t))| was

estimated as follows. For each cross section, a total of

11 (Q′(x,t); h(x,t)) points corresponding to river discharge

values in the range 1000–6000 m3/s, by steps of 500 m3/s,

were obtained through steady flow simulations. Then, rat-

ing curves were estimated using the two Eqs. (2) and (3) to

interpolate these (Q′(x,t); h(x,t)) points. This methodol-

ogy reflects the fact that rating curves are usually derived by

using river discharge measurements related to ordinary flow

conditions (for obvious practical reasons) and then extrap-

olated to estimate river discharge for high flow conditions

also. Specifically, in the river reach under study, river dis-

charges in the range 1000–6000 m3/s correspond to ordinary

flow conditions (from low flow values to ordinary floods),

while river discharges in the range 6500–12 000 m3/s cor-

respond to exceptional flow conditions (from about 1-in-5

to 1-in-100 year floods; e.g. Maione et al., 2003). Finally,

for each cross section, errors were computed by compar-

ing the steady flow rating curve to the estimated one both

in the ranges 1000–6000 m3/s, interpolation error, and 6500–

12 000 m3/s, extrapolation error (e.g. Fig. 5). The error anal-
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Fig. 5. Steady flow rating curve (grey line) and estimated rating

curve (black line) using measured points (grey dots) in the range

1000–6000 m3/s.

ysis pointed out that the polynomial function (3) performs

slightly better than the power function (2). Specifically, us-

ing the polynomial function (3) as rating curve and assuming

that the percentage errors with respect to Q(x,t) are Gaus-

sian, the average |ε2.1(Q(x, t))| along the river reach was

found to be equal to 1.2% and 11.5% of Q(x,t), at the 95%

confidence level, for the interpolation and extrapolation er-

ror, respectively; (whereas, using the power function (2) as

rating curve, the average |ε2.1(Q(x, t))| along the river reach

was found to be equal to 1.7% and 13.8% of Q(x,t). Table 2

reports the percentage values of this source of uncertainty for

each considered Q(x,t) value. By analysing Table 2 one can

observe that, as expected, errors increase for increasing river

discharge.

2.3.2 Uncertainty induced by the presence of unsteady

flow conditions

It is well known that in unsteady flow conditions there is not a

one-to-one relationship between the river stage and the river

discharge (e.g. Dottori et al., 2009). Actually, during a flood

the same river stage corresponds to different river discharges

in the two limbs of the hydrograph, the higher one occur-

ring in the raising limb. In order to assess the magnitude

of the error that can be induced by the presence of unsteady

flow, the model was used to simulate the 2000 flood event

and estimate the unsteady flow rating curve (Fig. 6). Then,

for each cross section, river discharge values simulated by

the model were compared to the corresponding values esti-

mated by using the steady flow rating curve (Fig. 6). For

each value of Q(x,t) in the range 1000–12 000 m3/s, with

step of 500 m3/s, and each cross section the largest absolute

errors were taken in order to obtain a one-to-one relationship

www.hydrol-earth-syst-sci.net/13/913/2009/ Hydrol. Earth Syst. Sci., 13, 913–921, 2009
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Table 2. Average values, expressed as percentage of Q(x,t), of

the three single sources of rating curve uncertainty (|ε2.1|, |ε2.2|,

|ε2.3|) for the considered discrete values of the river discharge; up-

per and lower 95% confidence band for Q(x,t), averaged over the

river reach, along with the average value of ε∗(Q(x, t)) expressed

as percentage of Q(x,t). Note that ε1(Q(x,t)) is uniformly equal to

4.4% of the observed discharge at the 95% confidence level.

Q(x,t) |ε2.1| |ε2.2| |ε2.3| Q+
95%(x,t) Q−

95%(x,t) ε∗(Q(x, t))

1000 1.8 0.0 0.0 938 1062 6.2

1500 4.1 1.2 0.3 1350 1650 10.0

2000 2.8 2.4 0.5 1798 2202 10.1

2500 0.4 3.6 0.9 2268 2733 9.3

3000 1.2 4.9 1.6 2637 3363 12.1

3500 1.2 6.1 2.5 3003 3997 14.2

4000 0.7 9.7 3.4 3272 4728 18.2

4500 0.2 13.2 4.3 3506 5495 22.1

5000 0.4 14.9 5.1 3760 6240 24.8

5500 0.5 16.2 5.6 4032 6969 26.7

6000 0.1 17.1 6.0 4344 7656 27.6

6500 0.5 17.2 6.3 4654 8346 28.4

7000 1.6 17.2 6.6 4914 9086 29.8

7500 3.1 16.5 6.7 5198 9803 30.7

8000 4.7 15.3 6.8 5504 10 496 31.2

8500 6.8 13.7 6.9 5797 11203 31.8

9000 9.2 11.5 6.9 6120 11 880 32.0

9500 11.8 10.3 6.9 6327 12 673 33.4

10 000 14.4 10.0 7.0 6420 13 580 35.8

10 500 17.2 7.2 7.0 6741 14 259 35.8

11 000 19.9 5.7 7.0 6930 15 070 37.0

11 500 23.0 5.5 7.0 6912 16 089 39.9

12 000 26.0 5.3 7.1 6864 17 136 42.8

between |ε2.2(Q(x, t))| and Q(x,t). By assuming that the

percentage (with respect to Q(x,t)) |ε2.2(Q(x, t))| are Gaus-

sian, the average |ε2.2(Q(x, t))| along the river reach was

found to be equal to 9.8% of Q(x,t), at the 95% confidence

level. Table 2 reports the percentage values of this source of

uncertainty for each considered Q(x,t) value. By analysing

Table 2 one can observe that errors are particularly high for

intermediate river discharge values.

2.3.3 Uncertainty induced by seasonal changes of the

river roughness

Floodplain roughness depends on the state of the vegetation,

which is affected by seasonal variations. This causes changes

in the rating curve and therefore may affect the river dis-

charge estimation (Franchini et al., 1999). The Po River is

characterised by floodplains largely abandoned or covered

by broad leaved woods. Figure 7 shows two rating curves

for one cross section along the Po River calculated by the

1-D model. They refer to values of the Manning floodplain

coefficient equal to 0.09 m−1/3 s and 0.12 m−1/3 s. The for-

mer is the calibrated value, which refers to October (when the

2000 flood event occurred). The latter is a value that might

be representative of Spring conditions, according to Chow
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Fig. 6. Steady flow rating curve (grey) and unsteady flow rating

curve (black).
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Fig. 7. Steady flow rating curves for different values of the Man-

ning’s floodplain coefficient (0.09 m−1/3 s for the Autumn curve

and 0.12 m−1/3 s for the Spring curve).

et al. (1988). For each value of Q(x,t) in the range 1000–

12 000 m3/s, with step of 500 m3/s, and each cross section,

the error ε2.3(Q(x, t)) was computed. By assuming that the

percentage (with respect to Q(x,t))ε2.3(Q(x, t)) are Gaus-

sian the average of |ε2.3(Q(x, t))| was found to be equal to

4.9% of Q(x,t), at the 95% confidence level. Table 2 re-

ports the percentage values of this source of uncertainty for

each considered Q(x,t) value. By analysing Table 2 one can

observe that, as expected, this source of error increases for

increasing river discharge.
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Fig. 8. Estimated |ε2(Q(x, t))| in the 17 cross sections for different

river discharge values (see legend, values in m3/s).

2.3.4 Computation of the total rating curve uncertainty

The total rating curve uncertainty was evaluated by summing

up, through Eq. (6), the errors induced by: 1) interpolation

and extrapolation of river discharge measurements; 2) pres-

ence of unsteady flow; 3) seasonal variation of roughness.

Figure 8 reports the progress of |ε2(Q(x, t))| along the river

reach for different values of Q(x,t). Figure 8 clearly shows

that errors increase, when the river discharge increases. In

percentage terms, |ε2(Q(x, t))| varies from 1.8% to 38.4%

of Q(x,t), with a mean value of 21.2% and a standard devia-

tion of 10.8%.

2.4 Computation of the global uncertainty

Under the aforementioned assumption of independence of

ε1(Q(x, t)) and ε2(Q(x, t)), the global error affecting

Q(x,t), ε(Q(x, t)), at the 95% confidence level, can be com-

puted according to Eq. (4). It has to be taken into account that

ε1(Q(x, t)) is a Gaussian random variable with zero mean

and standard deviation equal to 0.027Q(x,t) (see Sect. 2.2)

while ε2(Q(x, t)) is a binary random variable taking the val-

ues +|ε2(Q(x, t))| and − |ε2(Q(x, t))| with equal probabil-

ity. Its absolute value was computed above and is visualised

in Fig. 8 for discrete values of x and Q. Therefore, the 95%

confidence bands of an assigned Q(x,t) value can be com-

puted with the relationship:

Q (x, t) ± {α × 0.027Q (x, t) + |ε2(Q(x, t))|} = (7)

Q (x, t) ± ε∗(Q(x, t))

where α is the 0.95 quantile for the standard normal distribu-

tion (equal to 1.645) and ε∗(Q(x, t)) is the width of the 95%

upper (and lower) confidence band. Table 2 shows the aver-

age value, along the river reach, of the upper and lower con-

fidence band for the considered discrete values of the river

discharge, along with the average value of ε∗(Q(x, t)), ex-

pressed as percentage of Q(x,t). By analysing Table 2 one

can observe that, in the Po River reach under study, the es-

timation of river discharge using the rating curve method is

affected by an increasing error for increasing river discharge

values. At the 95% confidence level the error ranges from

6.2% to 42.8% of Q(x,t), with an average value of 25.6%.

3 Discussion

The error models used above to compute ε(Q(x, t)) was de-

rived by introducing a series of assumptions. The most im-

portant ones are summarised here below:

1. the uncertainty induced by imperfect measurement of

the river stage is negligible;

2. the geometry of the river cross sections is stationary in

time;

3. ε(Q(x, t)) can be obtained by adding ε1(Q(x, t)) and

ε2(Q(x, t)), which are independent;

4. the uncertainties affecting Q′(x,t) are independent and

systematic errors are excluded;

5. ε1(Q(x, t)) is a Gaussian random variable;

6. ε2(Q(x, t)) is a binary random variable which can as-

sume the values +|ε2(Q(x, t))| and − |ε2(Q(x, t))| with

equal probability. It can be computed accordingly to an

absolute additive error model (Eq. 4).

Assumptions 3) and 6) are conservative and may lead to an

overestimation of the uncertainty. In order to better inspect

this issue, Table 2 reports the amounts of |ε2.1|, |ε2.2| and

|ε2.3| averaged over the river reach, expressed as percentage

of Q(x,t). Given that ε1(Q(x, t)) is equal to 5.3% at the 95%

confidence level, one can see that it is negligible with respect

to ε2(Q(x, t)) and therefore the simplifying assumption 3) is

scarcely effective on the results.

The numerical analysis showed that the uncertainty in-

duced by the extrapolation of the rating curve is dominating

the other errors in high flow conditions, therefore making as-

sumption 6) scarcely effective as well. In fact, previous con-

tributions in hydrology (e.g. Rantz et al., 1982) recommend

not extrapolating rating curves beyond a certain range. Nev-

ertheless several hydrological applications are unavoidably

based on flood flow observations (e.g. calibration and val-

idation of rainfall-runoff models, flood frequency analysis,

boundary conditions of flood inundation models) and there-

fore one needs to extrapolate the rating curve beyond the

measurement range (Pappenberger et al., 2006). Given that

the river reach under study is characterised by a very gen-

tle slope (Table 1) the uncertainty induced by the presence
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of unsteady flow is also relevant in this test site (Table 2).

Nevertheless, it is important to note that this latter source of

error can be reduced by applying formulas proposed by sci-

entific literature to approximate unsteady flow rating curves

(e.g. Dottori et al., 2009). Finally, errors in the river flow

measurements used to construct the rating curve and errors

due to seasonal changes of roughness are not as significant.

4 Conclusions

Hydrological models often disregard the fact that river flow

data are affected by a significant uncertainty. One of the main

reasons is that modellers are often not able to quantitatively

assess the reliability of rainfall or river discharge observa-

tions. This paper proposed a methodology to quantify the

uncertainty that one may expect when river discharge obser-

vations are derived by applying the rating curve method. The

methodology was applied to a reach of the Po River (Italy) by

means of a 1-D hydraulic model. The overall error affecting

river discharge observations averaged over the river reach un-

der study was found to range from 6.2% to 42.8%, at the 95%

confidence level, with an average value of 25.6%. Hence,

errors in river discharge observations are significant and can

heavily impact the output of hydrological and hydraulic stud-

ies. The results of the study are unavoidably associated with

the considered test site. Nevertheless, it is important to note

that the conditions of the Po River can be considered repre-

sentative for many alluvial rivers in Europe. Also, the frame-

work proposed in this paper can be easily applied to different

river reaches.
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