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Abstract 
We introduce an efficient and flexible framework for temporal filtering in wavelet based scalable 

video codecs called unconstrained motion compensated temporal filtering (UMCTF). UMCTF 

allows for the use of different filters and temporal decomposition structures through a set of 

controlling parameters that may be easily modified during the coding process, at different 

granularities and levels. The proposed framework enables the adaptation of the coding process to 

the video content, network and end-device characteristics, allows for enhanced scalability, 

content-adaptivity and reduced delay, while improving the coding efficiency as compared to 

state-of-the-art motion-compensated wavelet video coders. Additionally, a mechanism for the 

control of the distortion variation in video coding based on UMCTF employing only the predict 

step is proposed. The control mechanism is formulated by expressing the distortion in an arbitrary 

decoded frame, at any temporal level in the pyramid, as a function of the distortions in the 

reference frames at the same temporal level. All the different scenarios proposed in the paper are 

experimentally validated through a coding scheme that incorporates advanced features (such as 

rate-distortion optimized variable block-size multihypothesis prediction and overlapped block 

motion compensation). Experiments are carried out to determine the relative efficiency of 

different UMCTF instantiations, as well as to compare against the current state-of-the-art in video 

coding. 

1. Introduction 
Reliable transmission of video over wireless networks poses many challenges. This is not only 

due to the inherently lower bandwidth provided by wireless networks, but also due to the 

bandwidth variations and losses caused by fading, interference, mobility and competing traffic. 

Furthermore, many applications require video content adaptability to different end-devices, 

characterized by widely varying features and capabilities. Thus, successful wireless transmission 

of video requires efficient coding, adaptability to varying network conditions, device 

characteristics, and user preferences, and error resilience. 
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H.264 is an emerging predictive video coding standard that provides very high coding efficiency. 

It uses efficient motion estimation and compensation techniques, combined with integer 

transforms, R-D optimization, and context based arithmetic coding to achieve significant 

improvements over previous standards such as MPEG-1, 2 and 4 and the older H.261 and H.263. 

More details on the algorithms used in H.264 may be obtained from the work by Wiegand et al 

[1], and Wiegand and Girod [2]. However, the H.264 bitstreams are optimized for a specific 

target bit rate, and cannot be easily adapted to varying network conditions without suffering a 

considerable loss in coding efficiency1. Moreover, these bitstreams are not easily adaptable to 

device capabilities and user preferences. Hence, H.264 does not provide a complete solution to 

wireless video transmission. 

Extensions to the predictive coding framework [3] have been proposed to increase its adaptability 

to network and device characteristics. Among these extensions are the MPEG-4 spatial scalability 

and Fine Granular Scalability (FGS) [4]. However, these scalability approaches provide 

significantly lower coding efficiency than non-scalable video coders, thereby making them 

unsuitable for low-bandwidth wireless video transmission.  

Unlike predictive coding based scalable coders, wavelet video coding schemes can provide very 

flexible spatial, temporal, SNR and complexity scalability with fine granularity over a large range 

of bit-rates, while maintaining a high coding efficiency. Early contributions to the field of wavelet 

and multi-resolution video coding were provided, among others, by Gharavi [5], Zhang and Zafar 

[6], and by Taubman and Zakhor [7]. Furthermore, recent advances in wavelet-based image 

compression have motivated and significantly influenced wavelet video coding algorithms. For 

instance, the Set Partitioning into Hierarchical Trees (SPIHT) algorithm [8], was later extended to 

3D wavelet video coding by Kim et al [9]. Various approaches have been proposed in the area of 

wavelet-based video coding, and these have been classified into the following categories by Ohm 

and Ebrahimi [10]: 

• wavelet in loop - that preserve the conventional predictive coder structure, but replace the 

DCT, for the residual error in the motion-compensation prediction loop, with the wavelet 

transform;  

• in-band prediction -  where the spatial wavelet transform for each frame is performed first, 

followed by exploitation of interframe redundancy by predicting the wavelet coefficient values, 

or by defining temporal contexts in entropy coding;  

                                                 
1 In H.264, switching frames (S-frames) were introduced to provide easy adaptability to bandwidth variations by 
switching between two non-scalable coded bitstreams. However, this assumes storage of the same video content at a 
multitude of bit rates and resolutions that is often not practical for wireless transmission systems or for applications 
expanded over large and heterogeneous networks. 
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• interframe wavelet -  that perform wavelet filtering along the temporal axis followed by 2D 

spatial wavelet transform. Alternatively, it was recently proposed that the order of the transforms 

can be switched (2D+t) [33], leading to the so-called in-band  class of interframe wavelet video 

coding algorithms. 

From the first class of codecs, Blasiak and Chan [11] and Asbun et al [12] proposed closed-loop 

compression schemes (the decoded signal is used as reference during motion estimation) with 

‘wavelet in loop’. The disadvantage of these techniques is that whenever the entire residual signal 

is included into the motion-compensation prediction loop, drift occurs if decoding is performed at 

lower bit-rates. Moreover, if the residual signal is not entirely included into the motion-

compensation prediction loop, then there is a considerable coding penalty associated with SNR 

scalability. Spatial scalability obtained with this scheme also suffers from drift effects and/or 

significant compression inefficiencies. Furthermore, as mentioned in [10], motion compensation 

is more complex than for DCT-based predictive coders. This is because the mismatch between 

motion boundaries and wavelet basis functions needs to be overcome by applying, for instance, a 

smoothing scheme like overlapped block motion compensation (OBMC).  

The second category, ‘in-band prediction’, can achieve spatial scalability without experiencing 

drift, as the motion-compensation prediction is applied separately in each spatial resolution level. 

However, if a closed-loop prediction structure is used within these spatial levels, drift still occurs 

as soon as cropping of bits for quality (SNR) scalability is applied. Typical coding results 

obtained with such schemes can be found in [13]. 

Alternatively, ‘interframe wavelet coding’ does not employ a closed-loop structure for removing 

the temporal redundancies. Instead, it performs motion compensated temporal filtering (MCTF), 

as proposed first by Ohm [14] and later improved by Choi and Woods [15]. MCTF is a superset 

of the MC-prediction paradigm. The motion-compensated temporal lowpass filter separates noise 

and sampling artifacts from the content relevant over time, while the prediction establishes 

similarity to MC frame-rate conversion. In the temporal pyramid resulting from MCTF, the high-

pass frames can be encoded more coarsely than the lowpass frames. Even more, if the highpass 

frames are discarded, synthesis is performed purely based on the low-pass temporal frames and 

motion information. A very efficient codec using MCTF and an intra-band coding technique, 

called embedded zero block coding (EZBC), was proposed by Hsiang and Woods in [16]. This 

codec is labeled Motion Compensated EZBC or MC-EZBC. Xu et al [17] introduced embedded 

subband coding with optimized truncation (ESCOT) in which they further extended the MCTF to 

filter across longer motion threads. A summary of wavelet video compression techniques is 

provided by Woods et al in [18]. Advances in the area include the implementations of MCTF 
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using lifting, proposed recently in [22] and [23]. Lifting decomposes the temporal filtering into a 

predict step and an update step, and can significantly improve the flexibility and efficiency of 

MCTF as it allows for synthesizing various temporal filters using classical lifting structures.  

In this paper we introduce a framework for temporal filtering in wavelet interframe codecs called 

the unconstrained motion compensated temporal filtering (UMCTF) [19], [20], [21]. The UMCTF 

framework uses lifting and appropriate temporal filters, adapted to the video content, to enable 

flexibility in temporal scalability and reduce delay, while also improving coding efficiency. 

Furthermore, we address the issue of the lack of orthonormality in the case of UMCTF employing 

only the predict step, and we describe a mechanism for the control of the distortion variation in 

the decoded video sequence. 

This paper is organized as follows. In Section 2 we first introduce MCTF and describe Haar 

MCTF, as proposed in [15], and highlight its problems and inefficiencies. Section 3 introduces 

UMCTF and describes the different choices for the filters and the decomposition structures, 

which enable various enhancements as compared to Haar MCTF. In section 4 we present the 

mechanism for the control of the distortion variation in the decoded sequence in the case of low-

delay MCTF involving only the predict step. Moreover, a delay analysis for this particular 

instantiation of UMCTF is presented in Section 5. We summarize our results, including content-

adaptability, improved temporal scalability and distortion control, in Section 6. Finally, 

conclusions and directions for future work are presented in Section 7. 

2. MCTF 

2.1. Haar MCTF 
MCTF was first proposed by Ohm [14] and later improved by Choi and Woods [15]. Unlike 

closed-loop (predictive) coding, where decoded frames are used as references for the motion 

compensation of future frames, MCTF does not employ a temporal recursive structure. Instead, 

the original frames are filtered temporally in the direction of motion (see Figure 1), with the 

resulting filtered frames being transformed and coded using 2D spatial wavelet transforms and 

embedded coding. At transmission time, only the desired portion of the embedded interframe 

bitstream is sent, but no drift is incurred, due to the open-loop structure of both the encoder and 

decoder.  
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Figure 1. Motion Compensated Temporal Filtering (MCTF).   

 
In Haar MCTF, successive pairs of frames are temporally filtered using a two-channel Haar filter-

bank to create low-pass (L) and high-pass (H) frames. This filtering operation may be written as 
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where ( )xy vv ,  is the motion vector2 connecting pixels from the two frames. Un-referenced pixels, 

in the reference frame, are copied into the L frames, while pixels referenced multiple times are 

stored only once. This is done to avoid the appearance of “holes” in the filtered L frames; more 

details on handling such pixels may be obtained from [15]. 

In order to remove long-term temporal dependencies in the sequence, L frames are further 

decomposed using a pyramidal or multi-resolution decomposition structure using the same Haar 

filter-bank.   

2.2. Constraints and inefficiencies in Haar MCTF 
The Haar MCTF framework suffers from several constraints and inefficiencies.  

• Low efficiency temporal filtering. Uni-directional3 motion-estimation, used in Haar MCTF, 

does not perform efficiently in the presence of irregular motion, or scene changes.  As a result, 

                                                 
2 MCTF is performed after motion estimation, and in general does not include the motion model used, or the accuracy 
of the motion vectors etc. 
3 Note that in [16], the reference for the B-frames pixels can be found from either the previous or the next A-frames. 
However, the prediction is still unidirectional (i.e. the temporal filter has a fixed length of 2), and a flag indicates to the 
decoder which reference frames were used in the temporal filtering process.  
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compensation and filtering are performed across poorly matched regions, leading to the creation 

of visual artifacts in L frames (see Figure 2) and also to reduced coding efficiency.  
        

          
Figure 2. Visual artifacts in L frames from Foreman (left) and Stefan (right) 

Figure 2 shows sample artifacts (enclosed in black rectangles) occurring in L-frames from the 

sequences Foreman and Stefan. Typical artifacts include blurring and stretching and sometimes 

blockiness (due to block-based motion estimation) and shadowing.  

• Low quality temporal scalability. Since temporal scalability is achieved in MCTF-based 

interframe wavelet coding by transmitting only the L-frames associated with a specific frame 

rate, poor quality L-frames translate directly into low visual quality when the video is decoded at 

lower temporal rates. This also directly affects the visual quality for spatial scalability, especially 

when decoding at lower temporal frame rates. 

• Constrained temporal scalability. Although with the current MCTF structure, dyadic 

(powers-of-two e.g. half, quarter, one-eighth) frame-rate scalability is easy to achieve, non-

dyadic frame-rates cannot be provided, thereby limiting the flexibility of temporal scalability.  

• Increased delay. Due to the low-pass filtering of the frames at the various resolutions, all the 

H-frames within the Group-Of-Frames (GOF) need to be received before the frames can be 

decoded at the full frame rate.  

These inefficiencies are a direct consequence of the rigid temporal filtering methods in the Haar 

MCTF, i.e. fixed filter choice, fixed number of levels etc.  

2.3. Lifting Implementations of MCTF 
Lifting implementations of MCTF [22] and [23] increase its flexibility significantly and as a 

result, improved motion-compensation features like bi-directional filtering, multiple reference 

frames etc. can all be introduced into MCTF. Lifting consists of a cascade of two steps: a predict 

and an update step. In the predict step, H frames are created by high-pass temporal filtering. In 

the update step, the H frames, resulting from the predict step, are then used to create the L frames. 

As an example, Haar MCTF may be implemented using lifting as follows: 
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Predict: ( ) ( ) ( )[ ]xy vxvyAxyAxyH ++−= ,,
2

1, 011
 

Update: ( ) ( ) ( )xyHvxvyAvxvyL xyxy ,,2, 100 +++=++ , or equivalently  

( ) ( ) ( )xy vxvyHxyAxyL −−+= ,,2, 100  

The inverse temporal filtering involves inverse update followed by inverse predict steps. 

MCTF is a superset of the motion compensated prediction paradigm and the presence of a low-

pass motion compensated temporal filter goes beyond traditional compression concepts. MCTF 

provides many advantages over motion compensated prediction:  

• A non-recursive predictive loop is provided. As a result, no drift occurs if decoding is 

performed at various bit-rates and improved error resilience is provided (no successive 

accumulation of errors).  

• Improved scalability. Temporal scalability is provided by transmitting only a subset of the 

temporal decomposition levels. The motion information, in conjunction with the decoded L 

frames, may be used to interpolate discarded frames4. Moreover, due to the non-recursive coding 

structure, the encoding/decoding can cease at any point, thereby allowing for a high degree of 

freedom in the design of complexity-scalable codecs. When MCTF is used with the 2D wavelet 

transform and embedded coding, spatial and SNR scalability are inherently provided. Since no 

drift is incurred when decoding at various bit-rates, SNR scalability is provided without a coding 

penalty, unlike in predictive coding.  

• Due to clear prioritization of the coded video coefficients, the MCTF can be easily 

combined with unequal error protection schemes for improved error resilience. 

• Noise and sampling artifacts are separated from the content relevant over time and MCTF 

effectively removes long range as well as short range temporal redundancies. 

The proposed UMCTF framework generalizes MCTF as it allows for the adaptation of the 

decomposition structure, the number of decomposition levels, the temporal-filter choice, etc. This 

framework retains thus the advantages of MCTF over motion-compensated prediction, and in the 

same time, it enhances MCTF as it allows for further reducing the uncertainty about the true 

motion by an adaptive choice of the employed temporal transforms and decomposition structures. 

The proposed UMCTF framework is described next. 

                                                 
4When the motion matches are imperfect, the L frames contain visual artifacts and may be unsuitable for 
display. 
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3. Unconstrained Motion Compensated Temporal Filtering (UMCTF) 
For ease of presentation, we first introduce the notation used in the remainder of the paper. 

3.1. Notation 
N : Number of frames in the GOF that are temporally filtered together 

D : Number of levels in temporal decomposition pyramid; the frames at level 0=d  are the 

original frames 

dN : Number of frames at level [ ]Dd ,0∈  

d
iL : Low-pass filtered frames at level [ ]Dd ,0∈ , 1−≤ dNi  

d
iA : Low-pass filtered frames using a delta filter (all-pass filter) at level [ ]Dd ,0∈ , 1−≤ dNi ; 

0
iA  are the original frames. 

d
iH : High-pass filtered frames at level [ ]Dd ,0∈ , 1−≤ dNi  

dM : Temporal sub-sampling factor at level [ ]Dd ,0∈ . 

d
if : High-pass filter used to create d

iH  frames. 1−≤ dNi . 

d
ig : Low pass filter used to create d

iL  frames, 1−≤ dNi .  

( )d
ikx

d
iky vv →→ ,, , : Motion vector connecting frames k and i at level [ ]1,0 −∈ Dd  
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Figure 3. Illustration of UMCTF notation. 

3.2. UMCTF framework 
UMCTF provides adaptive temporal filtering through: 

• variable number of temporal decomposition levels based on the video content or desired 

complexity level;  

• adaptive selection of filters enabling different temporal filtering enhancements;  
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• adaptive selection of filters, within and between temporal and spatial decomposition levels;  

• variable number of successive H frames within and between levels, for flexible (non-dyadic) 

temporal scalability and different temporal filtering enhancements; 

• different temporal decomposition structures. 

These filters may be adapted not just across the different frames and between different levels, but 

also within a frame. In a majority of cases, we choose from a small set of filters that may be 

indicated to the decoder with minimal overhead 

Different multi-tap filters may be designed in order to introduce multiple reference frames, bi-

directional filtering etc. in MCTF, and can be implemented using lifting. We discuss different 

filter choices and decomposition structures in greater detail, along with their corresponding 

impact on coding efficiency and scalability performance, in the following sections. A thorough 

analysis of the UMCTF complexity as well as several strategies for reducing this complexity are 

presented in [25].  
We conclude this section by summarizing the flexibilities provided within the UMCTF 

framework; allowing for easy adaptability to video content, network or device characteristics by a 

simple choice of a set of “control parameters”, as indicated in Table 1. 

Table 1. Adaptation parameters for UMCTF 
Control 
Parameter 

Adaptation Result 

N  Changes GOF size  
D  Limits the number of temporal decomposition levels 

dM  Enables flexible temporal scalability; allow different decodable frame rates 
d
pR  Varies the number of reference frames used from the past; can be different at different 

levels 
d
fR  Varies the number of reference frames used from the future; can be different at different 

levels 
d
ig  Adaptively creates L frames with different characteristics (e.g. leaves A frames 

unfiltered); can be different at different levels 
d

if   Changes the relative importance between reference and current frames, selects between 
available reference frames, can be different at different levels 

3.3. UMCTF with update step disabled  
In this section we describe one embodiment of the UMCTF obtained by disabling the update step 

in the lifting process. As mentioned previously, the use of long temporal filters associated with 

multiple reference frames, bi-directional filtering, etc. leads to added decoding delay, and also 

may create visual artifacts in L frames. In order to overcome these problems, we may disable the 

update step, thereby leave the A frames unfiltered. This corresponds to using a delta low-pass 

filter, i.e. by setting ( )1, −−= d
d

ji jMig δ . In principle, this is equivalent to temporal sub-

sampling of the sequence with different sub-sampling factors at different temporal levels. The 
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sub-sampling factor corresponds to dM  (the decimation coefficient at level [ ]Dd ,0∈ ). For d>0, 

we have: 1,
d

d d
i M iA A −=  { }0,..., 1di N∈ − . 

The temporally high-pass filtered frames d
iH  at level [ ]Dd ,0∈  are obtained by motion-

compensated filtering as follows: 

( ) ( ) ( ) ( )∑
∈

→−→−
−
−

− −−−=
d
iSj

d
ijix

d
ijiy

d
ji

d
ji

d
i

d
i vmvnAmnfmnAmnH ,,

1
,

1 ,,,,  

where: 

• [ ]{ }
111, 1 :

d

i
d Ni N

−−∈ − ∉Z  , i.e. we skip frames with indices multiple of Md, which are the A 

frames; 

• j corresponds to the index of the temporal filter tap, [ ]{ }1 1, 0d
i dS i N i j−= − + ∩ ≠  is the 

support of the temporal filter kernel; 

• d
jif ,   is the jth  coefficient5 of the temporal high-pass filter to create d

iH  frames; 

• 1
, ,( , )d d d

i j y i j i x i j iA n mν ν−
− − → − →− −  represents the motion-compensated (i-j)th frame; this 

may possibly include a spatial interpolation, in case of a fractional-pel motion estimation. 

We denote by d
pR  (respectively d

fR ) the maximum number of reference frames allowed from the 

past (respectively, from the future).  

3.3.1 Multiple reference frames and bi-directional filtering 

By changing d
iS  and the values of the filter taps d

jif ,  we may perform filtering across multiple 

reference frames, bi-directional filtering etc. Note that depending on the number of used reference 

frames d
f

d
p

d RRR += , we need to send a maximum of 1−dR  additional sets of motion vectors 

as compared with the conventional MCTF case. However, if certain filter coefficients d
jif ,  are 

equal to 0, the corresponding motion vectors do not need to be sent.  The tradeoff between the 

improved prediction and the bits required for sending additional motion vectors may be exploited 

depending on the sequence characteristics, optimal bit rate versus quality etc. More details on 

some of these tradeoffs may be obtained from [25]. 

In order to avoid increasing the complexity and the delay, d
fR should be kept small. Also, when 

multiple reference frames from the future are used, we have to select frames with indices 
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multiples of Md, (the L frames at the next level) in order to maintain causality. Since these frames 

are decoded before the current decomposition level, using them as references does not increase 

the decoding delay.  

3.3.2 Variable Decomposition Structures: Number of successive H frames 

While with Haar MCTF, only dyadic (powers-of-two e.g. half, quarter) frame-rate scalability can 

be achieved, with UMCTF any fraction of the full frame-rate can be simply obtained, by varying 

dM , the number of H-frames between successive A/L-frames (temporal subsampling factor). For 

instance, to achieve a sixth of the full-frame rate, we can use 6=N , 2=D  with 20 =M , and 

31 =M . We show an example decomposition with these different options and 30 =pR , 10 =fR , 

21 =pR , in Figure 4. 

                                                                                                                                                 
5As the coefficients are defined here, they are constrained to sum to 1. However, this does not preclude 
scaling all the filter coefficients (and correspondingly the factor 1 applied to the current frame) to account 
for adaptive quantization, motion boundary filtering, impact factors [32] etc. 
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Figure 4. Pyramidal Temporal Decomposition Scheme  

As may be seen from the figure, some frames use bi-directional prediction, while others use 

different numbers of reference frames. This variation can occur within and between the multiple 

temporal decomposition levels. 

Although UMCTF without the update step may be predictive in its nature, significant differences 

exist from predictive (closed-loop) coding. Specifically, in UMCTF we retain the multiresolution 

decomposition structure in order to exploit both long term as well as short-term temporal 

dependencies. Also, we use an open-loop prediction structure such that SNR scalability does not 

suffer from drift. Finally, we can adaptively change the number of reference frames, the relative 

importance attached to each reference frame, the bi-directional filtering etc. 

3.4. Mixture of Low-pass filters 
When motion matches are poor, temporal low-pass filtering creates visual artifacts; however 

when motion matches are good it is useful to actually capture the temporal average, instead of 

merely using sub-sampled versions of the sequence. In such cases, L frames should be created 

using non-delta low-pass filters d
ig . During a multi-resolution temporal decomposition, frames 
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get farther apart at higher levels, thereby increasing the likelihood of finding poor motion 

matches. Hence temporal low-pass filtering should be disabled (delta low pass filters should be 

used) at higher temporal levels. UMCTF allows for the adaptive selection of a mixture of low-

pass filters (non-delta and delta) corresponding to the quality of the match. Due to the lifting 

implementation, the low pass filters may be chosen without being constrained by the high-pass 

filter choice d
jif , . Different low-pass filters can be used for different frames within a temporal 

level, or even for different blocks within a frame; notice though that the choice of filters needs to 

be transmitted to the decoder, and this overhead should be minimized. 

4. Distortion Fluctuation Control  
A major problem in MCTF-based video coding is the control of the actual distortion resulting 

from decoding to different temporal and/or SNR (quality) settings. The cause of such fluctuations 

in the decoded frames is the fact that inverse motion compensation during the update step (or 

complete lack of update) changes the decomposition basis (locally or globally) into a non-

orthonormal basis. As a result, the large distortion variations, particularly visible in low-rate 

coding, limit the applicability of such systems in multimedia applications targeting 

agreed/contracted video quality needs. A mechanism to control such distortion fluctuations has 

been recently proposed in [24]. We present the description of the control mechanism for UMCTF 

with update step disabled, using bi-directional filtering ( 1=d
pR , 1=d

fR ) with the immediately 

preceding and future frames used as reference frames. For each block in the frame, we allow for 

three choices for the temporal filter coefficients d
jif , : 

Backward filtering: 11, =d
if  and  01, =−

d
if  

Forward filtering: 01, =d
if  and  11, =−

d
if   

Bi-directional filtering: 5.01,1, == −
d

i
d

i ff   

At each temporal level, the estimated distortion (mean square error) for each block in the 

reconstructed frame 1−d
iA  is given by: 

[ ] ( )[ ]2
1,1,

2
1

1
1

1
1 −

+
−
−

− −++= d
i

d
i

d
i

d
i A

d
iA

d
iHA

efefeEeE                                        (1) 

where  1d
iAe −  is the random variable defining the reconstruction error within each block for the 

frame 1−d
iA . By assuming no correlation between the reconstruction errors for the three frames 

d
iH , 1

1
−
−
d
iA  and 1

1
−
+
d
iA  we may rewrite (1) as 
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Denote by pp  and fp the percentages of pixels in the frame 1−d
iA  that are linked during the ME 

process only with the past ( 1
1
−
−
d
iA ) and only with the future ( 1

1
−
+
d
iA ) frames respectively. Assuming 

that no intra-coding is used, the percentage of pixels that are bi-directionally predicted from the 

previous and next frames is ( )fp pp −−1 . Writing equation (2) for each block in 1−d
iA , 

accounting for the type of temporal prediction (uni-directional or bi-directional) employed per 

block, and averaging over the entire frame yields the estimated distortion in frame 1−d
iA : 

( ) ( )
1 1 1

1 1

2 2 2 21 3 1 3

4 4
d d d d
i i i i

p f f p
A H A A

p p p p
E e E e E e E e− − −

− +

+ − + −       = + +              
                        (3) 

In the proposed distortion-fluctuation control mechanism, the adaptive selection of temporal 

filters performed for each block at each temporal level is captured by the pp  and fp  parameters. 

These parameters are determined and stored at the coding stage and do not need to be signaled to 

the decoder; they are needed only in the parsing stage (at the transmission time) in order to 

determine for each temporal frame the optimum truncation points corresponding to the user 

requirements in terms of temporal and/or SNR (quality) settings. 

To limit distortion variation in the decoded sequence, we need to ensure that the error in the 

current frame 1−d
iA  is not significantly larger than the error in its reference frames, 1

1
−
−
d
iA  and 

1
1
−
+
d
iA . We may constrain the error using a control parameter a, by requiring: 

( ) ( )1 1 1
1 1

2 2 21 max ,d d d
i i iA A AE e a E e E e− − −

− +

     = +
                                                   (4) 

Large values of a indicate a high increase of the distortion in the frame 1−d
iA , and hence a larger 

distortion fluctuation in the decoded output is expected. For small values of a, the distortion 

behavior is expected to be quasi-constant. Replacing equation (4) in equation (3) we obtain: 

Case 1: [ ] ( ) [ ]22
1

1
1 1 −

−
− += d

i
d
i AA

eEaeE :  

[ ] ( ) [ ] ( ) [ ]222
1

1
1

1
25.075.025.075.075.025.0 −

+
−
−

−−+++−= d
i

d
i

d
i AfpApfH

eEppeEappeE     (5) 

Case 2: [ ] ( ) [ ]22
1

1
1 1 −

+
− += d

i
d
i AA

eEaeE : 

[ ] ( ) [ ] ( ) [ ]222
1

1
1

1
25.075.025.075.075.025.0 −

−
−
+

−−+++−= d
i

d
i

d
i ApfAfpH eEppeEappeE       (6) 

Using the above expressions we can establish a control-mechanism for the distortion variation, as 

outlined in the algorithm in Figure 5.  
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During encoding: 
1. Establish q rate-distortion points for each frame in the MCTF of the GOF. For each frame, keep 

also the percentage of the frame that was predicted from the previous and the next reference frame 
in the current temporal level ( pp , fp ) respectively. 

During the parsing stage:  
1. For each GOF, establish the maximum number of temporal levels D. Establish the value of a. 
2. For frame 1

0
−DA   (the remaining A-frame of the MCTF of the GOF), read the set of q distortion 

points [ ]{ }
qzADeE

…2,1

2
1

0 =
− and associated rates ( ){ } qz

DAR …2,1
1

0 =
− , which were produced during the 

encoding of the GOF. 
3. For each of the q distortion values [ ]{ }

qzADeE
…2,1

2
1

0 =
− , and for all levels d, use equations (5) and (6) 

to establish the corresponding set of theoretical distortion points [ ]
zH d

i
eE 2  for the d

iH  frames in 

the GOF. 
4. For each of the q distortion values [ ]

zH d
i

eE 2 , identify for every frame d
iH  the truncation point 

z for which the distortion [ ]
zH d

i
eE 2  is the closest to theoretical distortion [ ]

zH d
i

eE 2  calculated at 

the previous step. Keep this truncation point and the associated rate ( ){ }z
D
iHR . 

5. If rate-control is desired, scan the produced set of q distortion-rate points of each GOF, and match 
the average rate constraint (Kbps). 

Figure 5. Distortion control algorithm 

We may also extend this distortion control algorithm to obtain a scheme for rate control, as 

described in Step 5 of Figure 5. The proposed control mechanism is applicable to the parser of 

the embedded bit-stream, as long as an embedded scheme is used to encode the MCTF frames, 

and a set of potential truncation points (R-D points) is generated for each frame during encoding. 

We present indicative results on distortion control in Section 6.5. For illustration, we use the 

EBCOT [26] entropy-coding scheme to encode the data, as it allows for the easy establishment of 

R-D points during encoding.  

The above described distortion-fluctuation control mechanism is presented for the case of 

UMCTF with update-step disabled employing an adaptive selection of temporal filters for each 

block and for each temporal level. Moreover, although the proposed control mechanism works in 

a frame-by-frame basis, it can also be applied locally to certain frame areas, if the expected 

distortions between dependent frames are linked in a block-by-block manner. This however 

comes with the expense of increased complexity at the parsing stage. Finally, the generic 

formulation for the UMCTF case with enabled update-step follows also similar derivations (the 

distortion estimates 2
d
iAE e 

  
 are derived from the update step, similar to the derivation of 

2
d
iHE e 

  
 in the predict step). This generic formulation is left as a topic of further investigation. 
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5. Analysis of Delay 
The motivation behind the use of UMCTF without an update step comes from the fact that this 

mode corresponds to the lowest delay scenario. This is because the L frames at a certain temporal 

level may be decoded independently of the H frames at that level. In this section, we quantify the 

delay for this case. In our analysis, we consider an N frame GOF with D decomposition levels, 

and for the sake of simplicity, we set dM M= . We use multiple reference frames from the past, 

and one reference frame from the future, i.e. 1 1d
p dR N −= −  and 1=d

fR  for all levels d. We 

assume ( )mod 0DN M = .  

The decoding delay for any frame corresponds to the number of frames that need to be decoded 

before the frame can be displayed. Since UMCTF involves a multi-resolution decomposition, we 

need to examine the delay for frames filtered at different temporal levels. Within temporal 

decomposition level d , H frames are located at positions ,d ik  such that ( ) 0mod, ≠Mk id  and 







 −

= +1

1,,2,1 dM
MNi … . This corresponds to a position 1

,
−d

id Mk  in the GOF. As an example, 

with 27=N , 3=M  and 3=D , H frames at level 2d =  are at positions 1, 2, 4, 5, 7, 8 within 

the level, and at positions 3, 6, 12, 15, 21 and 24 in the GOF.  

Since we allow multiple reference frames from the past, each of these frames can use a maximum 

of ,d ik  references from the past. In addition, since we allow bi-directional filtering with 1=d
fR , 

we also need to consider one reference frame from the future6. Hence, the frame ( ) 1
,

d
d ik M −  

depends directly on a maximum of ( )1, +idk  frames at level d. 

However, we also need to consider the indirect reference frames, i.e. frames at higher levels that 

these ( )1, +idk  frames are dependent on. All indirect reference frames from the past are already 

included in the count ( )1, +idk , and there is only one additional indirect reference frame from the 

future at each higher decomposition level (D−1−d such levels). Hence, the maximum number of 

frames that need to be decoded for frame ( )d
id Mk ,  to be displayed are ( )dDk id −−++ 11, . 

Hence, the maximum delay incurred by a frame is ( ) ( )d
idid MkdDk ,, −−+ , i.e. its position 

subtracted from the number of frames that need to be decoded before it can be displayed. 

                                                 
6 We can ignore the case when we cannot use bi-directional filtering due to absence of future frames. This 
is because the delay for these frames is always smaller than for frames that are filtered bi-directionally. 
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In order to quantify this delay, we consider UMCTF with 16=N , 4=D , 2=dM . For this 

example, except for Frame 1 and Frame 3, all other frames have negative delay. This means that 

they can always be decoded before they need to be displayed. Frame 1 and Frame 3 experience a 

delay of 1 frame each. Alternatively, Haar MCTF schemes with the same structure experience a 

much larger maximum delay of 1
2
+

N
, since the temporal filtering is performed in pairs. 

6. Results and Discussion 
We present results for UMCTF with different filter choices and decomposition structures, to 

highlight its advantages in terms of efficiency and scalability features. We first present results on 

coding efficiency, followed by results on content adaptive update, variable decomposition 

structures, and the temporal scalability features of UMCTF. Additionally, the experimental results 

obtained with the distortion control mechanism are presented in Section 6.5. Finally, we also 

include a comparison against AVC. 

6.1. Results on Coding Efficiency 
In this section, we present improvements in coding efficiency for UMCTF with the addition of 

different coding optimization tools. We start with the Haar MCTF and add the following tools: 

• Variable Size Block Motion (VSBM). Given a macroblock size of BB× , we support 7 

different partitioning schemes where each sub-partition is of size ji

BB
22

×  with 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }2,2,2,1,1,2,1,1,1,0,0,1,0,0, ∈ji .  

• Overlapped Block Motion Compensation (OBMC). We use a weighted average of pixels, 

obtained using neighboring motion vectors, as predictors. This is similar to what is proposed 

in [31] to improve the coding efficiency and smooth out block boundaries. 

• Bi-directional prediction. We disable the update step (delta low-pass filter) and use one 

reference frame from the past and one from the future during the predict step. We label this 

No Update Bidirectional UMCTF. 

• Multi-hypothesis prediction. We further allow two reference frames from the past. We set 

( ) 1,, =∑
j

d
ji mnf , where either two coefficients are non-zero in the summation and they are 

equal to ½ (bi-directional filtering, or multi-hypothesis prediction from the past), or only one 

is non-zero and it is equal to 1 (forward/backward filtering). We label this No Update Multi 

Hypothesis UMCTF. 
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The best motion vector, prediction direction and partition size are determined using an exhaustive 

Lagrangian R-D optimized mode decision strategy, i.e. by minimizing 

( )MVBitsModeBitsSAD ++ λ  across all modes and partition sizes7. The parameter λ cannot 

be optimally determined since we use the same mode decision for all target decoding rates. 

However, we have determined heuristically that a value of 25 performs reasonably well across the 

range of desired bit-rates.  

We present results with UMCTF settings: 16=N , 4=D , 2dM = , using a dyadic 

decomposition structure. We present results for three CIF sequences, Foreman, Mobile and 

Football with a search range of ±8, half-pixel motion accuracy and a macroblock size B=32. We 

use the spatial 9/7 wavelet decomposition followed by EZBC for entropy coding [16]. Unless 

otherwise stated, these settings were used for all results in this section.  
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Figure 6. Incremental improvements in coding efficiency 

                                                 
7 We also allow for intra blocks that are spatially predicted as in [31]. Also, if the number of intra blocks 
exceeds a threshold (25% of all blocks), we designate the frame as an Intra frame and disable all prediction. 
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We observe from Figure 6 that each of these tools leads to a systematically improved R-D 

performance, although the improvements vary depending on the sequence content. 

6.2. Adaptive Update 
While disabling the update step allows us great flexibility in terms of prediction options, it leads 

to significant distortion variations in the decoded sequence. This is because of the use of a non-

orthonormal temporal transform, which requires successive decoding, thereby leading to 

quantization noise propagation from the reference frame to the reconstructed frame. Hence, we 

also need to use an appropriate low-pass filter, using the update step of the lifting process. When 

the motion matches are good, then such an update can lead to an improvement in the coding 

performance, however when the motion matches are not good, this can lead to the creation of 

artifacts in the low-pass frame leading to worse coding performance. More details on this can be 

obtained from [28]. Hence, the update should be performed adaptively, depending on the quality 

of the motion match. To illustrate this we implement an adaptive update strategy as follows: 

If ( ) update
d
i TnmH ≤,  

 Perform update using ( )nmH d
i ,  

Else 
 Perform update using ( )( ) update

d
i TnmHsign ×,  

This strategy reduces the artifacts in the L frame due to poor motion matches (by limiting the 

magnitude of the updating pixel), while allowing update for good matches. In addition, as this can 

be deduced at the decoder, there is no overhead involved. We present results for UMCTF with 

multi-hypothesis prediction: with no update, with update always enabled, and with adaptive 

update in Figure 7. 
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Figure 7. Effect of adaptive update strategy 

Since the Mobile sequence has correlated motion and smaller prediction errors, performing the 

update is beneficial, and leads to improved coding performance. On the other hand, the 

performance for the Foreman sequence degrades when the update step is enabled, while it 

remains almost unaffected for the Football sequence. With the simple adaptive update strategy we 

can achieve performance close to that of the best scheme (update always enabled or disabled) for 

both the Foreman and Mobile sequences, while for the Football sequence, we can actually 

outperform both strategies. This adaptive strategy can further be extended to account for the 

connectivity of pixels. 

6.3. Variable temporal decomposition structures 
In this section we present results to illustrate the performance of a non-dyadic temporal 

decomposition structure. We compare the dyadic No Update Multi Hypothesis UMCTF results (as 

in the previous section) with a non-dyadic decomposition with the following structure:  

• 27=N , 3=D , 3dM =  (two H frames between L frames). Again, we allow multi-

hypothesis, forward, backward or bi-directional filtering. We label this the No Update Multi 

Hypothesis Non-Dyadic UMCTF. 
Using this decomposition structure we encode 81 frames, and compare the average PSNR for the 

first 80 frames with previously presented results.  We plot this comparison in the following 

figures. 
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Figure 8. Comparison of dyadic and non-dyadic decomposition structures 

For the Foreman sequence, the non-dyadic decomposition performs worse than the dyadic 

decomposition, while this trend is reversed for the Mobile sequence. With the non-dyadic 

decomposition the distance between source and reference frames is larger than with the dyadic 

decomposition, and this can lead to worse temporal prediction. However, at the same time, as the 

GOF size (N) is larger, a greater amount of temporal correlation can be exploited. It is the 

tradeoff between these two conflicting reasons that determines the performance for a particular 

sequence. Since the motion can be easily captured for the Mobile sequence, even using reference 

frames farther apart, the non-dyadic decomposition outperforms the dyadic decomposition. 

6.4.  Results on Temporal Scalability 
In order to evaluate the temporal scalability performance, we disable the update step, so that we 

can use the sub-sampled original sequence as reference and evaluate objective metrics like PSNR.  

We present results for the sequences Foreman and Mobile with No Update Multi Hypothesis 

UMCTF settings with dyadic decomposition, as in Section 6.1. The sequences are decoded at 

three different frame rates, 30 Hz, 15 Hz and 7.5 Hz, corresponding to decoding all, half or 

quarter the number of frames.  
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Figure 9. PSNR for Foreman and Stefan decoded at multiple frame rates (30Hz, 15Hz and 7.5 Hz) 

 
We compare results at different frame rates against each other, at bit rates corresponding to an 

equivalent average number of bits per frame. Hence, PSNR at 300 kbps for 30Hz video may be 

compared against PSNR at 150 kbps for 15Hz video, corresponding to 10 Kilobits per frame. 

Comparing these results we can conclude that the efficiency of UMCTF is not significantly 

degraded while providing temporal scalability. The results are expectedly worse at lower frame 

rates as a greater amount of temporal correlation can be exploited at higher frame rates.  

It is important to notice that, as described in Section 2, the visual quality of the L frames can be 

poor and they may contain artifacts, when motion matches are poor. Consequently, we believe 

that for a true evaluation of the temporal scalability performance, the update step should be 

disabled, and the temporally subsampled video should be used as reference. Independent 

experiments [30] support this conclusion. 

6.5. Distortion control results 
Disabling the update step leads to improved temporal scalability performance, however, as 

mentioned before, the use of a non-orthonormal temporal decomposition leads to distortion 

variation in the decoded frames. In this section we present results for UMCTF with distortion 

control. We use the JPEG-2000 entropy coder in conjunction with UMCTF to generate these 

results. For UMCTF we use the settings corresponding to our derivation for the distortion control 

scheme outlined in Section 4. These correspond to the No Update Bidirectional UMCTF 

described in Section 6.1. For motion estimation, we use full search with 8×8 blocks, with quarter-

pixel accuracy and a search range of [ ]64,64− .  
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Figure 10. Distortion control results for Foreman 

Although the control parameter a can be specified separately per GOF, we chose two cases, 

1.0=a  and 0.1=a . The resulting average PSNR is shown on the left in Figure 10, while the 

PSNR variation is shown on the right. The results indicate that PSNR fluctuations in the sequence 

can be reduced by appropriately selecting the parameter a, although this comes at the expense of 

an average PSNR loss. However, it is observed that at low rates, the loss in the average PSNR is 

limited. Since PSNR variations are mainly visible in low-rate decoding, we conclude that the 

proposed control-mechanism is particularly beneficial at low bit-rates. 

6.6. Comparison against AVC 
We compare our codec against AVC under the following test conditions. We use a dyadic 

decomposition structure with multi-hypothesis prediction, adaptive update, VSBM and OBMC 

for UMCTF. We use a motion search range of ±32 with quarter pixel accuracy, and a macroblock 

size B=32. For the Mobile sequence we use 32=N , 5=D , 2dM = , while for the Football 

sequence we use 8=N , 3=D , 2dM = . We use the same GOP size (with IBBP structure) and 

motion search range for AVC. We use JM 6.3 with R-D optimization enabled and CABAC for all 

our experiments. These results are presented in Figure 11.  
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Figure 11. Comparison against AVC 

While UMCTF outperforms AVC for the Mobile sequence, it underperforms AVC for the 

Football sequence. This is because the motion in the Football sequence is very large and random, 

leading to large residues, and many intra blocks that AVC can code very efficiently due to its use 

of a closed loop and extremely efficient intra prediction. 

7. Conclusions 
In this paper, we present UMCTF, a framework for efficient and flexible temporal filtering for 

interframe wavelet video coding. UMCTF relies on the lifting implementation of temporal 

filtering and uses a set of control parameters to select decomposition structures and temporal 

filters, thereby enabling the adaptation of the video codec to the video content, bandwidth 

constraints and end-device capabilities. This leads to improved coding efficiency and higher 

decoded video quality over current interframe wavelet video codecs. Furthermore, the temporal 

scalability provided by UMCTF is also significantly improved, by eliminating the constraint of 

pair-wise filtering, as in Haar MCTF. UMCTF supports decoding of the video at arbitrary desired 

fractions of the full frame rate, unlike Haar MCTF schemes, where only dyadic (powers-of-two) 

temporal scalability is supported. Also, the frames decoded at lower frame-rates are free of visual 

artifacts, unlike with Haar MCTF schemes. In addition, we propose a mechanism for the control 

of the distortion variation in UMCTF employing only the predict step, which is particularly 

beneficial in low-rate coding. Our experimental results show that the coding efficiency of 

UMCTF (in conjunction with EZBC entropy coding) is comparable to the state-of-the-art non-

scalable codec, AVC/H.264. 
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