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Abstract

For developing a human-computer interface applying eye-gaze, we have
already proposed a noncontact, unconstrained video-based pupil detection
technique using two light sources and the image difference method. The
detected pupil position in the difference image is utilized together with the
glint (corneal reflection light of an infrared light source) position for eye-
gaze position determination. In this paper, the hardware for real-time im-
age differentiation was developed. This image differenciator made real-
time pupil possible, by applying the pupil detector including the noise re-
ducer, which had been already developed. For stably detecting the glint and
the pupil, it was clarified that the pupil brightness is influenced by the
pupil area and the power of infrared light irradiated for the eye. For stabi-
lizing the pupil brightness in the difference images, a method which util-
ized this characteristics was proposed. This method made pupil and glint
center detection stabler.

1 Introduction

The pointing device applying the eye-gaze position is desired for an inter-
face between human and computer systems, especially for quick menu se-
lections. It is necessary for the point device to develop a noncontact and
unconstrained eye-gaze position detection method. For implementation,
video-based methods are probably most appropriate. In these methods, the
eye is irradiated with an infrared ray, and the eye images are taken by
video camera. The eye-gaze position was detected by the relative positions
between two feature points; the corneal reflection image and the pupil im-
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80 Visualization and Intelligent Design in Engineering

axis and got the pupil image, brighter than its surroundings. However, it
was difficult to stably detect the pupil area under bad lighting conditions.

To solve this problem, we have already proposed the pupil detection
technique using two light sources and the image difference method.2 Its
usefulness for stable pupil detection was indicated by using the still images.
In this study, the image differentiator was developed to apply the proposed
method in real time. And it was used together with the other devices which
we had already developed for pupil detection. In addition, a method for
stabilizing pupil brightness was implemented for stabler pupil and glint
detection.

2 The pupil detection technique

If the eye is illuminated by a near-infrared light source in coaxial with the
camera, the light enters the pupil and is reflected off the retina and comes
out through the pupil. The pupil image appears as a half-lighted disc
against a darker background, called the bright eye,*- * as shown in Fig. la.
On the other hand, if the eye is illuminated by a light source uncoaxial with
the camera, the pupil image appears as a darker area against the back-
ground, called the dark eye/ as shown in Fig. Ib. Here, Fig. Id and e show
the brightness distribution on the horizontal lines in Fig. la and b, respec-
tively.

Under both bright and dark eye conditions, a fraction of the infrared
light is reflected off the corneal surface and appears as a small intense area,
called the glint,* as shown in Fig. la,b,d and e.

Difference image

Position

Threshold

Position

Figure 1: Conceptual scheme of the pupil detection technique using two
light sources and the image difference method.
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Visualization and Intelligent Design in Engineering 81

The glint position remains almost fixed in the image field as long as the
user's head remains stationary. In contrast, the position of the pupil moves
in the image field, following the rotation of the eye ball. So under both
bright and dark eye conditions, the direction of gaze can be determined
from the relative positions of the pupil and glint center.

Under these conditions, however, it is difficult to set a threshold for
pupil detection due to little difference in brightness between pupil area and
its surroundings.

In the pupil detection technique using two light sources and the image
difference method,% one light source set in coaxial with the camera is
switched on during the odd fields of the video signal, and another one set
uncoaxial with the camera is switched on during the even fields. Then the
difference images are obtained by subtracting the even field images from
the consecutive odd field images. As a result, the background almost van-
ishes as shown in Fig. Ic and f. Here, it is necessary to make the back-
ground brightness levels, in the odd and even field images, equal by
controlling the infrared light sources' power. By converting the difference
image into a binary image by setting an appropriate threshold, the pupil
area is detected. Here, the positional difference between the two light
sources generates a small hole-like image on the pupil. This hole-like image
will be described later.

3 What influences pupil brightness ?

Pupil brightness in the difference images fluctuates much more when the user
changes his line of sight toward illuminated targets or menus. Moreover, in
general, the pupil brightness is low in a light room (during daytime) and it
becomes difficult to detect the pupil with a weak infrared light source. If using
a strong light source, however, the pupil image sometimes saturates the video
signal in a dark room (at night). This saturation disturbs glint detection be-
cause the glint usually exists in the pupil image.

In this chapter, the relationship between the pupil brightness and the pu-
pil area will be investigated.

Methods

A standard interlaced scanning CCD camera (NTSC, 30 frames per second),
having near-infrared sensitivity was used. A zoom lens, a close-up lens, an
extender, and an infrared pass filter (800 nm) were attached to the camera.
On the front of the zoom lens, a protecting filter was attached. In the filter,
two holes were made and two infrared LEDs (TLN201, 880 nm) were in-
serted. One LED was located at the center of the filter and the other was
located 23 mm away. The two LEDs were alternately switched by an
even/odd signal derived from an image input board. The center LED (in
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82 Visualization and Intelligent Design in Engineering

coaxial with the camera) was switched on during the odd fields and the off-
center LED (uncoaxial with the camera) was switched on during the even
fields. The center LED current was set at 25-150 mA (9 levels), and then the
off-center LED current was controlled and the brightness in the surround-
ings of the eye in the even field images was adjusted to that of the odd field
images.

The subject's head and chin were restricted and the images of his right
eye were obtained. The distance between the eye and the center LED was
62.5 cm. The zoom level was adjusted so that 1 cm in actual scale corresponded
to 28 % of the width in the image of the aspect ratio 1:1. The infrared light
power was measured near the eye when the sensor was directed to the cen-
ter LED. A green LED (not including infrared light) was located 53 mm
above the center on the front of the zoom lens. The subject was asked to
fixate the LED. The pupil area was purposely fluctuated by blinking the
LED.

The images were obtained under fluorescent lighting during daytime
(about 950 Ix) and nighttime (about 700 Ix). In each trial, the 10-
consecutive odd and even field images were taken at a rate of one image per
second by using the image input board (aspect ratio 1:1) which had a resolu-
tion of 512HX256V pixels in each field. The trial was conducted during
daytime and nighttime on each infrared LED current. These images were
stored on a hard disc, and analyzed later by a personal computer (NEC
PC9801DA2) through the image input board.

The difference images were obtained by subtracting the even images
from the odd images. Here, when the differences indicated negative values,
the results were calculated as zero (completely dark). Furthermore, the
high brightness parts corresponding to the glint and the low brightness
parts corresponding to the backgrounds were eliminated using two appro-
priate thresholds. Then the pupil area (pixel numbers) and the pupil bright-
ness level (average in the pupil area) were calculated.

Results and discussion

Fig. 2 shows the relationships between the pupil brightness and pupil area
in the difference images in each infrared LED current. The infrared light
near the eye in darkness was also indicated in parentheses. The data ob-
tained from the daytime and nighttime experiments were plotted together.
You can see that pupil brightness is almost proportional to the pupil area,
independently of lighting conditions in the room. Moreover, the pupil be-
comes brighter with an increase of the LED current. These findings indi-
cate that the pupil brightness in the difference image strongly depends on
the size of the pupil area. However, the room light does not directly influ-
ence pupil brightness, although it indirectly influences pupil brightness by
changing the pupil area.
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Visualization and Intelligent Design in Engineering 83

Pupil brightness variation makes it difficult to detect the pupil as well as
the glint. The glint in the odd and even fields almost cancels out each other.
So it is difficult to stably detect the glint in the difference image because of
its size and low brightness. The glint in the even fields is not so high in
brightness, compared to its surroundings, as shown in Fig. If. Moreover, in
our current system, the off-center LED for the even field moves according
to the zoom level. So, we do not want to use the even fields for glint detec-
tion. On the other hand, the use of the odd fields is advantageous for glint
detection in the next stages of our development; under perfectly free-head
movement condition and under bespectacled condition. To detect the glint
in the odd fields, pupil brightness should be stabilized as low as possible.

LED current (infrared light)
150 (14.7)

130 (12.0)

100 (9.7)

[mA] [fi W/cm%]

1000 2000
Pupil area (pixels)

Figure 2: Relationship between pupil area and pupil brightness.

4 Real-time pupil detection

Image differentiator

To differentiate two consecutive fields, we applied first-in-first-out (FIFO)
memories. The block diagram of the image differentiator is shown in Fig. 3a.
An analog video signal from the camera is converted to a 256-brightness
level digital signal. An even/odd signal, generated by the synchronous sepa-
rator, is used as a control signal for the FIFOs which were exclusively pre-
pared for the odd and even fields.

Now, assume the first odd field (Ol) enters the image differentiator at
the time ti (Fig. 3b). The odd FIFO receives 01 while the even FIFO does
not. Next, when the first even field (El) enters this device at the time fe, the
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84 Visualization and Intelligent Design in Engineering

even FIFO receives El while the odd FIFO does not. At this time, Ol is
outputted from the odd FIFO. When the second odd field (02) is inputted
into the odd FIFO (fo), 01 is outputted. Simultaneously, the even FIFO
outputs El. At this time (fo), the first difference image (Ol-El) is outputted
by the following subtracter. When the second even field (E2) enters (£#), El
is outputted. And the odd FIFO outputs 02. At this time, the second differ-
ence image (02-E1) is outputted.

The two FIFOs alternately repeat these processes using the even/odd
signal, always outputting consecutive even and odd fields. As a result, the
difference image (odd field minus even field ) can be obtained every 1/60 s.

The time delay from the input of the first field to the output of the first
difference image is 1/30 s. The resolution of the output images is 640Hx
256V.

ADC: analog to digital converter
E/O: even/odd signal
DAC: digital to analog converter
FIFO: first-in-first-out memory
SUB: subtracter
SYNC SEP.: synchronous separator

O2-E1

O2-E2

O3-E2

Figure 3: (a)Device and (b)algorithm for image differentiation.

Methods

Hardware A video signal from the camera was inputted into the image dif-

ferentiator. The output was inputted into the pupil detector. The pupil
detector binarized the difference image signal with an appropriate thresh-
old manually controlled by the computer through the parallel input/output
(PIO) board. The binarized image had a resolution 256HX256V (aspect
ratio 1:1). It was compensated by the following noise reducer, which applied
the mathematical morphology processing theory,% whose basic operations
are to dilate and erode. First, the binary pupil image was dilated by the
structuring element as shown in Fig. 4a (each small circle corresponds to
image pixels). The shape of this element approximates a circle (broken line).
This dilation operation eliminates the hole-image on the pupil (see Fig. If)
and compensates overshadowed pupil images under bad conditions, al-
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Visualization and Intelligent Design in Engineering 85

though background noise is expanded. Next, the dilated image was eroded
by the structuring element as shown in Fig. 4b. This process eliminates all
background noises because the structuring element for erosion was larger
than that of dilation. This noise reducer has been already described.% Its
delay time is 1/30 s.

From the output image (256Hx256V), the x coordinates of the right
and left edges (xr and xi) and the y coordinates of the top and bottom edges
(ĵ and yb) of the pupil image were calculated by the pupil detector. These
four coordinates were sent to the computer through the PIO, and then the
pupil center coordinates (px, py) were determined as p*•- (xr+xi)/2 and py-
(yt+yb)/2 every 1/60 s.

The pupil detector also counted the pupil pixel number and output it to
the computer every 1/60 s.

On the other hand, the video signal from the camera was sent to the
glint detector, which binarized this signal and output the four coordinates
corresponding to those of the pupil detector. The glint center coordinates of
the odd fields were calculated every 1/30 s. The threshold for glint detection
was manually controlled by the computer through the PIO.

Figure 4: Structuring elements for (a)dilation and (b)erosion.

Method for pupil brightness stabilization To stabilize pupil brightness in the

difference images, the relationship between the pupil area and a given LED
current, must be identified. In one case, a level of 45 was chosen for stabilizing
pupil brightness. Fig. 5 shows the identified relationship. Here, the pupil area
was calculated when pupil brightness reached the level of 45, for each current
in Fig. 2. The relationship between the pupil area and the LED current was
plotted, and then its regression curve was calculated as shown in Fig. 5. The
current was controlled, in accordance with this curve formula, using the real-
time pupil pixel number (average of consecutive 10 difference images) ob-
tained from the pupil detector, through a D-A converter and two V-I con-
verters. In the present stage of this study, the same current was always given
to the two LEDs.

Others The two infrared LEDs were alternately switched by the personal

computer, utilizing the even/odd signal derived from the image differentia-
tor. The subject was asked to fixate on the green LED, slowly moving his
head horizontally or vertically. Experiments were conducted in a dark room
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86 Visualization and Intelligent Design in Engineering

(about 0.1 /AT), because the pupil area fluctuates largely by blinking the
green LED. While the pupil and glint centers were detected by using the
hardware described above, the video images from the camera were recorded
by a video tape recorder.

The other experimental conditions were the same as the ones described
in Section 3.

150

E 100

Q
ULJ 50

Desired pupil brightness level : 45

1.04x10*

2000 4000
Pupil area (pixels)

Figure 5: Estimated curve for pupil brightness stabilization.

Results

In the first experiment, the LED current was not controlled. The recorded
video tape was replayed every 10 frames, and these still images were input-
ted into the image input board for analysis. The pupil pixel number and the
pupil brightness level were calculated after carefully determining an ap-
propriate threshold for pupil detection.

As shown in Fig. 6a, the pupil repeatedly constricted and dilated about
three times during 10 s due to the blinking green LED. Accordingly, pupil
brightness fluctuated (Fig. 6b). Under this condition, it was difficult to
Decide an appropriate threshold for stable pupil and glint detection.

In the second experiment, the LED current was controlled to stabilize
the pupil brightness level at 45. Although the pupil area fluctuated largely
as shown in Fig. 7c, pupil brightness was almost stabilized at the desired
level (Fig. 7d). Here, the pupil pixel number was obtained from the pupil
detector. Simultaneously, the glint and pupil center positions were easily
detected as shown in Fig. 7a and b. Here, the head was slowly moved
about 1.6 cm horizontally (X) for the initial seven seconds, and about 1.2 cm
vertically (Y) for the residual time. Since the subject was fixating on one
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Visualization and Intelligent Design in Engineering 87

point (green LED), the relative positions between the glint and pupil cen-
ters almost never changed.

F(a)

= 2000

(b)

Q. 0)3 >CL ®

Time (s)

Figure 6: Pupil brightness depending on pupil area.

:: (a)

Time (s)

Figure 7: Pupil brightness stabilization and real-time glint and pupil center
detection.
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88 Visualization and Intelligent Design in Engineering

Discussion

The image differentiator output the difference images to the pupil detector
every 1/60 s. This performance made it possible for the pupil detector to
output the pupil coordinates every II 60 s, although the glint detector out-
put them only every 1/30 s. In the next stage of our study, we will develop
the system for bespectacled conditions. In the system, a window (masking
the pupil's surroundings), which moves corresponding to the pupil position,
will be applied to eliminate the reflection light on the eye glass lenses. The
ability of the image differentiator will be advantageous for adjusting the
movement of the window to the pupil position in real time.

Pupil brightness stabilization facilitated increased glint and pupil de-
tection. In addition, there are also other advantages. First, at present, there
is no LED which can produce adequately strong infrared light. The stabili-
zation at a low brightness level prevents the LEDs' deterioration. Second,
the safety of infrared light has not been ascertained. This infrared light
minimization may assure its safety. Third, this method also minimizes the
hole-image on the pupil (see Fig. If), which in turn, reduces noise.

5 Conclusions

An unconstrained and noncontact video-based eye-gaze detection method
was studied to use as a human-computer interface. In the present stage of
this study, we concentrated to detect the centers of the two feature points;
the glint and pupil images, which were necessary to eye-gaze determination.
In the conventional methods, it was difficult to detect the pupil image, es-
pecially. In this paper, the hardware (image differentiator) was developed
to apply the pupil detection technique using two light sources and the im-
age difference method, which we had already proposed. The combination of
the image differentiator and the pupil detector made it possible to output
the pupil coordinates every 1/60 s. In addition, the pupil brightness stabili-
zation method was applied to the pupil detection technique. The method
facilitated increased glint detection as well as pupil detection.
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