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Abstract—In this paper, an optical camera communication 

system utilizing the under-sampled phase shift ON-OFF keying 

modulation is proposed to support non-flickering visible light 

communication. This system sends three types of light symbols 

through light emitting diode (LED) lamps, which are recorded by 

a camera. By employing a dual LED lamp with a designated 

mapping and framing method, the data rate can reach up to 3 

times of the camera’s frame rate. The experiment results show 

that the proposed camera communication system can achieve 150 

bps error-free communications for a range up to 12 m. 

Keywords—camera communications; phase shift keying; visible 

light communication 

I.!  INTRODUCTION 

As a result of the major advances in solid-state lighting 
technologies, we are seeing a rapid installation of high 
luminance light-emitting diode (LED) lighting fixtures at a 
global level in places such as homes, offices, shopping mall, 
transportations, traffic and street lights, and mobile phone 
(flash light). Compared to the traditional lighting fixtures, 
LEDs have an interesting feature such as higher energy 
efficiency and the ability to be switched on and off at fast rates 
[1]. Therefore, LEDs have been considered not only for 
illumination, but also for wireless data communications [2]. In 
indoor application such a technology can offer a noticeable 
spectrum relief for the wireless local area networks that uses 
the congested radio frequency spectrum. In indoor 
applications, the typical illumination level of > 400 lux is 
sufficient enough for data transmission at high signal-to-noise 
ratio (SNR) [3]. 

In optical wireless communications visible LEDs can be 
used for downlink as well as uplink communications [4]. 
Whereas photodiodes (PD) (PIN or an avalanche photodiode) 
are typically adopted as the receiver. Such systems have 
reasonably high bandwidth in the range of tens of megahertz 
(MHz) [5]. Higher data rates (i.e > 1 Gbps) can be achieved by 
employing high spectral efficiency modulation schemes 
including orthogonal frequency-division multiplexing 
(OFDM) [6], wavelength-division multiplexing (WDM) [7], 
spatial-division multiplexing (SDM) [8]. Alternatively higher 
data rates can be achieved by exploiting the spectral efficiency 

of multiple LEDs commonly used to provide sufficient 
illumination. This is achieved by means of implementing 
optical multiple-input and multiple-output (MIMO) 
communication system [9], offer high data rate by increasing 
the spectral efficiency [10]. However, in indoor environments 
there are no fading and therefore, optical wireless links are 
envisaged to be highly correlated enabling only minor 
diversity gains with MIMO. Additionally signal collision due 
to multiple LEDs based link will lead to the interference that 
will ultimately degrade the system bit error rate (BER) 
performance [11].  

In recent few years we have seen extensive use of 
smartphones, tablets, Google glasses etc. in our daily life. 
Such devices have built-in cameras, which can be used to 
capture images and videos, therefore, have potential to be 
utilized as visible light communications (VLC) receivers [9]. 
In [12] VLC system employing image sensor-based camera 
has been reported. This image sensor-based communication 
system or camera communication (CamCom) offers non-
interference communication with SDM [13], which extracts 
different signal from different spatial position from the 
captured videos or photos. On the other hand, LEDs are being 
widely used for lighting in most modern vehicles and for 
traffics lights, which can be readily modified to act as VLC 
transmitters. Therefore, to develop intelligent transport 
systems (ITS), VLC can be used between the cars and the road 
side infrastructures by utilizing the vehicle lighting, traffic and 
street signals and smartphone cameras. Smartphone can be 
mounted in a car, motorbikes, and its camera can be used to 
capture the images of lights from the vehicles nearby. 

For most commercial cameras, the frame rate is relatively 
low, typically 24 frames per second (fps), 30 fps 50 fps and 60 
fps, which results in low data rate as if they were used as 
communication receivers [14]. However, such low speed data 
rates is sufficient for certain application scenarios, e.g. 
collision detection, information on hazardous road condition 
and capturing the vehicle’s diagnostic information via the 
vehicles’ taillights [15]. 

In [14] a CamCom scheme utilizing the rolling shutter 
effect of a complementary metal-oxide-semiconductor 
(CMOS) camera and Manchester coding was proposed to 
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increase the data rate. However in this approach the whole 
CMOS sensor should be flooded with light, which greatly 
restricts the communication distance. Casio’s PicapiCamera 
uses smartphone screen or LED lamps to send a blinking 
signal from LEDs at different colours, which is then read by 
the camera on the other smartphone. This is realized through 
combination of location information and cloud service based 
on VLCs [16]. In [17] an under-sampled frequency shift ON-
OFF keying (UFSOOK) modulation scheme with low data 
rate capabilities has been proposed with no bit flicker or frame 
flicker. With UFSOOK the camera can decodes video frames 
back to the data stream at a data rate of 15 bps using a 30 fps 
camera. 

In this paper, an under-sampled phase shift ON-OFF 
keying (UPSOOK) modulation scheme is proposed, which is 
similar to the phase shift keying (PSK). We send the mark 
(logic 1) and space (logic 0) with the same frequency and 
amplitude but with the opposite phase carrier signals. At the 
receiver, the transmitted signal is under-sampled by a low 
frame rate camera, and the captured videos are then processed 
by the UPSOOK demodulation scheme. The proposed system 
can be used in VLC marketing similar to quick response (QR) 
code, or in car-to-car VLC system to exchange traffic 
information between nearby vehicles. 

The rest of the paper is organized as follows. In Section II, 
we introduce the concept of the UPSOOK modulation, signal 
mapping, as well as framing method. An experimental setup to 
evaluate the system performance is described in Section III. 
Finally conclusions and future work are given in Section IV. 

II.! CAMERA COMMUNICATION 

A.! UPSOOK 

When recording a video, the camera captures continuous 
images at a fixed frame rate. Fig. 1 [18] illustrates the video 
capturing process where each image is taken for a given 
exposure time [18]. For instance, at a frame rate of 50 fps the 
shutter speed is set to 1/100. The analog signal is digitized by 
CMOS during exposure time under a given frame rate, and the  

 
Fig. 1.! Video capturing process. 

 
Fig. 2.! The cutoff frequency of human eye and camera. 

raw digital image stream is read out and transferred to the 
central processing unit (CPU) for signal processing prior to 
being framed to a video stream. 

The cutoff frequency fmax_camera of a camera exceeds that of 
the human eye (fmax_eye = 100 Hz [19, 20]), and it depends on 
the shutter’s speed [17] as illustrated in the Fig. 2. Therefore, 
signals with frequency between fmax_camera and fmax_eye can be 
only seen by camera but not by the human eyes. As mentioned 
in the Section I, UFSOOK proposed for the CamCom system, 
uses a number of cycles of 120 Hz and 105 Hz square wave 
signals for as space (logic 0) and mark (logic 1), respectively 
with the camera sampling rate fcamera of 30 fps. 

Fig. 3 depicts an example of the UFSOOK [17] pattern 
composed of the frame header (FH), 7-cycle of logic 1 and 8-
cycle of logic 0 (note the camera frame rate is 30 Hz). The 
frame header is also a square wave with a frequency fFH > 
fmax_camera (e.g. >10 kHz), therefore from the view of the 
camera, lights appears as half ON (average). The camera 
captures continuous frames at the position of the dash 
sampling strobes, with each UFSOOK symbol is sampled 
twice at the frequency of 30 Hz. It is clear from Fig. 3 that, for 
the logic 1 the two sampled values are different, whereas for 
the logic 0 both sampled values are the same. 

Note that with UFSOOK, two video frame samples 
represent one bit, which does not effectively utilise the 
sampled values. In this paper we propose an alternative 
modulation scheme of UPSOOK, where each frame sample 
represents one bit. As demonstrated in the Fig. 4 (a) and (c), 
when the states of light OFF, light ON and frame header are 
captured, the lamp in the video frame shows OFF, fully ON 
and half ON respectively. 

In the proposed UPSOOK system, if fcamera = x fps, then 
FH is represented by a square wave with a frequency fFH, 
which is much higher than fmax_camera > x as in UFSOOK. The 
mark and space are represented by square waves of the same 

frequency fmark = fspace = n x, where n is an even number 
(fmax_eye < fmark < fmax_camera), but different phase (e.g. θmark = 0°, 
θspace = 180°). For example, if fcamera = 30 fps, and fmark = 120 
Hz, as shown in Fig. 4 (a), then we are able to get one bit per 
video frame. Due to the fact that the sample phase of camera is 
out of control, there might be a random phase difference 
between transmitter and the camera (see Fig. 4 (a) and (b)). At 
the receiver side it’s uncertain to determine whether the 
received “1” or “0” represent mark or space. Therefore, a 
framing strategy is proposed, which will be detailed in the 
framing sub section to prevent this uncertainty. 
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Fig. 3.! An example of the UFSOOK pattern “FH,0,1” (fcamera = 30 fps, fFH = 

25 kHz, fspace = 120 Hz, fmark = 105 Hz). 

 
Fig. 4.! An example of the UPSOOK patterns (fcamera = 30 fps, fFH = 10 kHz, 

fspace = fmark = 120 Hz, θmark = 0º, θspace = 180º): (a) and (b) are two sampeled 

resutles for the same transmited signal, and (c) demonstrates the three possible 

smapled results. 

B.! Mapping 

From Section I, it is clear that the captured light from the 
LED lamp has three states: OFF, fully ON and half ON when 
adopting UFSOOK or UPSOOK. Therefore, for m LEDs > m-
bit per video frame can be allocated if a signal mapping 
method is employed. 

In this paper as a proof of concept we have used 2 LED 
lamps. Therefore, the captured lights have 9 states in total. 
Accordingly, a mapping method is proposed to maximize the 
use of frame efficiency, which is listed in the Table I. Each 
parallel output of index 0-7 in Table I carries 3-bit data per 
symbol, for instance, when the original data (0, 0, 0) is to be 
sent, after signal mapping two space symbols will be  

TABLE I. ! SIGNAL MAPPING 

Index Serial Input Parallel Output 

0 0, 0, 0 SPACE, SPACE 

1 0, 0, 1 SPACE, MARK 

2 0, 1, 0 SPACE, FH 

3 0, 1, 1 MARK, SPACE 

4 1, 0, 0 MARK, MARK 

5 1, 0, 1 MARK, FH 

6 1, 1, 0 FH, SPACE 

7 1, 1, 1 FH, MARK 

8  - - - FH, FH 

TABLE II. ! SIGNAL DEMAPPING 

Index Parallel Input Serial Output 

0 OFF, OFF 0, 0, 0 

1 OFF, FULLY ON 0, 0, 1 

2 OFF, HALF ON 0, 1, 0 

3 FULLY ON, OFF 0, 1, 1 

4 FULLY ON, FULLY ON 1, 0, 0 

5 FULLY ON, HALF ON 1, 0, 1 

6 HALF ON, OFF 1, 1, 0 

7 HALF ON, FULLY ON 1, 1, 1 

8 HALF ON, HALF ON - - - 

transmitted through two LED lamps at the same time. While 
for index 8, it is used as the start frame of each data frame, 
which will be discussed in the next sub section. 

Similarly, at the receiver side, when the camera captures 
two OFF states in one video frame, according to Table II, the 
demapped data should be (0, 0, 0). To make the mapping and 

demapping method work correctly, the phase different error — 
if it exists — should be corrected as has been discussed in the 

previous Section. So a frame strategy is proposed to achieve 
this function. 

C.! Framing 

Since we employ two LED lamps in this paper, the 
proposed data frame strategy is described as follows: each two 
q-mapped UPSOOK symbols are packed as the payload of a 
parallel data frame, and a start frame delimiter (SFD) is added 
at the beginning of each payload to enable asynchronous 
communication as shown in Fig. 5. For each SFD, it is 
composed of 2 symbols, the first symbol is the frame header, 
which is the square wave with a frequency of fFH and with a 
time duration of 1/fcamera. The second symbol of SFD is the 
mark symbol which is also a square wave with a frequency of 
fmark and a time duration of 1/fcamera. as shown in the first two 
symbols in Fig. 4 (a) and Fig. 5. 

In Fig. 4 it may be seen that the phase uncertainty problem 
will only cause error when receiving a mark or a space signal, 
while it has no effect on frame header signal. Therefore, if we 
send data according to the proposed frame strategy, we are  
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Fig. 5.! Parallel data frame structure. 

 
Fig. 6.! Two possible received data frames, (a) no need to do error correction, 

(b) need to do error correction. 

able to detect the error caused by phase uncertainty, by 
examining the second received symbol of a frame. There will 
be two possible received data frames as illustrated in the Fig. 
6. If the second symbol in a frame is fully ON this means that 
phase uncertainty doesn’t introduce error, however if the 
second symbol is OFF, that means all the fully ON symbols in 
the frame should be OFF, and all the OFF symbols should be 
fully ON, this procedure can correct the error introduced by 
phase uncertainty, which can also be considered as a special 
forward error correction (FEC). For the idle state, we send 
space and mark alternately. By receiving the idle signal the 
RGB value of fully ON and OFF are keeping up to date. 

D.! CamCom system 

The above sections have individually introduced each part 
of the proposed CamCom system using UPSOOK modulation. 
In this sub section the whole CamCom system is presented 
including both the transmitter and the receiver part. The 
system diagram is illustrated in the Fig. 7. For the transmitter 
part, two LED lamps are employed to parallel transmit the 
modulated signal. For the receiver, a camera is used to capture 
video of two LED lamps together. Matlab is utilized to carry 
out this demodulation algorithm. 

As shown in Fig. 7, this system consists of three basic 
parts: the transmitter, the channel and the receiver. In the 
transmitter, the original serial bits are converted to three 
parallel bits, and then those parallel bits are mapped to two 
parallel data, after modulation, the modulated signal is 
converted into visible light signals by two LED drivers and 
two LED lamps. The output visible light signals are 
propagating through free space channel to establish a line-of-
sight (LOS) communication link.  

A detailed flow chart at the receiver for the proposed 
CamCom system is presented in the Fig. 8. Due to the phase 
uncertainty, the process is much more complicated. It can be 

 
Fig. 7.! The proposed CamCom system diagram. 

 
Fig. 8.! A receiver flow chart of the proposed CamCom system. 

observed that at a camera is continuously capturing video 
frames, the RGB value of two LED lamps are processed by a 
hard threshold decision, which contains two thresholds to 
identify 3 states. The thresholds are given as: th1 = 
(FH+ON)/2 and th2 = (FH+OFF)/2. Once the received signal 
is higher than or equal to th1, it is identified as fully ON, while 
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Fig. 9.! Experimental setup of the proposed CamCom system. 

the value of received signal is higher than or equal to th2 
while smaller than th1, it is considered as half ON, else OFF. 
In the flow chart, a SFD detection module is always 
monitoring the two parallel received signals from the two 
lamps. Once the frame headers are detected from both lamps 
at the same video frame, our algorithm considers this as the 
beginning of a data frame, and checks the second received 
signal from both the two parallel channels, once that signal is 
OFF, all OFF need to be replaced by fully ON, \ ON also need 
to be replaced by OFF inside of the same data frame to 
eliminate the error caused by phase uncertainty. After this 
process, the demapping process shown in the Table II will be 
applied for each data frame to obtain the original data until the 
last data frame. Therefore, once the video frame rate of a 
camera is x fps and two LED lamps are employed the 
achievable raw data rate of the proposed system is 3x bps. 

III.! PERFORMANCE EVALUATION 

A.! System setup 

In order to experimentally test the proposed UPSOOK 
CamCom system, an experimental tests in combination with 
offline data processing are implemented. Two Luxeon Star 
cool white LED lamps with a 21° lens are employed as the 
light sources. And Agilent E3631A triple output direct current 
(DC) power provides DC power for LED lamps, a TTi 
arbitrary waveform generator (AWG) TGA12104 is used to 
generate the parallel modulated signal, a bias-T is used to 
combine AC signal and DC current, and an Agilent 
DSO9254A oscilloscope is employed to observe the 
transmitted signal as shown in Error! Reference source not 
found.. For the receiver side, a Canon EOS 100D kit (EF-S 
18-55 III lens) digital single-lens reflex (DSLR) camera is 
employed to capture video. 

In the experiment, a 63 bits m-sequence is mapped and 
modulated into 21 symbols, and a two symbols long SFD is 
added in front of the 21 parallel symbols in the same way as 
shown in Fig. 5. In our experiment, the frame rate of the 
camera is set to fcamera = 50 fps, and the frequency of frame 
head fFH = 10 kHz, the frequency of mark and space is fmark = 
fspace = 500 Hz, and the phase of mark and space is θmark = 0°, 
θspace = 180°. The AWG sends the signal sequence to LEDs 
repeatedly. At the receiver the camera constantly capture the 

video. After capturing, the video file is processed by Matlab, 
then the bit error rate (BER) and frame detection error rate 

TABLE III. ! KEY PARAMETERS OF EXPERIMENT 

Parameters Value 

Frame rate 50 fps 

DC voltage 2.8 V 

Peak-to-peak AC voltage 3 V 

FH frequency 10 kHz 

Mark and Space frequency 500 Hz 

FH, Mark, Space duration 20 ms 

SFD length 2 symbols 

Payload length 21 symbols 

Communication distance ≤ 15 m 

Shutter speed 1/4000 s 

Focal length (FL) 18-55 mm 

Camera aperture f / 18 

Camera ISO 100 

Video resolution 960 × 720 

Video length ~ 120 s 

TABLE IV. ! EXPERIMENT RESULTS 

Distance FL BER FDER 

2 m 18 mm 0/16443 = 0 0/261 = 0 

3 m 24 mm 0/16506 = 0 0/262 = 0 

5 m 34 mm 0/16569 = 0 0/263 = 0 

7 m 45 mm 0/16506 = 0 0/262 = 0 

9 m 55 mm 0/10710 = 0 0/170 = 0 

12 m 55 mm 0/16380 = 0 0/260 = 0 

15 m 55 mm 2412/11844 = 20.36% 74/262 = 28.24% 

(FDER) are calculated. The key parameters of our experiment 
are listed in the Table III. 

B.! Experiment results 

In order to test the robustness and reliability of the system, 
both the BER and frame detection error rate (FDER) [15] are 
tested. The experiment is carried out in a long corridor with 
ambient light from both other lamps and sunlight.  

With the help of the 18-55 mm variable focal length lens, a 
series of experiments are carried out under different 
communication distances from 2 m to 15 m. The experiment 
results are listed in Table IV. 

During each experiment, a two-minute 50 fps video is 
captured except in the case of 9 m range where the captured 
video has only 78 s, which means about 6000 video frames are 
taken, nearly 18000 raw bits or 261 data frames are received 
(each data frame has 23 bit raw data), by removing the SFD 
information, finally about 16435 bits of original data are 
acquired. 

It can be seen that, the CamCom prototype can work 
successfully without any error up to a range of 12 m. As the 
distance increases to 15 m the performance of system degrades 



evidently, this is because the pixel size of LED decreases as 
the distance increases which makes it hard to distinguish OFF, 
half ON and fully ON state. 

 

Fig. 10.!Experimental setup of the proposed CamCom system. 

Fig. 10 shows the received waveforms from the left LED 
of our experimental setup for three different distances. It is 
clear that each waveform contains three amplitude values, 
which corresponding to the three types of transmitted signal. It 
can also be observed that as the distance increases the 
amplitude of the received waveform decreases, which leads to 
a higher BER. 

IV.! CONCLUSION AND FUTURE WORK 

In this paper a CamCom system was proposed employing 
UPSOOK to avoid flicker in LED-based illumination. In 
addition, the paper has proposed a mapping method to 
increase the data rate of multi-LED lamps CamCom system 
and a framing design to ensure the system reliability. The 
UPSOOK relies on phase but not frequency that helps to 
increase video frame samples efficiency, especially when a 
low frame rate camera is used. A CamCom prototype is built 
to test the performance of proposed system with the results 
show that for the distance up to 12 meter the system can still 
work under error free condition. This makes the CamCom 
technology very robust and can work with the long distance 
that suitable for outdoor car-to-car (C2C) visible light 
communication. 

As far as future work is concerned, video tracking 
technology should be introduced to improve the performance 
in practice. The mathematical analysis should be given to 
validate the experimental data. Additionally other modulation 
or coding technologies are needed to consider in order to 
increase the data rate. The effect of Tx and Rx frequency 
offsets should also be studied to achieve good system 
performance. 
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