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Background The causes of recurrent waves in the 1918–1919

influenza pandemic are not fully understood.

Objectives To identify the risk factors for influenza onset, spread

and mortality in waves 1, 2 and 3 (summer, autumn and winter)

in England and Wales in 1918–1919.

Methods Influenza mortality rates for 333 population units and

putative risk factors were analysed by correlation and by

regressions weighted by population size and adjusted for spatial

trends.

Results For waves 1 and 3, influenza mortality was higher in

younger, northerly and socially disadvantaged populations

experiencing higher all-cause mortality in 1911–1914. Influenza

mortality was greatest in wave 2, but less dependent on

underlying population characteristics. Wave duration was shorter

in areas with higher influenza mortality, typically associated with

increasing population density. Regression analyses confirmed the

importance of geographical factors and pre-pandemic mortality

for all three waves. Age effects were complex, with the suggestion

that younger populations with greater mortality in wave 1 had

lesser mortality in wave 2.

Conclusions Our findings suggest that socially disadvantaged

populations were more vulnerable, that older populations were

partially protected by prior immunity in wave 1 and that exposure

of (younger) populations in one wave could protect against

mortality in the subsequent wave. An increase in viral virulence

could explain the greater mortality in wave 2. Further modelling

of causal processes will help to explain, in considerable detail, how

social and geographical factors, season, pre-existing and acquired

immunity and virulence affected viral transmission and pandemic

mortality in 1918–1919.

Keywords Immunity, influenza, mortality, social, virulence,

wave.
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Introduction

The influenza pandemic of 1918–1919, now known to have

been caused by an H1N1 virus, was characterised by global

spread, multiple waves and high mortality. The disease was

particularly severe among younger adults, possibly because

they were immunologically naı̈ve to the new virus, while

older adults had some protective immunity.1 The Great

War (1914–1918) affected population mixing, contributing

to widespread transmission of influenza in most parts of

England and Wales, where three well-defined waves were

described.2 The first wave was unusual, in that it began in

summer in late June 1918, rather than in the colder

months typical of inter-pandemic (seasonal) influenza.3,4

Although this out-of-season onset indicates an unusual

level of population susceptibility, the mortality rate was rel-

atively low at around 0Æ03%.2 The autumn wave (wave 2)

was most severe in terms of clinical complications and

mortality,3 with an average mortality rate of 0Æ27% across

regions of England and Wales.5 The third (winter) wave

was less severe, with an average mortality of 0Æ1%.5

Areas experiencing higher rates of all-cause mortality in

earlier years typically experienced higher mortality from pan-

demic influenza,3,6 presumably reflecting social disadvan-

tage.6,7 Pandemic mortality in other European cities was also

exacerbated by overcrowding and poverty.8 Variation in

pandemic mortality between cities likely reflect the influence

of social, geographical and climatic factors affecting viral

spread, changes in viral virulence, as well as effects of popu-

lation immunity.9,10 In the United States, public health inter-

ventions designed to reduce viral transmission apparently

reduced pandemic mortality in some cities.6 However, there

is no evidence that similar social distancing measures were

formally introduced in England and Wales in 1918–1919.5
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We previously showed that attack rates for waves 1 and

2 of pandemic influenza in 1918–1919 in RAF camps in

the UK could be explained by a model incorporating prior

immunity, a high rate of asymptomatic infection, and wan-

ing of immunity (or antigenic drift of the virus) between

waves.11 To better understand how pandemic spread and

mortality was affected by social and geographical factors,

and by population immunity, we now re-analyse 1918–

1919 influenza mortality rates from 333 cities and rural

boroughs in England and Wales for each of the three

waves.

Methods

Sources of data
We used weekly influenza-specific mortality counts and an-

nualised rates ⁄ 1000 population for the weeks ending 29

June 1918 to 10 May 1919, collated by the Registrar Gen-

eral’s Office in 1920.12 Mortality data were available for

333 administrative units (‘‘populations’’): 29 London bor-

oughs, 84 metropolitan boroughs, 77 urban districts, 82

county boroughs, and 61 others, comprising county

remainders or counties with no specified urban centre.13

Population totals for each unit were calculated from the

cumulative rates and numbers of deaths over the 46-week

period. Acreages were obtained from the decennial 1931

census for England and Wales,14 and population density

was calculated as persons ⁄ acre, further categorised into

quintiles and modelled as an ordinal variable. All-cause

mortality rates ⁄ 1000, age-standardised by the direct

method, were available for 329 matched administrative

units,15 and averaged over 1911–1914 for men and women

combined. Also available from this source was the ‘‘stan-

dardising factor’’ for each population, calculated as the

ratio of age-standardised to crude death rates.15 In the

absence of population age structures within administrative

units, we used this factor to represent variation in age

structure between administrative unit populations, with

higher values indicating younger populations. Latitude and

longitude coordinates assigned to geographical areas, such

that coordinates approximated county centroids and ur-

banised areas were within designated historical county

boundaries, were obtained from the Lat–Long Finder web-

site (Map Dataª 2010 Tele Atlas, Powered by Google, URL

http://www.satsig.net/maps/lat-long-finder.htm). The Aver-

age of Ward Scores from the Indices of Deprivation 2000:

District Level Presentations16 for England was used as an

indicator of current socioeconomic deprivation at district

level [higher scores indicating greater deprivation], and

matched by name to 62 ⁄ 82 (76%) of 1918–1919 counties

as identified in Johnson.12 We used digitised historical

1921 county boundary data for England and Wales, with

geographical coordinate system OSGB 1936 in ESRI Shape

File format17,18 to assess coordinates of geographical areas

and outline contour plots of week of onset and influenza

mortality.

Statistical analysis
The minimum total deaths between waves 1 and 2 occurred

in week 12 (week ending 14 September 1918) and in week

31 (week ending 25 January 1919) between waves 2 and 3

(Figure 1). For each administrative unit, cumulative deaths

for wave 1 were summed from the start of data collection to

the weekly minimum deaths within ±1 week of the overall

minimum deaths between waves 1 and 2. Cumulative deaths

for wave 2 were summed from these minima to the weekly

minimum deaths within ±1 week of the overall minimum

between waves 2 and 3; and for wave 3, from these minima

Figure 1. Time series plot of influenza

mortality between the weeks ending 29 June

1918 and 10 May 1919 in England and

Wales, indicating schematically weeks of

overall minimum deaths , wave duration

and between-wave intervals for each

of 333 administrative units. Source: Johnson

2001a & UK data Archive.
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to the end of data collection. Waves were thus defined to

include all recorded influenza deaths between data collec-

tion start and end points, with between-wave demarcation

defined by minima for each administrative unit population.

Cumulative influenza mortality rates for each wave were

calculated as the total deaths occurring ⁄ 1000 population,

and a measure of overall mortality was obtained by sum-

ming across waves. For each administrative unit, wave onset

was defined as the week marking the 10th percentile of

deaths from wave commencement; and wave duration was

defined as the number of weeks between the 10th and 90th

percentile of deaths, inclusive, per wave. Between-wave

intervals were calculated as the number of weeks between

the 50th percentile deaths for each wave.

Geographical spread of influenza was assessed by corre-

lating latitude and longitude coordinates for each popula-

tion with measures of timing and mortality in each wave.

Unadjusted analyses used non-parametric Spearman coeffi-

cients. Between-wave assessments used anova (Friedman’s

test) and the Wilcoxon signed-rank test for matched data.

Multivariate linear regression models, by ordinary least

squares,2 used population size as an analytical weight.

Quadratic trend surfaces (first- and second-order terms in

latitude and longitude, and the interaction of first-order

terms) were fitted in regression models to represent spa-

tial trends (see Table 4). Standardised beta coefficients

were reported to allow comparison of contributions of

individual explanatory variables.19 Statistical analyses were

performed using Stata * (version 10.1 ‘‘intercooled’’, Stata

Corporation, College Station, TX, USA), and variables

describing wave characteristics were derived using

MATLAB R2009a (Mathworks, Natwich, MA). Contour

plots of cumulative influenza mortality and week of onset,

clipped to digitised map boundaries of England and

Wales, were produced by applying a radial basis function

to a raster generated by applying cubic inverse distance

weighted interpolation to the non-uniformly spaced data

points using ArcInfo version 9.3 (Environmental Systems

Research Institute, Inc., California, USA).

Results

Characteristics of the three waves are summarised in

Table 1. Wave duration increased significantly over succes-

sive waves (Friedman’s and Wilcoxon signed-rank tests

P < 0Æ001). Cumulative mortality was significantly higher

in wave 2 than in waves 1 and 3 (P < 0Æ001), and the inter-

val between waves 1 and 2 was significantly longer than

between waves 2 and 3 (P < 0Æ001). Pre-pandemic mortal-

ity was strongly associated with cumulative pandemic influ-

enza mortality in waves 1 and 3 (Table 2, Figure 2), and

overall (q = 0Æ44, P < 0Æ001). Influenza mortality tended to

be higher in younger populations in waves 1 and 3, but the

age trend was reversed in wave 2. Populations with higher

influenza mortality rates in wave 1 also had higher rates in

wave 3, although rates in these waves were not significantly

correlated with rates in wave 2 (Table 2). Early wave onset

was associated with higher wave mortality for wave 1, but

not for waves 2 and 3. High wave 1 mortality was also

associated with delayed onset of wave 2. Wave 2 had the

highest average influenza mortality overall, but for all three

waves, duration was shorter in populations with higher

influenza mortality (Table 2). Higher wave 1 mortality

delayed onset of wave 2, while wave 3 mortality increased

Table 1. Wave characteristics over the 46-week period of data collection during the 1918–1919 influenza pandemic for individual 333

administrative units in England and Wales

Wave 1* Wave 2 Wave 3

Wave timing by administrative unit (earliest week of

10th percentile deaths to last week of 90th percentile

deaths)

29 June 1918

14 September 1918

28 September 1918

18 January 1919

15 February 1919

10 May 1919

Onset by administrative unit (median, earliest and last

weeks of 10th percentile deaths)

6 July 1918 (29 June

– 14 September 1918)

26 October 1918

(28 September – 23

November 1918)

15 February 1919

(25 January – 8

March 1919)

Duration by administrative unit (weeks from 10th to

90th percentile deaths, inclusive) median (range)

5 (1, 12) 7 (4, 17) 8 (3, 14)

Cumulative mortality ⁄ 1000 by administrative unit

median (range)

0Æ26 (0Æ02, 1Æ42) 2Æ80 (0Æ75, 6Æ14) 1Æ00 (0Æ18, 3Æ65)

Wave intervals by administrative unit (number of weeks between waves); median (range)

Waves 1–2 17 (8, 23) – –

Waves 2–3 – 16 (12, 22) –

Data from: Johnson.12

*No deaths recorded in 1 administrative unit.

Understanding the 1918–1919 influenza pandemic

ª 2010 Blackwell Publishing Ltd, Influenza and Other Respiratory Viruses, 5, 89–98 91



in populations with shorter intervals between waves 2 and

3 (Table 2).

Populations in the north and west tended to be younger

in age with higher rates of pre-pandemic mortality

(Table 3). A similar geographical trend was evident for

cumulative influenza mortality in waves 1 and 3, with

higher mortality evident in largely corresponding geograph-

ical locations in the north-west of England and Wales

(Table 3, Figure 3). In contrast, absolute mortality in wave

2 was greater in eastern populations. Complex patterns of

onset are evident in all three waves, with a clear directional

spread (northward) only in wave 2, notably later in areas

where wave 1 mortality was higher, and earlier where wave

1 mortality was lower (Tables 2 and 3, Figures 3 and 4).

Wave duration decreased with latitude in all waves. In con-

trast, the interval between waves 1 and 2 increased north-

ward while the interval between waves 2 and 3 increased

southward (Table 3, Figure 5).

Population sizes of administrative units ranged from

10 477 to 1 033 038 (median 50 384)12,13 and areas ranged

from 406 to 1 655 571 acres (median 5062).14 Population

density varied from 0Æ07 to 143 persons ⁄ acre (median 9Æ1
persons ⁄ acre). Whereas population size was unrelated to

geographical location, population density was significantly

correlated with longitude (Table 3). Population density was

also correlated with pre-pandemic all-cause mortality [q
(P-value) 0Æ37 (<0Æ001)], but no association was detected

with population size [)0Æ03 (0Æ625)]. Mortality rates in

individual waves were significantly correlated with popula-

tion density (Table 2), as was overall mortality [0Æ19

(<0Æ001)]. However, overall mortality was not correlated

with population size [0Æ03 (0Æ603)]. For waves 1, 2 and 3,

onset occurred earlier in more densely populated areas

[)0Æ25 (<0Æ001); )0Æ21 (<0Æ001); )0Æ13 (0Æ020), respec-

tively].

The index of deprivation from the year 2000 for

matched areas (n = 62) was correlated with cumulative

influenza mortality in waves 1 and 3 in 1918–1919 [q (P-

value) 0Æ41 (0Æ001) and 0Æ44 (< 0Æ001), respectively], but

not wave 2 [0Æ08 (0Æ516)]. It was also correlated with over-

all mortality [0Æ42 (<0Æ001)], northern latitudes [0Æ48 (<

0Æ001)] and, notably, with pre-pandemic mortality [0Æ60

(<0Æ001)].

In the weighted regression analyses for cumulative influ-

enza mortality (Table 4), pre-pandemic mortality was pre-

dictive in all three waves when we fitted a quadratic trend

surface (5 d.f.) to extract geographical variance. The model

for Wave 1 explains 69% of the variance in influenza mor-

tality, with younger populations at greater risk and the

effect of population density modified by covariates. For

wave 2 mortality, geographical factors explained much of

the variance between populations, with a significant ten-

dency for wave 2 mortality to be reduced in younger popu-

lations with higher mortality rates in wave 1 (see

discussion). Wave 2 mortality predicted somewhat lower

mortality in wave 3. In contrast, wave 1 mortality was posi-

tively associated with wave 3 mortality. Population density

was not a significant predictor of mortality in waves 2 and

3 when adjusted for the effects of other covariates included

in regression models, likely because of shared variance with

pre-pandemic all-cause mortality in particular.

Discussion

As this study compares data from populations rather than

individuals, any conclusions about causal processes involv-

ing individuals are subject to ecological bias20 as were those

from earlier related studies.2,5 However, our novel findings

from regression analysis used improved measures of wave

severity and onset for all three waves, including the milder

wave 1, for which, despite the lower mortality rates, we

identified previously undocumented social and spatial asso-

ciations.

Table 2. Correlation between cumulative influenza mortality ⁄ 1000

population and other wave characteristics and potential risk factors

investigated for 333 administrative units (Spearman’s correlation

coefficient q and P-values)

Cumulative influenza mortality ⁄ 1000

Wave 1* Wave 2 Wave 3

Pre-pandemic

mortality**

0Æ74 (< 0Æ001) 0Æ07 (0Æ225) 0Æ44 (< 0Æ001)

Younger

age**, ***

0Æ59 (< 0Æ001) )0Æ16 (0Æ004) 0Æ26 (< 0Æ001)

Population size )0Æ06 (0Æ267) 0Æ11 (0Æ053) 0Æ06 (0Æ270)

Population density 0Æ16 (0Æ003) 0Æ15 (0Æ006) 0Æ16 (0Æ003)

Cumulative influenza mortality ⁄ 1000

Wave 1 – 0Æ01 (0Æ930) 0Æ42 (< 0Æ001)

Wave 2 – – )0Æ06 (0Æ288)

Onset

Wave 1 )0Æ15 (0Æ006) – –

Wave 2 0Æ32 (<0Æ001) 0Æ09 (0Æ087) –

Wave 3 – )0Æ10 (0Æ058) )0Æ06 (0Æ319)

Duration

Wave 1 )0Æ16 (0Æ003) – –

Wave 2 – )0Æ42 (<0Æ001) –

Wave 3 – – )0Æ32 (<0Æ001)

Interval

Waves 1–2 0Æ50 (<0Æ001) 0Æ03 (0Æ539) –

Waves 2–3 – )0Æ01 (0Æ898) )0Æ26 (<0Æ001)

Data from: Johnson;12 ONS 2001.15

*No deaths recorded in 1 administrative unit.

**4 cases missing data.

***Younger population age structure corresponds to an age stan-

dardisation factor of greater than 1, giving a general indication of

age differences between populations.

Pearce et al.

92 ª 2010 Blackwell Publishing Ltd, Influenza and Other Respiratory Viruses, 5, 89–98



A fundamental observation is that influenza mortality

during the 1918–1919 pandemic was greater in populations

with higher levels of pre-pandemic all-cause mortality3,6

(Tables 2 and 3). This suggests that common factors, most

probably linked to social disadvantage7,8 contribute to both

influenza mortality and all-cause mortality. Indeed, Murray

et al.21 found that global mortality from the 1918–1919

pandemic was significantly greater in poorer countries. We

thus interpret all-cause pre-pandemic mortality as a surro-

gate for social disadvantage and population vulnerability.

Pre-pandemic mortality tended to increase in a northerly

and westerly direction, so it is not surprising that pandemic

influenza mortality showed the same trend in waves 1 and

3 (Table 3). Geographical gradients in wave 2 were incon-

sistent, possibly because of depletion of the most vulnerable

individuals through exposure in wave 1. On this view, the

more consistent geographical trend in wave 3 could be

because of a waning of protective immunity induced in

susceptible individuals in wave 1.

Absolute influenza mortality was greatest in wave 2

(Table 1), possibly because the virus had acquired greater

virulence, or because waning humoral immunity, with an

inflammatory cytokine response and ⁄ or complicating bacte-

rial infections, led to worse clinical outcomes, particularly

among young adults.3,22 Wave 3 mortality was reduced

compared with wave 2, possibly because of prior immunis-

ing exposure, or declining virulence. A decline in virulence

over time has been previously invoked to explain why pan-

demic mortality in Western Samoa in November 1918 was

much higher than in nearby American Samoa, where the

arrival of the influenza virus was delayed for many months

by strict quarantine.23 Similarly, pandemic mortality was

higher in New Zealand, affected from October 1918, than

in Australia, where pandemic influenza was excluded until

January 1919.23,24 Other factors, including those related to

season, could contribute to mortality differences between

waves. For example, the winter onset, arguably associated

A

B

C

Figure 2. Cumulative influenza mortality ⁄ 1000 population in waves 1

(A), 2 (B) and 3 (C) plotted against pre-pandemic all-cause

mortality ⁄ 1000.

Table 3. Correlations of risk factors and wave characteristics with

latitude and longitude (Spearman’s correlation coefficientq and

P-value)

Latitude Longitude

Pre-pandemic mortality* 0Æ56 (<0Æ001) )0Æ40 (<0Æ001)

Younger age* 0Æ37 (<0Æ001) )0Æ26 (<0Æ001)

Population size )0Æ09 (0Æ123) 0Æ06 (0Æ312)

Population density )0Æ05 (0Æ385) 0Æ24 (<0Æ001)

Onset

Wave 1** 0Æ003 (0Æ957) )0Æ18 (0Æ001)

Wave 2 0Æ45 (<0Æ001) )0Æ10 (0Æ064)

Wave 3 0Æ08 (0Æ154) )0Æ18 (<0Æ001)

Cumulative influenza mortality

Wave 1 0Æ60 (< 0Æ001) )0Æ43 (<0Æ001)

Wave 2 0Æ08 (0Æ166) 0Æ28 (<0Æ001)

Wave 3 0Æ43 (< 0Æ001) )0Æ28 (<0Æ001)

Duration

Wave 1** )0Æ21 (<0Æ001) 0Æ01 (0Æ808)

Wave 2 )0Æ15 (0Æ006) )0Æ11 (0Æ040)

Wave 3 )0Æ18 (0Æ001) 0Æ02 (0Æ714)

Interval

Waves 1**–2 0Æ47 (<0Æ001) )0Æ06 (0Æ298)

Waves 2–3 )0Æ38 (<0Æ001) 0Æ01 (0Æ878)

Data from: Johnson;12 ONS 2001.15

*Four cases missing data.

**No deaths recorded in 1 administrative unit.
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with increased viral exposures, lesser UV exposure, vitamin

D deficiency and impaired innate immunity could help to

explain why wave 3 mortality was greater than in wave

1.10,25,26 Spread and severity of the three waves of the

1918–1919 influenza pandemic were also influenced by

wartime privations and changes in population mixing.2

Spontaneous or imposed social distancing in response to

influenza deaths can also limit influenza transmission and

bring an outbreak to an earlier end.6,27 Spontaneous, or

reactive, social distancing in response to high localised

mortality helped to explain the variability in mortality pat-

terns observed across US cities.6 In our analysis, the onset

of wave 2 was somewhat delayed in populations with

greater wave 1 mortality (Table 2). Although spontaneous

social distancing can explain these findings, they could also

be explained by a greater immune protection, as immunis-

ing exposures would be expected to increase with popula-

tion mortality, provided that case fatality did not differ

markedly between populations. Although mortality in wave

2 was not predictive of the interval between waves 2 and 3,

wave 3 mortality was higher in populations with a shorter

interval between waves 2 and 3 (Table 2). This observation

is hard to explain in terms of social distancing, whereas it

would be expected that populations with lower levels of

immunity at the end of wave 2 would have both an earlier

onset and higher mortality in wave 3. Within each wave,

wave duration was also negatively correlated with wave

mortality (Table 2), as might be expected with social dis-

tancing. However, the negative correlation is also consistent

with greater population immunity leading to slower spread

and lesser mortality. The interval between waves 1 and 2

increased with latitude, whereas the wave 2–3 interval

decreased with latitude (Figure 5), in part at least because

of the south to north spread of wave 2.

At a global level, latitude was not significantly associated

with pandemic mortality when adjusted for income.21

However, at the finer resolution of England and Wales,

spatial and temporal dependence of the three waves has

been characterised in earlier reports2,5 and in our own

analyses (Table 3; Figures 3–5). Chowell et al.5 reported

that transmissibility was higher and more geographically

heterogeneous in wave 2 than in wave 3. The contour plots

of onset in successive waves (Figure 4) are consistent with

patterns identified by Smallman-Rayner et al.2 using 83

London and county boroughs.

Our regression analysis of influenza mortality over 333

populations (Table 4) simplifies highly complex processes

depending on social factors, nutrition, environment and

co-morbidities.8–10,21 The best indicator we had for social

deprivation and population vulnerability in the 1918–1919

influenza pandemic was all-cause mortality for the period

1911–1914. We found that the geographical Index of

Deprivation, derived as late as 2000,16 was still strongly

correlated with pre-pandemic mortality, validating our use

of it and showing that geographical predictors of social dis-

advantage and all-cause mortality have been stable over

many decades.7

A

B

C

Figure 3. Contour plots of equal ranges of natural logarithmic

transforms of cumulative influenza mortality, backtransformed to

rates ⁄ 1000, in waves 1 (A), 2 (B) and 3 (C) in England and Wales.
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Age effects were of particular salience in the regression

models. For wave 1, the ‘pandemic signature’ of heightened

mortality among younger individuals was observed and

younger populations were at greater risk, suggesting that

older persons were protected by prior immunity. A more

complex scenario during wave 2 is evidenced by the signifi-

cant negative interaction term between age and wave 1

mortality (Table 4). In areas with lower wave 1 mortality,

younger populations were again more severely impacted in

wave 2, while the risk of influenza death in the ensuing

wave 2 was reduced in areas that experienced higher wave

1 mortality, suggesting that greater exposure in wave 1

served to boost immune protection. Among older popula-

tions, however, wave 2 mortality tended to increase with

wave 1 mortality, possibly because confounding by popula-

tion vulnerability overrode any protective effect of prior

exposure in this ecological dataset. Wave 1 mortality also

predicted increasing wave 3 mortality, again presumably

because of confounding owing to increased population vul-

nerability associated with socioeconomic status, whereas

increasing wave 2 mortality predicted lower mortality in

wave 3 (Table 4), consistent with the idea of wave-to-wave

immunological protection. After taking mortality in previ-

ous waves into account, the decreased risk of mortality in

wave 3 associated with age structure also supports acquired

A

B

C

Figure 4. Contour plots of week of onset, numbered by week of data

collection, in waves 1 (A), 2 (B) and 3 (C) in England and Wales.

A

B

Figure 5. Scatterplots of between-wave intervals 1–2 (A) and 2–3 (B)

against latitude.
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immunity among younger populations. Further, the con-

tour plots (Figure 3) show that the areas with highest abso-

lute mortality in wave 2 tend to differ from wave 3, as

would be expected with immune protection.

Although the relatively low mortality rates in wave 1

may not necessarily reflect the severity of this outbreak,

our regression model explained a large proportion of the

variance across administrative units (Table 4). Further, and

despite wave 2 having the highest absolute mortality

(Table 1), our regression model explained a lesser propor-

tion of variance in mortality for wave 2 compared with

waves 1 and 3 (Table 4). One explanation for this would

be that immunity induced by wave 1 tended to neutralise

the geographical and social influences on population vul-

nerability, leaving less real variation between populations to

be explained in wave 2. By the time of wave 3, some of the

immune protection from wave 1 would have been lost,

with populations reverting to their former vulnerable sta-

tus. An ancillary explanation would be that mortality in

wave 2 was dominated more by factors in the virus itself,

rather than by factors related to the geography and popula-

tions concerned.

Conclusions

These findings build on earlier work10,11 suggesting that

population immunity can help to explain the wave-like

behaviour of pandemic influenza in 1918–1919. Although

social-distancing models can also explain some examples of

wave-like behaviour,28 the very high attack rates seen when

influenza reaches previously isolated populations11 seem to

require an immunological explanation. This is not to deny

the very important role of social distancing in limiting

influenza transmission, particularly in populations that are

partially immune, as seen in the 2009 pandemic.29

We would certainly agree with Barry et al.30 that

immune protection resulting from first-wave exposure can

protect against later pandemic waves. Indeed, we would go

further, and suggest that in today’s highly connected world,

most populations are partially protected against any future

pandemic by the heterosubtypic immunity induced by

prior exposure to seasonal strains of influenza.10,11,28 In

any future pandemics in partially immune populations,

high levels of public compliance with social distancing

measures, combined with antiviral use,31 could be sufficient

to delay spread sufficiently to allow development and dis-

tribution of a targeted vaccine.

The conclusions from this study will inform more defini-

tive modelling of mortality in the three waves of the 1918–

1919 pandemic to explore the causal processes generating

the data, including the putative effects of immunity from

wave to wave, effects of geographical proximity in deter-

mining spread, and possible changes in virulence over time.

Such model results will greatly enhance our understanding

of influenza biology and transmission, and inform the

development and implementation of improved interven-

tions.
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