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Abstract: We resolve the ambiguity in existing definitions of the effective
area of a waveguide mode that have been reported in the literature by
examining which definition leads to an accurate evaluation of the effective
Kerr nonlinearity. We show that the effective nonlinear coefficient of a
waveguide mode can be written as the product of a suitable average of the
nonlinear coefficients of the waveguide’s constituent materials, the mode’s
group velocity and a new suitably defined effective mode area. None of
these parameters on their own completely describe the strength of the
nonlinear effects of a waveguide.
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1. Introduction

The nonlinear Schrödinger equation (NSE) describes pulse propagation in Kerr nonlinear dis-
persive media both for bulk and waveguides [1, 2]. In bulk materials, nonlinear optical Kerr
effects are described through the modification of the refractive index, which in its simplest
form is represented by n = n0 +n2I, where n2 is the nonlinear refractive index of the medium
and I = P/A is the light intensity (P and A are laser power and beam size, respectively). For
weakly guiding waveguides, such as waveguides with low refractive index contrast or large
core radius, a NSE can be developed for the amplitude of the propagating pulse, for which the
nonlinear term, for a Kerr nonlinearity, is γ |a(z, t)|2 a(z, t), with nonlinear Kerr coefficient

γ =
2π
λ

n2

Aeff
, where A(1)

eff =
(
∫

∞ |et |2 dA)2∫
∞ |et |4 dA

. (1)

Here, a(z, t) is the amplitude of the specific mode, normalized such that |a(z, t)|2 is the power
in the mode, et is the transverse component of the electric field of the propagating modes, and
A(1)

eff is its effective mode area. The integrals in Eq. (1) are taken over the entire cross section.
In the weak guidance approximation the longitudinal (z)-component of a propagating mode
vanishes hence the modes are purely transverse [2]. For both bulk materials and weakly guiding
waveguides, the effective nonlinearity is proportional to the average intensity of light which is
related to the mode power through the effective area [3, 4].

Over the last decade, a new class of optical waveguides with inhomogeneous or periodic
structures, high refractive index contrast and subwavelength features including metallic lay-
ers, have attracted interest because of their large nonlinearity and possible applications for
devices for all-optical data processing. Here, we refer to these waveguides as high index sub-
wavelength waveguides (HIS-WGs). Examples of HIS-WGs include photonic crystal devices
(waveguides with periodic structures) [5-8], silicon photonics [9-14], chalcogenide photonics
[15-17], soft glass microstructured photonic devices [18-22], and hybrid glass-metal photonic
devices [23, 24]. HIS-WGs operate in the strong guidance regime where Eqs. (1) no longer
hold. In this regime, Eq. (1) not only underestimates the value of the Kerr effective nonlinear
coefficient γ [20], but also fails to predict the structural dimensions required to obtain maxi-
mum γ , even for a simple glass-air step index geometry (see Fig. 1(a) for example). It has been
shown experimentally, that Eq. (1) underestimates the value of γ by more than a factor of 2 for
a bismuth-air step index in the strong guidance regime [20]. Hence a generalization of Eq. (1)
is required in order to calculate the strength of the nonlinear effect, and to design a fiber or
waveguide so as to optimize nonlinear phenomena. Ideally, the generalization of Eq. (1) would
include, in addition to the effect of the effective area, the effect of the mode’s longitudinal field
components, its group velocity, as well as the nonuniform distribution of the nonlinearity of the
constituent materials over the cross section.

Different definitions of the effective (Kerr) nonlinearity have been developed for longitudi-
nally invariant HIS-WGs, [25, 26, 27, 3, 4, 28]. Some of these definitions have borrowed the
idea that “nonlinearity is proportional to intensity,” from studies in the weak guidance regime,
to relate the effective nonlinearity to the effective mode area and thus several definitions have
been proposed for effective mode area. On the other hand, the dependence of the effective non-
linear coefficient on group velocity has received little attention. To the best of our knowledge,
Chen et. al. [29] were the only group which appear to have developed a coupled mode the-
ory for nonlinear processes, including the Raman effect, in silicon wires and showed explicitly
that the nonlinear coefficient depends on group velocity. However, in their work no definition is
given for the effective area of a mode and the nonlinear coefficient is normalized to the physical
area of the nonlinear material, hence making it difficult to physically interpret.
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For structures that guide light by using periodically structured cladding materials, such as
photonic crystal waveguides, the effect of group velocity and the enhancement of different
types of nonlinear processes due to slow light has been studied extensively both theoretically
[30, 8, 31] and experimentally [32, 33, 7]. Though the effective nonlinear coefficient is shown
to be proportional to 1/v2

g, [30, 8, 31] different definitions for the effective mode area in these
waveguides have been given [8, 35].

Here, we resolve the ambiguity in the definition of the effective area of optical modes in
waveguides which are longitudinally invariant. We compare different definitions of the effective
nonlinearity γ which include definitions for the effective area Aeff, and show how accurately
they can describe nonlinear phenomena both in the weak and strong guidance regimes. We
also show that an argument based only on the light intensity in the nonlinear region does not
give a complete description of the effective nonlinearity of a waveguide, regardless of how
Aeff is defined. Furthermore, based on the full vectorial NSE developed by Afshar et. al. [27],
we develop a new and general form of the effective nonlinear coefficient and explicitly show
that in the form developed here, γ depends on the contribution of three physical parameters;
the distribution of nonlinearity of the waveguide’s constituent materials over the waveguide
cross section and its overlap with the field, the area of the propagating mode represented by
the effective area Aeff, and the group velocity of the mode. While we acknowledge the freedom
to factorize γ in different ways, we believe that factorization developed here provides the most
appealing definition since it leads to a form of γ that combines group velocity, effective area,
and nonlinear overlap integral in a physically meaningful way.

The outline of the paper is as follows. In Section 2, we introduce two different factorizations
of the effective nonlinear coefficient, γ , which are based on the effective area and slow light.
This is then followed by the results Section, 3, in which we compare the behavior of different
definitions of effective areas and effective nonlinear coefficients of the HE11, TE01 and TM01
modes of a step-index, glass-air fiber as a function of core radii. We compare the behavior of
the group velocities of these modes as a function of core radius and explain how it relates to
the maxima of the effective nonlinear coefficients of the HE11, TE01 and TM01 modes. We also
analyze the contributions to γ for step-index fibers with different values of the core-cladding
refractive index contrast. Finally, we present the conclusion and a brief discussion of our results.

2. Theory

We consider a full vectorial description of nonlinear pulse propagation in a single mode optical
waveguide as developed by Afshar et. al [27, Eq. (38)]

∂
∂ z

a(z, t)− i∑
n

(i∂/∂ t)n

n!
β (n)a(z, t) = iγV |a(z, t)|2 a(z, t), (2)

where a(z, t) is the amplitude of the propagating pulse, β (n) are the n−th order dispersion
coefficients, and γV is given by

γV =
2π
λ

ε0

µ0

∫
∞ n2(x,y)n2(x,y)[2 |e|4 +

∣∣e2
∣∣2]dA

3 |
∫

∞(e×h∗) · ẑdA|2
. (3)

Here, e(x,y) and h(x,y) are the electric and magnetic field distribution of a particular propagat-
ing mode, n and n2 are the linear and nonlinear refractive index distributions, respectively, and
ε0 and µ0 are the permittivity and permeability of vacuum, respectively.

The coefficient γV in Eq. (3) was obtained through the development of nonlinear pulse prop-
agation equation, Eq. (2), which is based on the full vectorial Maxwell equations [27]. Hence,
this expression completely determines the effective Kerr nonlinearity of a pulse as it propagates

#191963 - $15.00 USD Received 10 Jun 2013; revised 12 Jul 2013; accepted 14 Jul 2013; published 26 Jul 2013
(C) 2013 OSA 29 July 2013 | Vol. 21,  No. 15 | DOI:10.1364/OE.21.018558 | OPTICS EXPRESS  18561



through a waveguide, as was confirmed experimentally for propagation through a nanowire
[20]. We therefore take it to be the correct expression for the effective nonlinearity of an opti-
cal waveguide. Equation (3) has two important elements: the strength of electric field through
|e|4 and

∣∣e2
∣∣2, which originates from the nonlinear polarization vector, and the power flow∫

∞(e×h∗) · ẑdA, which originates from mode orthogonality.
One way to present γV , in analogy to Eq. (1), is to factor (2π/λ )n2,core in Eq. (3) and define

the remainder as the effective area Aeff, i.e.,

γV =
2π
λ

n2,core

Aeff
, where Aeff =

µ0

ε0

3n2,core |
∫

∞(e×h∗) · ẑdA|2∫
∞ n2(x,y)n2(x,y)[2 |e|4 + |e2|2]dA

. (4)

For glass-air step index fibers, assuming that the n2 of the air is negligible, this reduces to [28]:

Aeff =
µ0

ε0

3 |
∫

∞(e×h∗) · ẑdA|2

n2
core

∫
NL[2 |e|

4 + |e2|2]dA
. (5)

The Aeff in Eq. (4) accurately describes the behavior of γV in both the strong and weak guidance
regimes. However, it does not separate the linear and nonlinear effects; even in its simplest
form (5) is difficult to interpret physically since it involves both the integral of the z−component
of Poynting vector, representing the power flow, and the square of electric field intensity due to
the nonlinear polarization. As a result, alternative factorizations are desirable.

Different ways to factorize γV can be conceived. In the following we discuss two factoriza-
tions based on effective area and slow light and show that while these factorizations are useful
to obtain insight in the effective nonlinearity of a specific waveguide, these elements do not, by
themselves, provide a complete description of the effective nonlinearity.

2.1. Factorization based on effective area

Following Afshar et al. [27], we define

A(2)
eff =

∣∣∣∣∫∞
(eν ×h∗

ν) · ẑdA
∣∣∣∣2 /∫∞

|(eν ×h∗
ν) · ẑ|

2 dA, (6)

and use it to factorize γ in Eq. (3) as

γV =
2π
λ

n2

A(2)
eff

, where, n2 =
ε0

µ0

∫
∞ n2(x,y)n2(x,y)[2 |eν |4 +

∣∣e2
ν
∣∣2]dA

3
∫

∞ |(eν ×h∗
ν).ẑ|

2 dA
, (7)

where n2 can be viewed as an effective nonlinear refractive index, averaged over the wave-
guide’s inhomogeneous cross section, weighted with respect to the electric field distribution.
For this factorization, A(2)

eff is the propagating mode’s effective area, which depends only on
the geometry and the linear refractive index of the waveguide n(x,y). It represents the area of
longitudinal power flow, since (e×h∗) · ẑ is the z-component of the Poynting vector. In general
n2 ̸= n2, even for a step index waveguide for which in the cladding typically n2 = 0, indicating
that γV ̸= (2π/λ )n2/A(2)

eff , i.e., γV , in contrast to γ in Eq. (1), cannot be fully described by A(2)
eff .

2.2. Factorization based on slow light

The group velocity of a propagating mode of a waveguide made from a non-magnetic material
(i.e., µ = µ0) can be related to its field distribution through [36, Eq. (31-30)]

vg =−
1
2
∫

∞(e×h∗) · zdA
λ 2

4
∫

∞{ε0|e|2 d
dλ

n2

λ − µ0
λ 2 |h|2}dA

, (8)
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which reduces to

vg =
2
∫

∞ e×h∗ · zdA
ε0

∫
∞[2n2 − (λdn2/dλ )]|e|2dA

,

since the stored electric and magnetic energies are equal [36, Eq. (31-24)]. By ignoring
λdn2/dλ , vg can be written as

vg =

∫
∞ e×h∗ · zdA

ε0
∫

∞ n2|e|2dA
. (9)

For bismuth glass, for example, λ (dn2/dλ ) < 0.06n2 over the entire wavelength range 1−
2 µm. The approach below assumes the inequality λ (dn2/dλ )≪ 2n2 to hold; in cases it does
not then the factor n2 can be replaced by n2 − (λ/2)(dn2/dλ ) in subsequent equations.

We use Eq. (9) to factorize γV in Eq. (3) as

γV =
2π
λ

(
c

ncorevg

)2 navg
2

A(3)
eff

(10)

in which

navg
2 =

n2
core

∫
∞ n2n2[2|e|4 + |e2|2]dA

3
∫

∞ n4|e|4dA
, and A(3)

eff =
(
∫

∞ n2|e|2dA)2∫
∞ n4|e|4dA

. (11)

To the best of our knowledge this is the first time a rigorous expression for the effective non-
linearity of a waveguide is related to the modal group velocity vg as in Eq. (10). In addition,
Eqs (10) and (11), provide alternative definitions A(3)

eff , and navg
2 . The new definition of mode area

A(3)
eff reduces to the scalar expression A(1)

eff from Eq. (1) in the appropriate limit. Equation (10)
explicitly indicates that the nonlinearity of a waveguide is determined by three factors; (1) the
nonlinearity of the waveguide material through the nonlinear refractive index; (2) the area of the
electric field intensity distribution, i.e., how tightly the electric field is confined to the nonlinear
material; and (3) the square of group velocity of the mode.

Having established an exact factorization of γV we now consider two approximations. In the
first of these we use the observation of Lægsgaard [28] that |e|4 = e4

t + e4
z + 2e2

t e2
z ≈ |e2|2 =

e4
t + e4

z − 2e2
t e2

z (see also discussion in Section 3), for which we have used the fact that the
propagating modes of a waveguide can be constructed such that et (transverse component of
the electric field) and ez (longitudinal component of the electric field), respectively, are purely
real and imaginary [36, Eq. (11-8)]. Using this result in Eq. (11) we can write navg

2 as

navg
2 ≈ n2

core
∫

∞ n2n2|e|4dA∫
∞ n4|e|4dA

. (12)

This expression is physically more meaningful than n2 (Eq. (7)) since it represents an averaged
value of n2, weighted by the fourth power of the electric field strength |e|4.

We can simplify this result yet more for waveguides with a single nonlinear constituent, for
example a step-index fiber or waveguide in air. For such fibers the integral in the numerator of
Eq. (12) reduces to the product of the nonlinear coefficient and an integral which involves only
linear properties, viz.

navg
2 ≈ n2

n4
core

∫
NL |e|4dA∫

∞ n4|e|4dA
, (13)

where the second factor characterizes the degree to which the modal field overlaps the nonlinear
region. As mentioned, it depends on |e|4 since this is a nonlinear overlap. The advantage of
Eq. (13) is that it separates this overlap, which cannot exceed unity, from the actual value of the
nonlinear coefficient. We illustrate the use of this factorization in Section 3.
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3. Results

To understand the contribution of the effective area on the effective nonlinear coefficient γ in
both the strong and weak guidance regimes, we consider A(2)

eff and A(3)
eff and other definitions of

Aeff reported in the literature. We use these in the first of Eq. (1) and compare them with γ from
Eq. (7) for step-index nanowires with high index contrast and varying core radii. We consider

A(4)
eff = aNL

∫
∞

SzdA/
∫

NL
SzdA, (14)

A(5)
eff = 2π

∫
∞

r2SzdA/
∫

∞
SzdA, (15)

A(6)
eff =

(∫
∞
|et |2 dA

)2

/
∫

NL
|et |4 dA, (16)

reported respectively in [4, 25, 26] where aNL = πω2
NL is the physical area of the nonlinear

region (with the radius of ωNL) and NL indicates integration over the nonlinear region.
The left-hand side of Fig. 1 shows A(i)

eff for i = 1,2, . . .6 versus core radius at λ = 1550 nm
for the HE11 (a), TE01 (c) and TM01 (e) modes of a step-index bismuth-air fiber. For bismuth
we have taken n = 2.018, n2 = 6.0× 10−19 m2/W [20]. For all modes and for all definitions
of the effective area the curves exhibit similar behavior: for large core radii (the weak guid-
ance regime) the degree of confinement is low and the effective area is large; for very small
core radii, the refractive index contrast is insufficient to confine the mode, and the field ex-
tends substantially into the cladding. Between these extremes, in the strong guidance regime,
the effective area attains a minimum value where the index contrast leads to strong confine-
ment. However, while sharing the same general characteristics, the different definitions lead to
different minimum values at different core radii.

The right-hand side of Fig. 1 shows the associated γ(i) calculated from the first of Eqs (1)
and also the full vectorial γV from Eq. (7) (dashed red curve). None of the γ(i) match γV in
the strong guidance regime–thus, none of the effective areas A(i)

eff (i = 1, . . . ,6) in themselves
accurately describe the behavior of γ .

All definitions of A(i)
eff, except A(4)

eff , do have the same asymptotic behavior for large core radii,

i.e., approaching weak guidance regime. In this regime, therefore, any of A(i)
eff for i = 1−3,5,6

can be used to calculate the effective mode area and the effective nonlinearity. The reason why
A(4)

eff , defined in Eq. (14) behaves differently is that it was constructed so as to approach the
physical area of nonlinear region πω2

NL, in the weak guidance limit. However, it was pointed
out previously (see for example Chapter 3 in [37]) that in this limit the transverse optical power
distribution can be approximated by a Gaussian function with a width which is less than the
geometrical fiber core radius. This is illustrated in Figs. 1 (a), (c), and (e), in which A(i)

eff < A(4)
eff

(i = 1−3,5,6) for large core radii up to 1.0 µm.
We now briefly discuss the features of some of the other definitions of Aeff. For the TE01 mode

A(1)
eff = A(2)

eff and γ(1) = γ(2) since electric field has no z−component. Nonetheless, γ(1,2) ̸= γV

since n2 ̸= n2. This indicates the importance of n2 for the effective nonlinearity. Note also that
A(1)

eff and γ(1) which have been used for many years and are discussed extensively in the textbook
by Agrawal [2] were derived for the weak guidance regime only and cannot be expected to have
wider validity. Even though definition (6) exhibits the correct behavior in the weak-guidance
limit, it deviates strongly from γV at smaller core radii. This is because A(6)

eff only includes
the transverse electric field component, which is not sufficient in the strong guidance regime.
Note also that A(6)

eff > A(1)
eff since its denominator integral is taken only over the fiber core, and

thus γ(6) < γ(1). As to definitions 2, 3, and 5, in the weak guidance regime, |e|2 ∝ Sz, and
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assuming a Gaussian function of radial distance with a radius of ω for both Sz and |e|2, i.e.,
Sz ∝ exp(−r2/ω2) [4] for the HE11, leads to A(2)

eff = A(3)
eff = A(5)

eff = 2πω2. This is evident in

Figs. 1 (a), in which A(2)
eff ≈ A(3)

eff ≈ A(5)
eff for large core radii up to 1.0 µm. Similar behavior is

observed for the TE01 and TM01 modes in Figs. 1 (c) and (e). In the strong guidance regime,
A(5)

eff deviates from A(2)
eff = A(3)

eff and leads to γ(5) values that are smaller than those of γ(2), γ(3),
and γV , as shown in Figs. 1(b), (d), and (f).

Definitions (2) and (3) for the effective area were obtained by different factorizations of γV

in Eq. (3). Definition (2) is based on the Poynting vector and estimates the area of energy flow.
In contrast, A(3)

eff is defined based on the electric field intensity and represents its area. These two
definitions are related implicitly through the group velocity vg (Eq. (9)). While both definitions
approach each other for large radii for all three modes, they are significantly different in the
strong-guidance limit for TE01 and TM01 modes. Both A(2)

eff and A(3)
eff in conjunction with other

parameters in Eqs. (3) and (10), respectively, lead to γV and hence both can be equivalently
considered as the effective area of a mode. However, as we show next, the factorization in
definition (3) leads to the most physically-meaningful factorization since it leads to the explicit
dependence of γV on group velocity, effective area and nonlinear overlap integral.

Figure 2 shows how the parameters, navg
2 , vg, A(3)

eff and γV depend on the core radius for the
three lowest modes of a bismuth step-index fiber. The plot of navg

2 in Fig. 2(a) shows that as
the core radius increases, and the propagating mode spreads within the nonlinear core region,
the navg

2 asymptotically approaches a maximum value, which is below the nonlinear refractive
index of the core, i.e., n2. In contrast, due to slow-light effects, for all three modes n2 has
maximum above the n2 of the core material. Comparing n2 and navg

2 , the latter is physically
more meaningful; it represents an averaged value of n2, i.e., how much of nonlinear material is
accessed by the electric field.

Figure 2 (b) shows the group velocities vg of the three modes HE11, TE01, and TM01 ver-
sus core radius. At small core radii, where the modal fields spread outside the core region, the
group velocities of the modes equal the speed of light in air c, and approach that of the glass
c/n = c/2.018 as the core radius increases and the modes mostly reside inside the glass core.
However, the group velocities of all three modes reach a minimum for some core radius, indicat-
ing that (∂/∂R)vg = 0 (R is the core radius) here. This can be explained by noting that instead
of examining vg versus core radius (at constant wavelength) one can equivalently study the be-
havior of vg versus wavelength (at constant core radius), which is correct if we ignore material
dispersion. Hence, the existence of minima in group velocities is equivalent of having a zero
group velocity dispersion for the three modes, i.e., D = 0, where D = dβ1/dλ = (−2πc/λ 2)β2
is the dispersion parameter and β2 is the second order dispersion [2].

Figures 2 (b) and (d) show that, consistent with Eq. (10), the minima of the group velocities
of the three modes approximately coincide with the maxima of their γV values, indicating that
the enhancement of Kerr effect is due to slow light effects. Note though that we are considering
a simple step index air-glass fiber without any structural optimization. It is possible to design
microstructured optical fibers and photonic crystal waveguides so as to reduce the minimum
group velocities at a certain wavelength so the effect would become more pronounced [35]. Of
course, to achieve a maximum γV both Aeff and vg, would need to be optimized simultaneously.

By comparing γV , navg
2 , A(3)

eff , and vg of the three modes as a function of core radius (see
Figs. 2 (a)-(d)), it is observed that the minima of vg and Aeff do not coincide for all the modes,
so the maxima of γ lie between the minima of vg and Aeff. Furthermore, although the minima
of vg are roughly the same for the three modes, there is a significant difference of about a factor
two between their maxima, indicating that for a step-index fiber the effective area is the main
factor in determining γV . This is consistent with Fig. 2(c), where a significant difference is

#191963 - $15.00 USD Received 10 Jun 2013; revised 12 Jul 2013; accepted 14 Jul 2013; published 26 Jul 2013
(C) 2013 OSA 29 July 2013 | Vol. 21,  No. 15 | DOI:10.1364/OE.21.018558 | OPTICS EXPRESS  18565



 0.2 0.3 0.4 0.6 0.8 1.0

0.3

0.5

1.0

2.0

(2)

(3)

(4)

(5)

(1)

(6)

A
ef

f (
µm

2 )

a) Mode = HE
11

0.2 0.3 0.4 0.6 0.8

3.0

4.0

5.0

6.0

7.0

γV in Eq. (5)

γ 
(w

−
1 m

−
1 )

b) Mode = HE
11

0.33 0.4 0.5 0.6 0.7 0.8 1.0
0.5

1.0

2.0

3.0

A
ef

f (
µm

2 )

c) Mode = TE
01

0.33 0.4 0.5 0.6 0.7 0.8 1.0

1.5

2.0

3.0

4.0

5.0

γ 
(w

−
1 m

−
1 )

d) Mode = TE
01

0.33 0.4 0.5 0.6 0.7 0.8 1.0

1.0

1.5

2.0

3.0

4.0

Core radius (µm)

A
ef

f (
µm

2 )

e) Mode = TM
01

0.4 0.6 0.8 1.0
0.5

1.0

1.5

2.0

2.5

3.0

3.5

Core radius (µm)

γ 
(w

−
1 m

−
1 )

f) Mode = TM
01

Fig. 1. (a), (c) and (e): Effective area A(i)
eff, i = 1,2, . . . ,6; and (b), (d), (f): γ(i) as well as γV ,

versus core radius for a bismuth-air step index fiber and for (a) and (b): the HE11 mode;
(c) and (d) TE01; and (e) and (f) TM01. The A(i)

eff are calculated from Eqs. (1), (6), (11),
(14)-(16). Inset in (a) shows the color code for each of i = 1,2, ...,6. The dashed lines in
(a), (c), and (e) show the geometrical area of the fiber core.

observed between the minima of the effective areas of the modes. In summary, while none of
Aeff, vg, and navg

2 alone, regardless of how they have been defined, can give a complete picture of
γV of a waveguide, we believe that the definition of A(3)

eff in Eq. (11) is the most appropriate way
to define the effective area of a mode. This definition, in conjunction with vg (Eq. (9)) and navg

2
(Eq. (11)), provides a physically meaningful factorization of the effective nonlinear coefficient
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Fig. 2. (a)-(d): n̄2 and navg
2 (normalized to n2 of bismuth), vg (normalized to the speed of

light in the glass, c/n), A(3)
eff , and γV , respectively, for HE11 (black), TE01 (blue), and TM01

(red) modes. Dashed curves in (a) show the behavior of n2, as defined in Eq. (7). Vertical
dashed lines in figures (b)-(d) show the positions of minima, for vg and Aeff, or maxima for
γV . The solid horizontal green line in (b) represents the speed of light in air.

#191963 - $15.00 USD Received 10 Jun 2013; revised 12 Jul 2013; accepted 14 Jul 2013; published 26 Jul 2013
(C) 2013 OSA 29 July 2013 | Vol. 21,  No. 15 | DOI:10.1364/OE.21.018558 | OPTICS EXPRESS  18567



of a waveguide γV , showing that γV depends on the nonlinear refractive index distribution of
the waveguides and its overlap with the electric field, the mode area, and the mode’s group
velocity.

The factorization (10) allows us to identify whether or not parameters A(3)
eff , vg and navg

2 can
be optimized simultaneously. Though Eq. (3) can be evaluated numerically it may be difficult to
predict or understand its behavior without factorizing it into physically appealing constituents.
For example, it is difficult to see how γV depends on the index contrast between the core and
cladding materials of a glass-air step index waveguide.

To investigate this, we consider the minima of vg and A(3)
eff of the HE11 mode of glass-air step

index fibers versus core radius (see Figs. 2(b) and (c)). We then indicate these minima and their
corresponding core radii as a function of the core refractive index in Figs. 3(a), (b), and (f),
respectively. Also indicated are the the refractive indices of commonly used optical materials;
silica (n = 1.444, n2 = 2.6×10−20 m2/W [2]), the lead glass SF57 (n = 1.8, n2 = 4.1×10−19

m2/W [38]), bismuth ( n = 2.018, n2 = 6.0× 10−19 m2/W [20]), and chalcogenide (n = 2.8,
n2 = 1.1× 10−17 m2/W [39]). The minimum values of both A(3)

eff and vg reduce as the index
contrast between the core and cladding increases, with the minimum of vg reducing faster than
the speed of light in the glass, vglass = c/ncore.

In Fig. 3(c) we show navg
2 /n2 based on Eqs. (11) (solid curves) and the approximate Eq. (12)

(dashed curves), as a function of core radius and for different core refractive indices. For a step
index fiber this dependence is completely determined by the linear waveguide properties (see
Eq. (13)), and asymptotically approaches unity as the core radius increases and the field is in-
creasingly confined to the core. However, whereas navg

2 increases monotonically as a function
of core radius, the exact Eq. (11) exhibits non-monotonic behavior for high refractive indices
(n & 2.4), as indicated by the solid curves in Fig. 3(c). The difference is due to the approxima-
tion |e|4 ≈ |e2|2, which was used to obtain Eq. (12). This approximation is valid for large core
radius and low index contrast waveguides, where the longitudinal component of the electric
field ez is much smaller than the transverse component et , but can results in as much as 25%
difference in the exact and approximated values of navg

2 , Eqs. (11) and (12), in the strong guid-
ance regime (small core radius and large index contrast). At fixed core radius, navg

2 /n2 increases
with increasing core refractive index.

Figure 3(d) shows the maximum of γV/n2 versus core refractive index. This quantity is en-
tirely determined by the linear fiber properties and it represents the overall effects of the effec-
tive mode area, 1/A(3)

eff , group velocity, [c/(ncorevg)]
2, and the nonlinear overlap overlap navg

2 /n2
(see Eq. (10)). Once multiplied by the n2 of the core material, this quantity represents the max-
imum achievable γV in step-index fibers versus core refractive index (see Fig. 3(e)). The values
of n2 for the core materials were obtained from Miller’s rule [40], which gives an approximate
relation between the linear and nonlinear properties of a wide class of media, based on which
the solid curve has been obtained. The individual results indicated in red are based on the actual
nonlinear properties of the four materials given above. Having found the maximum of γV , Fig.
3(f) indicates the core radii corresponding to minimum A(3)

eff , minimum vg, and maximum γv.
The core radii corresponding to the maximum of γV is closer to that of the minimum of vg,
since it enters quadratically in the definition of γV (see Eq. (10)).

An implication of this analysis pertains to possible strategies for optimizing γV . Traditional
approaches are based on minimizing the effective area and maximizing the nonlinear coefficient
n2. Equation (13) shows that the group velocity and overlap between the field and the nonlinear
medium should also be optimized. The latter is perhaps not surprising but has limited scope
since the overlap cannot exceed unity. The only remaining factor is the group velocity. Fig-
ure 3(b) shows that even though the group velocity decreases faster than c/ncore, this additional
effect is modest. A possibly profitable route to increasing γV is therefore to devise waveguide
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Fig. 3. Nonlinear properties of circular step-index fibers versus core refractive index, opti-
mized with respect to core radius. Vertical dashed lines correspond to silica, SF57, bismuth,
and chalcogenide. (a) Minimum of A(3)

eff ; (b) minimum vg; (c) navg
2 /n2 versus core radius.

Solid and dashed curves were evaluated based on Eqs. (11) and (12), respectively; (d) max-
imum of γV /n2; (e) maximum of γV . The solid curve follows from Miller’s rule, whereas
the four red data points are for the specific n2 values for the four materials. (f) Core radii
corresponding to the minimum of A(3)

eff (blue), vg (red), and maximum of γV (black), as a
function of the refractive index.
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designs with low group-velocity, while maintaining, of course, the small effective area and sub-
stantial nonlinear overlap. While the use of slow light is well-established in photonic crystal,
we are not aware of systematic studies in the longitudinally invariant systems considered here.
A more immediate implication of our work follows from Figs 3(e) and (f), which show, respec-
tively, the very strong effect of increasing the core refractive index, and the required core radius
to fully exploit this increased effective nonlinearity–the second of these can be used directly to
design highly nonlinear step-index fibers.

4. Discussion and conclusion

Different definitions of the effective nonlinearity of an optical waveguide have been reported,
which are based on arguments relating to the ”intensity in the nonlinear region”. As a result,
different effective nonlinear coefficients γ have been considered with different definitions for
Aeff. We compare different definitions of Aeff and the resulting γ from Eq. (1), with γV . The
expression for γV was developed based on a full vectorial nonlinear analysis and was con-
firmed experimentally to accurately describe the effective nonlinearity of optical waveguides
both in the strong and weak guidance regimes. We show that none of the reported definitions
for Aeff accurately describe the full behavior of γV in the strong guidance regime. In the weak
guidance regime, most definitions of Aeff approach each other as Eq. (1) then provides a better
approximation of the effective nonlinearity of a waveguide.

We have also developed a new factorization Eq. (10) of the full effective nonlinear coeffi-
cient γV , which depends on three key parameters: the average nonlinearity of the material; the
effective mode area; and the modal group velocity. While, we acknowledge that γV can be fac-
torized in different ways, which is evident by other publications reporting different factorization
[29, 27, 28], the factorization developed here is physically appealing as it explicitly includes
the group velocity. In this factorization, Aeff is the area of the intensity of the electric field
and navg

2 is the average of n2 of the constituent materials with respect to electric field intensity
distribution. Hence, we propose to define Aeff as in Eq. (11).

Based on Eq. (10) the effective Kerr nonlinear coefficient of a waveguide depends on three
parameters: navg

2 , vg, and Aeff. None of these parameters by themselves completely describe γV ,
especially since they all depend on the mode distribution and hence are implicitly related to
each other. However, for particular waveguides, it could be possible that one or two of these
parameters dominate in enhancing γV . The new factorization introduced here allows us to ana-
lyze the enhancement of γV . While it might be tempting to think that the effective nonlinearity
is determined by the minimum effective mode area that can be achieved, we can now address
as to whether it is possible to enhance the effective nonlinearity beyond the limit set by the
effective area, by considering additionally the effects of navg

2 and the group velocity vg. The
parameters vg, and Aeff are completely determined by the linear refractive index distribution of
the waveguide. However, whereas the parameter navg

2 is in general determined by the nonlin-
ear refractive index and electric field distribution, for the common case in which only one of
the constituent materials is nonlinear, or in which the nonlinear effects are dominated by one
of the constituents, the ratio navg

2 /n2 is also fully determined by the linear properties. Thus it
would be possible to use methods such as genetic algorithm methods [41] to optimize wave-
guides structures for enhanced nonlinearity by minimizing both vg, and Aeff, and maximizing
navg

2 simultaneously.
The method introduced in this study could be applied to other linear and nonlinear processes

in optical waveguides. The origin of appearing vg in γV can be understood by inspecting Eq. (3),

in which electric fields are normalized to
√∫

∞(e(i)×h(i)).zdA. However, considering Eq. (9),
we may alternatively state that the electric fields are normalized to √vg. All linear and nonlinear
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light-matter interaction terms can be described through e · χ(n) : e(1)e(2) · · ·e(n), (see Eqs. (10)-
(17) in [27]), in which χ(n) is a susceptibility tensor rank n+1, and signs · and : show scalar
dot and tensorial products, respectively. As a result, one can predict that linear processes, such
as absorption, χ(3) nonlinear processes such as Kerr nonlinearity, and higher order nonlinear
processes should scale with 1/vg, 1/v2

g, and higher powers of 1/√vg, respectively.
While the focus of this study was on longitudinally invariant waveguides, some similarities

can be drawn between these waveguides and photonic crystal waveguides. The full vectorial
NSE developed for longitudinally invariant waveguides, Eq. (2), is based on a reciprocity the-
orem and a perturbation theory, [27], in which the electric and magnetic fields of a perturbed
waveguide (a waveguide that includes nonlinear and dispersion effects) are expanded based on
the orthonormal propagating modes of an unperturbed waveguide. Recently, a similar NSE has
been developed for photonic crystal waveguides based on a similar method as in [27], but us-
ing rather different orthonormal propagating modes, i.e., Bloch modes of the photonic crystal
waveguides [34, 8, 31]. This similarity indicates that the results obtained here may be extended
to photonic crystal waveguides, however, the proof of this is beyond the scope of this study.
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