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The privacy calculus suggests that online self-disclosure is based on a cost–benefit trade-off.
However, although companies progressively collect information to offer tailored services, the effect
of both personalization and context-dependency on self-disclosure has remained understudied.
Building on the privacy calculus, we hypothesized that benefits, privacy costs, and trust would pre-
dict online self-disclosure. Moreover, we analyzed the impact of personalization, investigating
whether effects would differ for health, news, and commercial websites. Results from an online
experiment using a representative Dutch sample (N = 1,131) supported the privacy calculus,
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revealing that it was stable across contexts. Personalization decreased trust slightly and benefits
marginally. Interestingly, these effects were context-dependent: While personalization affected out-
comes in news and commerce contexts, no effects emerged in the health context.

Keywords: Personalization, Privacy Calculus, Perceived Benefits, Perceived Privacy Costs, Trust, Self-
Disclosure.

doi:10.1093/jcmc/zmy020

Through partaking in online activities, people are producing large amounts of personal information
that is being shared with companies (Acquisti, Brandimarte, & Loewenstein, 2015). Companies, in
turn, use this information to tailor online services, offering personalized communications based on
individuals’ interests, behaviors, and needs. These personalized communications result from a con-
stant loop of user input (in the form of personal data) and system output (in the form of personalized
services), and influence people’s perceptions and decisions online. Such personalized services present
several benefits for consumers, fostering perceived relevance, attention, and elaboration (e.g., Lustria
et al., 2016). However, the implicit collection of personal data also poses profound challenges for pri-
vacy (Awad & Krishnan, 2006), forcing users to constantly decide whether they want to disclose per-
sonal information in future online transactions or not.

Self-disclosure reflects the amount of true information people reveal about themselves (Jourard,
1964), for instance when providing personal details for online purchases. Initially, several studies have
demonstrated that perceived risks connected to privacy do not always discourage people from disclos-
ing personal information online (e.g., Taddicken, 2014). This inconsistency of privacy attitudes and
privacy behaviors has been referred to as the “privacy paradox” (Barnes, 2006). However, in the mean-
time, an increasing number of studies have found significant relations between privacy concerns and
self-disclosure (e.g., Dienlin & Trepte, 2015). Most recently, a meta-analysis showed that the associa-
tion between privacy concerns and information sharing was small but significant (Baruh, Secinti, &
Cemalcilar, 2017), which substantiates the current conception that people disclose personal informa-
tion on the basis of a cost–benefit trade-off, the so-called privacy calculus (e.g., Krasnova,
Spiekermann, Koroleva, & Hildebrand, 2010).

The privacy calculus offers an explanation as to why the relation between privacy concerns and
self-disclosure is small, and why self-disclosure behaviors might not be that paradoxical after all. The
calculus posits that both perceived costs and perceived benefits determine whether people are willing
to self-disclose: The more benefits people expect, the higher the likelihood of disclosure; the more
costs people fear, the lower the likelihood of self-disclosure (Laufer & Wolfe, 1977). We follow a prob-
abilistic understanding of the calculus: Although experiencing costs and benefits affects chances of
self-disclosure significantly, it does not follow a deterministic pattern. Behavior remains partially for-
tuitous, and other factors such as emotions, subjective norms, behavioral control, heuristics, or habits
are also likely to influence self-disclosure (e.g., Heirman, Walrave, & Ponnet, 2013). Nonetheless, by
considering costs and benefits simultaneously, the privacy calculus could potentially help understand
how personalization influences online self-disclosure. As the ever-growing personalization of online
services continues to impact user behavior, we still do not know how and under what conditions these
effects take place. This article therefore applies the privacy calculus to improve our understanding of
the effects of personalization on online self-disclosure, contributing to previous research in three dis-
tinct ways.
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First, as a basic premise we aim to substantiate and extend the privacy calculus. Although the pri-
vacy calculus has been extensively tested in earlier research, most studies have been limited to specific
settings, such as social network sites (SNSs) (e.g., Dienlin & Metzger, 2016), location-based apps
(Chen, Su, & Quyet, 2017), or virtual health communities (e.g., Kordzadeh, Warren, & Seifi, 2016),
often having used only small (e.g., Lee & Kwon, 2015) and/or student samples (e.g., Li, Sarathy, & Xu,
2011). We therefore test the privacy calculus on the basis of a large representative sample of the Dutch
population, applying it to several contexts simultaneously. In addition, we strive to extend the privacy
calculus by examining which privacy cost is the best predictor of self-disclosure.

Second, although there is already some research on personalization online (e.g., Lee & Lehto,
2010; Taylor, Davis, & Jillapalli, 2009), experimental research testing the effects of personalization on
self-disclosure is scarce, with only a few studies adopting such an approach (e.g., Li, 2010). As a result,
this study is the first to adopt an experimental approach to test the causal effects of personalization on
perceived benefits, perceived costs, trust, and self-disclosure online.

Third, this study aims to elaborate our understanding of the “powerful context-dependence of pri-
vacy preferences” (Acquisti et al., 2015, p. 509). Whereas in some situations people place costs before
benefits, in others benefits are more important. Cost–benefit trade-offs are dependent on context and
assessed based on normative and situational criteria, as well as on previous experience (Acquisti et al.,
2015). However, to date we lack systematic knowledge and empirical evidence on exactly how person-
alization influences cost–benefit trade-offs depending on context. We therefore test how personaliza-
tion affects the cost–benefit trade-offs in online self-disclosure across three different types of website:
health, news, and commerce.

A privacy calculus perspective on understanding self-disclosure

The privacy calculus argues that when users have to decide whether to disclose personal information
online, they balance the associated benefits and costs (Laufer & Wolfe, 1977). The most important rea-
son as to why people self-disclose online are the expected benefits (e.g., Krasnova et al., 2010).
Expected benefits include, for example, social support, entertainment, tailored information, or mone-
tary rewards. At the same time, the perceived costs of self-disclosing online also play an important
role. Specific costs include, for example, identity theft, reputational damage, or loss of control. On a
more general level, these costs manifest in more pronounced privacy concerns, privacy risk assess-
ments, or privacy risk beliefs (see RQ1). Recent meta-analyses have confirmed that general costs such
as privacy concerns and perceived risk negatively impact self-disclosure, such that when users are con-
cerned about privacy and perceive high privacy risk they are less likely to disclose personal informa-
tion to online services (Baruh et al., 2017). We therefore expect the following:

H1: People who expect more benefits from self-disclosure online are more willing to self-
disclose.

H2: People who expect more privacy costs from self-disclosure online are less willing to self-
disclose.

Notwithstanding, the question remains as to which kind of privacy cost is most relevant to self-
disclosure online. To date, studies have defined privacy costs as privacy concerns (e.g., Dienlin &
Trepte, 2015), privacy risk beliefs (e.g., Malhotra, Kim, & Agarwal, 2004), or perceived privacy risk
(e.g., Krasnova et al., 2010). Although all three variables have a considerable theoretical overlap, there
are still several differences. Online privacy concerns capture whether people are concerned about the
practices of information collection by other websites or users, these concerns are both affective and
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cognitive. Privacy risk beliefs measure the conceptions people have with regard to data sharing, such
as whether it is safe to share data online. As such, risk beliefs measure people’s general perceptions.
Privacy risk perceptions are two-dimensional and consist of the likelihood people attach to privacy
breaches and the severity of the privacy breaches. They represent a more cognitive appraisal of privacy
risk. Whereas some have focused on the more affective privacy concerns as predictors (Dienlin &
Trepte, 2015), others have emphasized that the more cognitive privacy risk perceptions can explain
self-disclosure the best (Krasnova et al., 2010). To date, however, we do not know which of the three
factors, when analyzed together, predicts self-disclosure the best. As a result, we pose the following
research question (RQ):

RQ1: When simultaneously including privacy concerns, privacy risk beliefs, and perceived pri-
vacy risk perception, which of the three factors is the strongest predictor of self-disclosure?

Apart from benefits and costs, perceptions of trust are also important in understanding self-
disclosure online (Metzger & Flanagin, 2013). Trust can be seen as a function of the amount and type
of control people have in relationships; it plays a crucial role in weighing the costs and rewards of
engaging in social transactions such as self-disclosure (Metzger, 2004). For example, several studies
have shown that when people trust online companies, they are more willing to disclose personal infor-
mation (e.g., Fletcher & Park, 2017). Not surprisingly, scholars have integrated trust into their privacy
calculus models and have demonstrated that trust and online self-disclosure behaviors are positively
related (e.g., Krasnova et al., 2010). In line with earlier research, we hypothesize:

H3: People who put more trust in online companies are more willing to self-disclose.

Defining personalization and its impact on the privacy calculus and self-disclosure

How people make complex cost–benefit trade-offs to decide whether they will disclose personal informa-
tion online may depend on the extent to which the information is personalized. We define personaliza-
tion as the strategic creation, modification, and adaptation of content and distribution to optimize the fit
with personal characteristics, interests, preferences, communication styles, and behaviors. It can be
understood as a dynamic process, with the interactive, technological, data-mediated relationship between
the sender of a personalized message and its receiver at its heart. Personalization in a more rudimentary
form represents directed communication, such as addressing people by their respective names. However,
in this study we are more interested in personalization of: (a) content (e.g., personal health advice), and
(b) distribution (e.g., finding the right news article for the right reader on the right platform at the right
time of the day). As personalization often occurs in the form of personalized advertising, we operationa-
lize personalization in this study via advertisements that are created for an individual using information
gathered through the individual’s online behaviors (Vesanen, 2007).

Both the proliferation and the perception of personalization have changed in recent years: In earlier
phases, due to its mechanical nature and lesser reliance on data, personalization had only limited privacy
costs; nowadays, however, with its modern data-driven forms of personalization, the collection and proces-
sing of personal data has taken center stage, thereby increasing perceived privacy costs and risks (Aguirre,
Mahr, Grewal, Ruyter, & Wetzels, 2015). As a consequence, despite potential benefits, personalization can
also increase discomfort, leading to perceptions that are more negative. This phenomenon has been termed
the “personalization paradox” (Awad & Krishnan, 2006), which states that personalization has positive and
negative effects. Personalization fosters both the perceived relevance and usefulness of services but, at the
same time, also the vulnerability and privacy concerns of their users (Aguirre et al., 2015), which could be
expected to result in both an increase and decrease of self-disclosure when partaking in online activities.
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To date, we are aware of only one study that analyzed the effects of personalization with a similar
focus: Walrave, Poels, Antheunis, van den Broeck, and van Noort (2017) found that personalization
had a positive impact on brand attitude, brand engagement, and the intention to forward an advertise-
ment; however, no evidence was found for the expected moderating effect of privacy concerns. As a
potential explanation, the authors suggested that perceived benefits and trust in the advertiser may
have overshadowed general privacy concerns (Walrave et al., 2017). In line with this study’s argumen-
tation, we hence aim to determine whether both positive (i.e., perceived benefits and trust) and nega-
tive factors (i.e., perceived privacy costs) might help explain the potential outcomes of personalization.
We therefore propose the following question:

RQ2: Does personalization lead to increased or decreased perceived benefits, perceived privacy
costs, trust in online companies, and willingness to self-disclose?

Personalization effects on self-disclosure across different contexts

Privacy behaviors are context-dependent (Acquisti et al., 2015): What is appropriate in one context,
might be considered private in another. For example, self-disclosing intimate details about one’s body
is instrumental to patient–doctor interactions but would be inappropriate during a job interview.
With her concept of contextual integrity, Nissenbaum (2010) demonstrated the contextual nature of
privacy; accordingly, to determine whether a specific transaction of data violates privacy, one should
start by identifying the context within which—or the contexts between—the flow of data takes place.
Next, one can determine what values are at stake and which contextual norms and expectations this
gives rise to. For example, a transaction of data is understood to be appropriate if it respects the norms
and expectations in a given context.

In the context of e-commerce, personalization strategies have been used for some time. Key players
include advertisers, advertising networks, and (advertising-financed) platforms, with the consequence
that consumers now encounter personalization on a daily basis and may have already become accus-
tomed to it. Although personalized advertising can be more relevant to its recipients, it can also generate
general feelings of loss of control over one’s own data (Smit, van Noort, & Voorveld, 2014), which in
turn influences people’s willingness to self-disclose to commercial websites (Dinev & Hart, 2006).

Regarding the context of news, personalization is still an area of considerable experimentation.
Most prominently, personalization takes place via the selective distribution of news. Motives for
personalization are increasing engagement and time spent on the website, gathering more information
for commercial purposes, and increasing advertising revenues (e.g., Anderson, 2011). From the per-
spective of users, news personalization represents a broad palette of possible benefits, which include
getting more relevant news and filtering the abundance of information online. On the other hand,
personalization is also associated with negative phenomena such as “filter bubbles,” and the external
influences on the diversity and depth of news is often subject to criticism (Pariser, 2011). Although
research has not yet investigated how users respond to personalized news, we may assume that these
associated benefits and costs will be balanced by users in their decision to disclose personal informa-
tion online.

Turning to the context of health, the differences in utility for users become even more evident.
Here, the push for more personalized services is not only driven by advertisers and (commercial) pro-
viders of health services, but also by medical experts and governments, who see both individual and
societal gains in a move toward a more personalized health care system. For users, the benefits of per-
sonalized health services differ from news and commerce contexts. For example, while users of person-
alized news and commerce may hope for better or more personally relevant offers, the benefits of
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using personalized health services can quite literally be a matter of life and death. At the same time,
self-disclosing personal health data is particularly sensitive and may have far reaching consequences:
For example, insurance companies could increase costs depending on a subject’s health status or
achievement of fitness goals. This may particularly have consequences for self-disclosure. As was
found previously, in the context of health, perceived risks may play a more prominent role in explain-
ing self-disclosure behavior than perceived benefits (Li, Wu, Gao, & Shi, 2016).

Xu, Dinev, Smith, and Hart (2008) demonstrated that the contexts of e-commerce, SNSs, finance,
and health care can impact negative privacy cognitions such as concerns or privacy risks differently.
However, given the expected context-dependency of privacy behaviors, it seems important to explore
the extent to which the effects of personalization on the privacy calculus variables and self-disclosure
are also context-specific. Do people weigh costs and benefits differently depending on context, and
does personalization affect costs, benefits, and self-disclosure only in specific contexts or is it a general
phenomenon? We formulate the following questions:

RQ3: Do different contexts (i.e., health, news, and commerce) moderate the relationships
between perceived benefits, perceived privacy costs, and trust in online companies on the one
hand, and willingness to self-disclose on the other hand?

RQ4: Do different contexts (i.e., health, news, and commerce) moderate the effects of person-
alization on perceived benefits, perceived privacy costs, trust in online companies, and willing-
ness to self-disclose?

Methods

Experimental design and procedure

We tested all hypotheses and research questions using a scenario-based online experiment, which is a
common approach in the domain of online personalized communication (see Bleier & Eisenbeiss,
2015). Participants were randomly assigned to one of six conditions in a 2 × 3 between-subjects design
(personalization: personalized vs. non-personalized; context: health vs. news vs. commerce).

In all scenarios, a short introduction instructed participants to imagine themselves searching for
information using a search engine, followed by visiting a context-related website. This website was
either a health, news, or commerce website, dependent on the experimental condition. The scenarios
talked about the search engine and health, news, or commerce websites in general, without giving
them specific names. The scenario described how the participant provided their personal information
to the website to receive personally relevant information in return (i.e., health advice, suggestions for
news articles, or suggestions for new sunglasses). Afterwards, the scenario continued by saying that
the participant closed the website and revisited the search engine a few hours later, where the partici-
pant did a context-irrelevant search task (i.e., checking the weather forecast online). In the personal-
ized conditions, the scenario explained that during this second search task, the participant was
presented with advertisements related to their previous search task. In the non-personalized condi-
tions, these advertisements were unrelated to the previous search task. All scenarios can be viewed in
the online supplementary material.1

After reading the scenario, participants were asked to complete survey items on perceived benefits,
trust, privacy concerns, privacy risk beliefs, privacy risk perceptions, and willingness for future self-
disclosure. The institutional review board of the first author’s university granted permission for this
study (reference number: 2015-CW-69).
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Power analysis and participants

To calculate minimum sample size, we conducted a priori power analyses. We based our power analy-
sis on the smallest effect size of interest (SESOI, Lakens, 2014, p. 706). We argued that all effects equal
to or above |β| = .10 are theoretically relevant and empirical support for our hypotheses. As a conse-
quence, all values below, even when statistically significant, are considered too small to be meaningful.
The power analysis showed that a sample size of N = 1,293 was needed to test our hypotheses with a
power of 95% and the usual alpha level of 5% (two-tailed). Given the final sample size of N = 1,131,
the achieved power of this study was 92%, which is comparatively high. Therefore, this study is slightly
more likely to miss an existing effect (β = 7.91%) than to falsely detect a non-existing effect (α = 5%).

The data were representative of the Dutch population aged 18 years or older. Participants were
recruited through CentERdata’s LISSPANEL in July and August 2017. CentERdata invited 1,473
members from their panel to participate in an online survey, of which 1,148 took part in the study. A
total of 17 cases had to be deleted because of missing data, resulting in a final sample size of N =
1,131. Participants’ age ranged between 18 and 90 years (M = 56, SD = 16), and 50% were female.
Regarding education, 6% reported primary education, 25% preparatory secondary vocational educa-
tion, 10% higher secondary general education or pre-university education, 22% secondary vocational
education, 24% higher vocational education, and 13% university. The net median household income
was €2,736 per month (about US$3,234).

Pilot study

A pilot study was carried out among a convenience sample of 78 participants to examine the perceived
realism of the experimental scenarios and to develop specific benefit measures. The majority of the
pilot participants were female (n = 55, 71%), and they averaged 38 years of age (SD = 13, range = 23–
72). Most participants had completed a higher level of education (i.e., higher vocational education or
university, n = 59, 76%).

Participants were asked to rate the credibility and likelihood of the events described in the scenario
on a 7-point scale. On average, the personalization scenarios were rated as more realistic (M = 5.71,
95% CI [5.41, 6.01]) than the non-personalization scenarios (M = 4.63, 95% CI [4.30, 4.96]).
Furthermore, the scenarios in the commerce context (M = 5.85, 95% CI [5.69, 6.01]) were perceived
as more realistic than in the health context (M = 4.83, 95% CI [4.46, 5.20]) and in the news context
(M = 4.88, 95% CI [4.57, 5.19]). Together with the fact that perceived realism can impact the effects of
scenario-based scripts on outcomes (e.g., Siponen, Vance, & Willison, 2012), we hence decided to
include perceived realism as control variable in the main study.

In the personalized conditions (n = 37), participants were asked to name potential benefits of
online self-disclosure. The pilot data revealed three types of benefits: perceived usefulness, personal
relevance, and informativeness. Participants mentioned 11 benefits regarding perceived usefulness,
such as finding information more quickly. For personal relevance, another 11 mentions were made,
such as how information could be adapted to one’s personal situation. There were also eight mentions
of benefits related to informativeness, such as receiving new information. These categories of perceived
benefits were translated into a perceived benefits scale of online self-disclosure (see measures).

Measures

Participants answered all items on a 7-point scale ranging from 1 = strongly disagree to 7 = strongly
agree. Factor validity was tested via confirmatory factor analyses for each variable separately. In addi-
tion, to test discriminant validity and item cross-loadings, we computed an overall model analyzing all
variables together. Referring to common fit criteria (e.g., Kline, 2016), all measures showed good
model fit and reliability; likewise, the overall model revealed good fit (see Table 1). Several items
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violated the assumption of normal distribution (see Figure 1); therefore, we used maximum likelihood
estimation with robust standard errors and a Satorra-Bentler scaled test statistic. All items are listed in
the online supplementary material.

Perceived benefits

Perceived benefits assessed how many positive aspects people attributed to disclosing personal infor-
mation online. As described above, eight items were developed on the basis of both the pilot study and
previously used perceived benefits scales (Davis, 1989). One sample item was: “Sharing my personal
information with [health/shopping/news] websites helps me find information more quickly.”

Privacy concerns

Privacy concerns assessed how strongly people worry about their privacy online, and were measured
with five items adopted from Baek and Morimoto (2012). One sample item was “I am concerned that
personal information I share through [health/shopping/news] websites can be shared with other
companies.”

Privacy risk perception

Privacy risk perception was measured as a second-order factor, with: (a) perceived susceptibility to
privacy violations, and (b) perceived severity of privacy violations as first-order factors. Susceptibility
was assessed with three items adopted from Boerman, Kruikemeier, and Zuiderveen Borgesius (2018),
including “I think that [health/shopping/news] websites collect information about my online search
behavior.” Severity was assessed with three items adopted from Boerman et al. (2018). One example
item was “I find it problematic if [health/shopping/news] websites collect information about my online
search behavior.”

Privacy risk beliefs

Privacy risk beliefs measured the expectation that a high potential for loss was associated with the
release of personal information to the website described in the scenario. Privacy risk beliefs were
assessed with five items adopted from Malhotra et al. (2004), such as “It is risky to share personal
information (such as your name, address, and age) with [health/shopping/news] websites.”

Trust

Trusting beliefs reflect the degree to which people believe the website in the scenario is dependable in
protecting consumers’ personal information, and were measured using four items adopted from

Table 1 Descriptives and Factorial Validity of all Measures

m sd p(chisq) cfi tli rmsea srmr alpha omega avevar

Benefit 3.01 1.35 <.001 .94 .92 .10 .04 .95 .95 .69
Trust 2.59 1.30 .375 1.00 1.00 <.01 .01 .91 .91 .72
Risk perception 5.54 1.20 <.001 .98 .96 .08 .03 .89 .96 .82
Risk belief 5.33 1.14 <.001 .97 .95 .07 .02 .82 .84 .52
Privacy concern 5.25 1.36 .167 1.00 1.00 .02 .01 .94 .94 .77
Self-disclosure 2.23 1.28 <.001 .98 .97 .04 .03 .89 .93 .68
Overall <.001 .95 .95 .04 .06 .83 .94 .70

Note: alpha = internal consistency (Cronbach’s alpha); omega = composite reliability (Raykov’s
omega); avevar = average variance extracted.
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Malhotra et al. (2004). One example item was: “[health/shopping/news] websites handle my personal
information confidentially.”

Self-disclosure

Participants were asked to imagine revisiting a similar website as presented in the scenario and to rate
their willingness to disclose personal information to this website (e.g., the participant’s name, age, eth-
nicity, or hobbies and interests). The scale was measured as a second-order factor with three subdi-
mensions: (a) personal background (e.g., religious convictions), (b) identity (e.g., name), and (c)
socio-economic information (e.g., financial situation).

Additional measures

Perceived personalization was measured with two items from Kalyanaraman and Sundar (2006) on a
7-point scale (1 = strongly disagree to 7 = strongly agree). First, “The advertisements described in the

Figure 1 Above diagonal: zero-order correlation matrix; diagonal: density plots for each variable;
below diagonal: bivariate scatter plots for zero-order correlations. Solid regression lines represent lin-
ear regressions; dotted regression lines represent quadratic regressions. Means were calculated by aver-
aging the predicted values for the indicators of the latent variables.
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scenario are based on my previous online search behavior” and, second, “The advertisements
described in the scenario target me as a unique individual.” In addition, the scenario’s perceived likeli-
hood and credibility was measured with one item each.

Data analyses

In the introduction, all hypotheses and RQs were presented as bivariate relations. It should be noted
that we analyzed all variables together in multivariate structural equation models (SEM), thereby con-
trolling for redundancy. To test the hypotheses and research questions, we ran separate models for
specific analyses. In all models, we controlled for age, sex, level of education, and the scenario’s per-
ceived likelihood and perceived credibility.2

For the analyses, coding, and typesetting, we used R (Version 3.5.1; R Core Team, 2018) and the
R-packages ggplot2 (Version 3.0.0; Wickham, 2016), lavaan (Version 0.6.3; Rosseel, 2012), papaja
(Version 0.1.0.9842; Aust & Barth, 2018), psych (Version 1.8.4; Revelle, 2018), pwr (Version 1.2.2;
Champely, 2018), semTools (Version 0.5.1; Jorgensen et al., 2018), and tidyverse (Version 1.2.1;
Wickham, 2017).

All hypotheses were tested using a significance level of 5%. RQ2, because it analyzed the effects of
personalization on four different outcomes without specific a priori assumptions, was controlled for
alpha error inflation by using a family-wise Bonferroni correction. As a result, the critical alpha for
RQ2 was p k/ 5%/4 1.25%=α = = . Likewise, next to the regular 95% confidence intervals, we also
report Bonferroni-corrected 98.75% confidence intervals (Figure 2).

With RQ3 and RQ4, we compared three groups: health, news, and commerce. We first tested the
SEMs of the respective groups for strict measurement invariance (Kline, 2016, p. 398), which means
that both latent factor loadings and item intercepts are equal, with the result that latent factors mea-
sure the same construct and can be compared meaningfully across groups. Second, to test RQ3 and
RQ4 explicitly, we checked whether the relations between the variables of interest differed for the three
groups by conducting structural invariance tests (Kline, 2016). Here, the rationale is that if model fit
does not decrease significantly after imposing equality constraints on the structural model (i.e., on the
coefficients of the latent variables), the relations between the variables are similar across groups. For
all invariance tests, we used Satorra-Bentler scaled chi square difference tests.

The assumption of strict measurement invariance was violated for the three context groups:
203. 842Δ(χ ) = , p . 001Δ( )< . In conclusion, we manually imposed strict measurement invariance for

all analyses that compare groups. The final model fit the data well: 332 959. 862χ ( )= , p < .001,
CFI = .97, TLI = .95, RMSEA = .04, SRMR = .04.

Results

Privacy calculus

First, as a robust and conservative estimate, we plotted the bivariate relations for all variables using
mean scores (see the supplementary material for results based on latent factor scores). No relation
showed an explicitly curvilinear pattern, and all correlation coefficients were consistent with the pri-
vacy calculus (see Figure 1).

Next, we tested all hypotheses and research questions in the multivariate model. Regarding H1, we
found that perceived benefits significantly predicted participants’ willingness to self-disclose, yielding
a small- to medium-sized effect, β = .24, b = .18, 95% CI [.12, .24], z = 5.68, p < .001. Hence, partici-
pants who expected more benefits were more likely to disclose, thereby supporting H1.
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RQ1 asked whether privacy concerns, privacy risk perceptions, or privacy risk beliefs would best
predict willingness to self-disclose. The bivariate relations all showed comparable medium-sized corre-
lations (Figure 1). When analyzed together in an SEM using multiple regression, a different pattern
emerged: Whereas privacy concerns and privacy risk beliefs ceased to be a significant predictor, β = .15,
b = .11, 95% CI [−.03, .24], z = 1.57, p = .117; β = −.02, b = −.02, 95% CI [−.15, .12], z = −.23,
p = .820, privacy risk perception remained a substantial and significant predictor of the partici-
pants’ willingness to self-disclose, β = −.42, b = −.43, 95% CI [−.73, −.13], z = −2.79, p = .005.
With regard to RQ1, we thus conclude that of all analyzed privacy costs, privacy risk perception
was the strongest predictor of willingness to self-disclose.

Likewise, when analyzed alongside the other privacy calculus variables in a multiple regression,
privacy risk perceptions remained a significant predictor of the willingness to self-disclose, β = −.13,
b = −.12, 95% CI [−.21, −.04], z = −2.76, p = .006. Participants who perceived their privacy to be
more at risk, were slightly less likely to self-disclose, thereby supporting H2.

Figure 2 Plots of unstandardized coefficients. Above: 95% confidence intervals, showing that the pri-
vacy calculus could be replicated (“total”: H1–H3). Model comparisons revealed that the coefficients
did not differ significantly across the three contexts; x 3.542Δ( ) = , p .739Δ( ) = , RQ3. Below: 95% and
(Bonferroni corrected) 98.80% confidence intervals. Model comparisons revealed that the effect of
personalization on the privacy calculus differed slightly across the three contexts; x 15.572Δ( ) = ,

p .049Δ( ) = , RQ4. All effects were controlled for age, sex, education, perceived likelihood of the sce-
nario, and perceived credibility of the scenario.
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Concerning H3, we found that participants who put more trust in online companies were also
slightly more willing to self-disclose, β = .13, b = .10, 95% CI [.02, .17], z = 2.49, p = .013, supporting
H3.

Personalization

Regarding RQ2, we analyzed the effects of personalization on the privacy calculus. The results showed
that when people were confronted with personalized communication, they trusted online companies
slightly less, β = −.14, b = −.32, 95% CI [−.47, −.18], z = −4.35, p < .001. In addition, personalization
reduced expected benefits marginally, β = −.08, b = −.20, 95% CI [−.35, −.05], z = −2.64, p = .008;
however, note that the effect was below our pre-defined SESOI of β = .10, implying that the effect is of
minor theoretical relevance. Similarly, personalization reduced willingness to self-disclose marginally,
β = −.07, b = −.13, 95% CI [−.24, −.01], z = −2.07, p = .039; nonetheless, given that both the p-value
was above the Bonferroni adjusted critical value of p = .0125 and the effect size below the SESOI, the
effect is negligible. There was no effect of personalization on privacy risk perception, β = .01, b = .03,
95% CI [−.11, .17], z = .39, p = .696. For an overview of the groups’ means, see Table 2.

Contexts

With RQ3, we analyzed whether the privacy calculus would change depending on context. When
comparing the structurally constrained model with the structurally unconstrained model, fit did not
decrease significantly, 3. 542Δ(χ ) = , p . 739Δ( )= , implying that the relations of the privacy calculus
variables did not differ across the three contexts.

With RQ4, we asked whether the effect of personalization on the privacy calculus would change
depending on context. The difference was significant, 15. 572Δ(χ ) = , p . 049Δ( ) = , implying that
the effects of personalization differed slightly across contexts. However, note that the probability of
the data is only marginally below the usual significance level of 5%. Specifically, we found that person-
alization had no significant effects in the health context: It neither reduced expected benefits, β = .03,
b = .07, 95% CI [−.18, .33], z = .56, p = .573, nor risk perception, β = .02, b = .04, 95% CI [−.21, .28],
z = .31, p = .760, trust, β = −.09, b = −.20, 95% CI [−.45, .05], z = −1.58, p = .114, or self-disclosure,
β = −.11, b = −.20, 95% CI [−.42, .03], z = −1.73, p = .084.

Taken together, whereas the privacy calculus did not depend on context, the effects of personaliza-
tion differed significantly. At the same time, the differences between the effects were not particularly
pronounced. Finally, also note that group-specific analyses/coefficients are based on subsamples,
thereby increasing standard errors and reducing power. For an overview of all coefficients, see
Figure 2.

Additional analyses

The control variables had several statistically significant relations with self-disclosure. Participants
who were older, male, or more highly educated were slightly less willing to self-disclose

.10, .05, .06age sex edu(β̄ = − β̄ = − β̄ = − ). Participants who considered the scenario to be more
likely were also more willing to self-disclose (β̄ = .16). With one exception (i.e., the effect of personali-
zation on expected benefits), the significance of all coefficients reported above did not depend on the
inclusion of control variables.3

Finally, we also tested whether respondents consciously detected the personalization. In the per-
sonalized conditions, respondents were slightly more likely to agree that advertisements were based on
previous online search behavior (Mpers = 5.02, 95% CI [4.88, 5.16]; Mnpers = 4.76, 95% CI [4.60,
4.92]). However, respondents were not more likely to indicate that advertisements targeted them as
‘unique individuals’ (Mpers = 3.27, 95% CI [3.13, 3.41]; Mnpers = 3.34, 95% CI [3.20, 3.48]).
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When combined, all variables explained 17% of the variance in willingness to self-disclose. A visu-
alization of all results combined can be found in Figure 3.

Discussion

This study used the privacy calculus to understand how people make cost–benefit trade-offs in person-
alized media environments across the contexts of health, news, and commerce. Although the privacy
calculus has already been applied in earlier studies to explain self-disclosure (e.g., Chen et al., 2017;
Dinev & Hart, 2006), it has not yet been adopted to investigate the effects of personalization on self-
disclosure across different contexts. Privacy behaviors are considered to be context-dependent
(Acquisti et al., 2015), thus examining self-disclosure in different contexts increases our understanding
of how people weigh perceived benefits, perceived costs, and trust in online companies to make deci-
sions about online self-disclosure. Moreover, we adopted an experimental approach to make causal
inferences between personalization and privacy calculus variables, and we used data from a large rep-
resentative sample to analyze the generalizability of earlier privacy calculus findings.

The first major finding of this study is that it is possible to replicate prior privacy calculus findings,
including when a representative sample of the Dutch population is used. Similar to prior research
(e.g., Krasnova et al., 2010), findings showed that self-disclosure is dependent on a trade-off between
positive beliefs (i.e., perceived benefits) and negative beliefs (i.e., perceived costs). In addition, we
found that trust plays an important role in the calculus: If people trust their online provider more,
they are also more likely to self-disclose. Again, perceived benefits were the strongest predictors of
self-disclosure, which is consistent with prior research in the context of SNSs (e.g., Dienlin & Metzger,
2016). Our findings also lend support for explaining previous privacy paradoxical behaviors, as poten-
tial future privacy risks may be outweighed by immediate gratifications of self-disclosure (Acquisti
et al., 2015). Next, we showed that of all cost factors, privacy risk perceptions emerged as the strongest

Table 2 Descriptives Means for all Conditions

Benefit Trust RiskPer RiskBel PrivCon SelfDis

Overall mean 3.01 2.59 5.54 5.37 5.25 2.23
Personalization

Non-personalized 3.03 2.68 5.51 5.35 5.22 2.28
Personalized 3.00 2.49 5.56 5.39 5.29 2.19

Context
Health 2.98 2.65 5.49 5.39 5.27 2.08
News 2.93 2.53 5.57 5.43 5.32 2.21
Commerce 3.12 2.58 5.54 5.28 5.17 2.41

Personalization and Context
Non-personalized, health 2.90 2.69 5.45 5.39 5.26 2.17
Non-personalized, news 3.02 2.61 5.62 5.49 5.35 2.12
Non-personalized, commerce 3.17 2.73 5.46 5.17 5.04 2.54
Personalized, health 3.08 2.61 5.53 5.39 5.27 1.97
Personalized, news 2.85 2.46 5.53 5.38 5.30 2.30
Personalized, commerce 3.07 2.43 5.63 5.39 5.30 2.28

Note.Means were calculated by averaging the predicted values for the indicators of the latent variables.
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predictor of self-disclosure. This finding refutes the position of Dienlin and Metzger (2016), who pri-
oritized privacy concerns, and supports the rationale offered by Krasnova et al. (2010), who focused
on risk perceptions. One potential explanation might be methodological: By using a hierarchical
second-order measure of risk perceptions, including perceived susceptibility and severity, this study
was able to operationalize risk perceptions more broadly and elaborately, thereby potentially improv-
ing its predictive capacity. Another tentative explanation might be theoretical: Whereas privacy con-
cerns are more affective and emotional, risk perceptions are more cognitive. So if the process of self-
disclosing itself is (partially) rational, it makes sense that risk perceptions also explain more variance.
Finally, the results revealed that the privacy calculus pattern emerged similarly in three specific con-
texts, suggesting that its theoretical pattern is robust and transferable to several contexts.

The second major finding is that through adopting a scenario-based experimental design we were
able to test the potential effects of personalization. Results revealed that these effects were mostly nega-
tive: Personalization reduced trust and, to some extent, expected benefits as well. In addition, results
suggested that personalization may even reduce the willingness for further self-disclosure; however,
more research is needed to evaluate whether the effect is substantial and robust. In light of earlier
research, our findings are somewhat unexpected. So far, most studies have demonstrated that by
increasing both the perceived benefits (e.g., Xu, Luo, Carroll, & Rosson, 2011) and the willingness to
self-disclose (e.g., Karwatzki, Dytynko, Trenz, & Veit, 2017) personalization tends to have effects that
are positive. As a potential explanation, it is helpful to reconsider the specific framing of our scenarios.

Figure 3 Overview of all results, which combines the analyses from several separate models.
Hypotheses 1–3 showed that the privacy calculus could be replicated. RQ1 revealed that, compared to
other privacy costs such as privacy concerns or privacy risk beliefs, privacy risk perception was the
strongest predictor of self-disclosure. RQ2 showed that personalization reduced trust and, to a small
extent, perceived benefits. RQ3 revealed that the privacy calculus variables did not differ across the
three contexts. RQ4 showed that the effect of personalization on the privacy calculus differed (slightly)
across the three contexts. All effects were controlled for age, sex, education, perceived likelihood of the
scenario, and perceived credibility of the scenario. Dotted line represents total effect. H = Health,
N = News, C = Commerce. “*” = p < .05; “+” = .05 > p > .0125 (Bonferroni correction).
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In this study, we first presented the benefits of self-disclosure, considering that participants were told
in the scenario that they were able to benefit from specific tailored services after self-disclosing.
However, we also presented that afterwards participants received tailored advertisements as a result of
self-disclosing online. In doing this, we may have made participants particularly aware of the negative
consequences of self-disclosure, which may make these findings different from other research concep-
tualizing personalization. In prior research, immediate gratifications typically outweighed long-term
privacy risks (Acquisti et al., 2015). However, our findings could suggest that personalized advertise-
ments can upend this process by rendering the risks of self-disclosure more salient. In conclusion:
While we agree that personalization can have positive effects before and during online transactions,
we also contend that it might have negative effects in the long run: Personalization can elucidate risks
to privacy—especially if it is used for subsequent advertising. For practitioners, this implies that
personalization can also backfire. It seems expedient to protect consumer data and to make sure that
subsequent advertisements are not explicitly based on prior self-disclosure, as this might diminish
trust and expected benefits.

The third finding is that the effects of personalization can depend on the context in which it is
being employed. For instance, although personalization generally led to less trust and decreased per-
ceived benefits, looking more closely at the different contexts revealed that personalization had no sig-
nificant effects in the health context. As potential explanation, we hypothesize that in health contexts
personalization seems to be particularly advantageous, thereby potentially buffering the negative
effects we found in the news and commerce contexts. Automatically, it would then become especially
important to prevent subsequent personalized advertisements, so as not to reduce trust and willing-
ness for future self-disclosure. However, although the effects of personalization depended significantly
on contexts, the overall difference was moderate, so the effects should not be overinterpreted.

With regard to the effect of sociodemographic variables, we for example found that older people
and males are less willing to self-disclose, which is in line with prior research (Dienlin & Metzger,
2016). As a result, so as not to overestimate the variables’ shared variance, it is important to control
for sociodemographic variables when analyzing the privacy calculus.

Limitations and future research

The privacy calculus upholds that disclosure is predominantly rational. Also in this study, the more
rational risk perceptions explained more variance than the more affective privacy concerns did.
However, online behaviors such as self-disclosure are often automatic, emotional, and situationally
dependent (Masur, 2018). For example, past research demonstrated that emotions formed from an
impression of a website can impede self-disclosure (Li et al., 2011). In conclusion, although the results
showed that self-disclose can be explained partially and probabilistically by rational variables, this still
leaves ample room for other influences such as those mentioned. Future research could hence further
specify how to account for the “non-rational” aspects of self-disclosure online, such as by investigating
other novel factors.

Using a scenario-based approach has several advantages, such as high internal validity. At the
same time, this approach also limits ecological validity, which is why we encourage future research to
observe and investigate actual behavior online. Nonetheless, scenario-based experiments, such as used
for this study, are a commonly used approach in the domain of online personalized communication
(e.g., Aguirre et al., 2015; Bleier & Eisenbeiss, 2015), and provide the precise experimental control
needed to test the effects and underlying mechanisms of personalization on self-disclosure.

Future research may also focus on further ways to test the context-dependence of personalization
effects. To ensure comparability across conditions, we operationalized the contexts of health, news,
and commerce in the scenarios such that participants were exposed to advertisements related to
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health, news, and commerce. Such operationalizations may not have been sufficiently distinct to detect
different levels of perceived benefits, costs, and trust, as receiving personalized advertisements regard-
less of context can be perceived in similar ways. Hence, although findings showed that the effects of
personalization are to some extent context-dependent, future research might differentiate the contexts
more clearly by using contexts that are more distinct.

Conclusion

Using a representative sample of the Dutch population, this study adopted an online experiment to
test the effects of personalization on the privacy calculus for several contexts. Overall, the results sup-
ported the basic assumptions of the privacy calculus, showing that it can be used to explain online
behaviors in various contexts. Specifically, results implied that privacy risk perceptions are the stron-
gest cost predictor of online self-disclosure. Personalization can reduce trust in online companies, to
some extent expected benefits, and potentially also willingness for future self-disclosure. In contrast to
the privacy calculus, the effects of personalization depend on context, emphasizing the need for both
practitioners and scholars to investigate how and under what conditions personalization impacts
online self-disclosure.
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Notes

1 See https://osf.io/bq7nt/.
2 Control variables should only be included when theoretically relevant. In the context of research on
privacy, this assumption is warranted: Age, for example, correlates negatively with self-disclosure
and positively with privacy concerns (Dienlin & Metzger, 2016). Next, we are aware that control
variables should be measured only before experimental manipulation; given our research design,
however, it was not possible to measure perceived likelihood and credibility beforehand, thereby
limiting informativeness regarding causality.

3 The online supplementary material includes the results of all control variables on each measure. It
also provides the results of the final model without control variables.
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