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The electronic structure of IrO2 has been investigated using hard x-ray photoelectron spectroscopy and
density-functional theory. Excellent agreement is observed between theory and experiment. We show that
the electronic structure of IrO2 involves crystal field splitting of the iridium 5d orbitals in a distorted
octahedral field. The behavior of IrO2 closely follows the theoretical predictions of Goodenough for
conductive rutile-structured oxides [J. B. Goodenough, J. Solid State Chem. 3, 490 (1971)]. Strong
satellites associated with the core lines are ascribed to final state screening effects. A simple plasmon model
for the satellites applicable to many other metallic oxides appears to be not valid for IrO2.
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A series of iridium-containing ternary oxides (iridates)
have attracted increasing attention due to their diverse
electronic properties. Some iridates such as BaIrO3 and
Bi2Ir2O7, are metallic [1,2] while others exhibit an exotic
range of electronic properties including Mott insulators [3],
topological insulators [4,5], Weyl semimetals [6], and axion
insulators [6]. Many undergo a metal-insulator transition
when cooled [4,7], and some show highly unusual magnetic
properties at low temperatures [8]. The origins of such diver-
sity lie within the complex behavior of the Ir 5d electrons: as
the energy scales of crystal-field splitting, electron-electron
repulsion, spin-orbit coupling, and various spin-exchange
interactions approach each other, small changes in structure
can lead to vastly different observable properties.
The aforementioned studies have inspired a recent revival

of interest in the fundamental properties of the simple binary
iridium oxide IrO2. Miao et al. [9] have used density-
functional theory calculations to investigate the categorical
stability of the Ir4þ oxidation state in binary iridium–oxygen
compounds, while Clancy et al. [10] and Hirata et al. [11]
performed x-ray absorption spectroscopy (XAS) and aniso-
tropic tensor of susceptibility (ATS) scattering measure-
ments, respectively, on a rangeof iridates and ruthenates, and
observed a surprisingly large spin-orbit splitting in the IrO2

valence band. However, there are still important aspects
of the electronic structure of IrO2 that deserve further
attention. In particular, definitive answers are required for
the following two fundamental questions: which physical
mechanisms, if any, dominate the band structure of IrO2,
and why is IrO2 a metal, while several seemingly similar
iridates are not? Our interest in IrO2 is further fueled by its
great technological importance, with current or potential
applications in areas ranging from optical information
storage [12], electrochromic devices [13], and semiconduc-
tor electronics [14] to gas sensing [15], pH measurement
[16], catalysis [17], and spintronics [18].
In this Letter, we present high-resolution hard x-ray

photoelectron spectroscopy (HAXPES) measurements of
IrO2, complemented by theoretical band-structure calcu-
lations within the framework of density-functional theory
(DFT). These results lead to a detailed understanding of the
electronic structure of IrO2, particularly the nature of
electronic states near the Fermi level. Additionally, IrO2

core-level photoelectron spectra of IrO2 will be presented,
and the interpretation of the core-level line shapes will be
discussed briefly.
The photoemission measurements were performed on a

ceramic pellet of IrO2 (99.9%, Sigma Aldrich), pressed
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at 5 tonnes and sintered at 800 °C for 5 hours in air. After
firing, phase purity was confirmed using x-ray diffraction
(see Supplemental Material [19]). HAXPES measurements
were conducted at 6.5 keV using the photoemission setup
of the Max Planck Institute for Chemical Physics of Solids
on the Taiwan beamline BL12 XU at the Spring-8 syn-
chrotron radiation facility (Japan), and additionally at
various excitation energies on the GALAXIES beamline
at the Soleil synchrotron. All measurements were per-
formed in normal emission. All calculations were per-
formed using the VASP package [20,21], in which the
valence electronic states are expanded within a plane-wave
basis. The valence-core interactions were described using
the projector augmented wave (PAW) approach [22], and
cores of [He] for oxygen, and [Xe] for iridium, were used.
The Perdew-Burke-Ernzerhof functional revised for solids
(PBEsol) exchange-correlation functional [23] and a cutoff
of 750 eV were used for the all calculations, with the
Brillouin zone sampled using a 6 × 6 × 4 Monkhorst Pack
grid. Calculations were deemed to have converged when
the forces on all the atoms were less than 0.01 eVÅ−1, and
the calculations were performed both with and without
spin-orbit-coupling.
The HAXPES spectrum and DFT calculation of the

valence band of IrO2 are shown in Fig. 1(a) and the Ir 4f
and Ir 5p core levels of IrO2 are shown in Fig. 1(b). The
measured valence band spectrum agrees well with previous
XPS measurements [24–27], but shows a significantly
greater level of detail due to improved energy resolution.
In addition the cross-section weighted total density of states
(tDOS) DFT calculation [Fig. 1(a) (lower)] shows excellent
agreement with the experimental spectrum. The features in
the valence band denoted II, III, and IV correspond to Ir-O
π antibonding, π bonding, and σ bonding orbitals, respec-
tively. One has to keep in mind that the photoionization
cross section of the Ir 5d electrons is significantly greater
than that of the O 2p electrons at 6.5 keV photon energy
[28], and the measured spectrum is dominated by the
iridium 5d orbitals.
What is not clear from the elementary analysis presented

is the origin of the small feature (labeled I) close to the
Fermi level. It is first worth noting that a similar shoulder
has been observed in theoretical densities of states for
iridates, such as CaIrO3 [29], for which it was attributed as
arising from spin-orbit splitting of the Ir 5d t2g band into
j ¼ 3

2
and j ¼ 1

2
subbands, occupied by four electrons and

one electron, respectively. Spin-orbit coupling has also
been invoked to explain the shoulder in IrO2 [24], but
previous calculations [9,30–32] suggest that a simpler
explanation is provided by orbital-overlap effects made
possible by the strong deviation from perfect octahedral
symmetry in rutile IrO2. Total and partial density of states
with and without spin-orbit coupling (SOC) are shown in
Fig. 2. It is immediately apparent that the low binding
energy feature (I) is present even when effects of valence-
electron spin-orbit coupling are omitted from the
calculation.

To further discern the nature of the electronic states near
the Fermi level, the contributions of the individual Ir d
orbitals to the overall density of states were calculated by
projecting on to l ¼ 2 spherical harmonics within the Ir
PAW radii (Fig. 3). It is important to note that for our
calculations the coordinate system shown in Fig. 4(a) is
based on a

ffiffiffi

2
p

×
ffiffiffi

2
p

supercell in accordance to the local
geometry of the iridium atom and does not match the
overall unit cell. This allows us to discuss our results in
terms of the Goodenough model for conductive rutile
oxides [33,34] [Fig. 4(b)].
From Fig. 3, it can be seen that the degeneracy of the five

iridium d orbitals has been completely lifted by the crystal
field of D2h coordination symmetry. Nevertheless, it is still

FIG. 1 (color online). (a) HAXPES spectrum of the valence
band of IrO2 measured at a photon energy of 6571.65 eV and
cross-section weighted DFT calculation showing partial and total
densities of states. (b) HAXPES spectrum of the Ir f and Ir 5p
core levels. The screened (S) and unscreened (U) components for
Ir 4f (blue) and Ir 5p (red) are shown. Note: The Ir 5p1

2

component lies within the structure of the Ir f spin-orbit doublet.
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possible to identify two of the Ir d orbitals (dz2 and dxy) as
being primarily σ antibonding in nature (eg-like), whereas
the other three are primarily π antibonding (t2g-like). We
see that the dx2−y2 orbital gives a narrow band ∼1 eV below
EF, whereas the dyz and dxz bands are much broader and are
responsible for almost all of the electron density at the
Fermi level. This can be understood in terms of the

connectivity of the IrO6 octahedra in the rutile structure.
Along the c axis, neighbouring octahedra share edges and
the t2g-like orbitals differ in their relative orientation to the
plane formed by these shared edges. One of the t2g orbitals
lies within the plane formed by the shared edges and is
denoted t∥ because it has σ symmetry with respect to the
axis defined by the chain of octahedra. The t∥ orbitals show
little mixing with the O 2p states. The other two t2g orbitals
lie perpendicular to the octahedra-edge-sharing plane and
are denoted t⊥. It is these orbitals that contribute almost all
of the density of states at the Fermi level.
Our detailed understanding of the nature of the three t2g

orbitals in IrO2 provides an explanation for why valence
electron spin-orbit coupling does not lead to insulating
behavior in this material. For insulating iridates the ground
state can, to a first approximation, be described as a jeff ¼ 1

2

spin-orbit Mott insulator [29,35]. In this type of a material,
the d orbitals of t2g symmetry largely retain their atomic
orbital-like degeneracy, and behave as a set with an orbital
angular momentum of l ¼ 1. Spin-orbit coupling leads to
the formation of a fully occupied j ¼ 3

2
band and a half-

empty j ¼ 1

2
band, separated by a direct or indirect band

gap. Provided the j ¼ 1

2
band is sufficiently narrow, even

moderate electron-electron repulsion can drive the system
into a Mott insulating state. While it has been pointed out
that as a quantitative model the concept of jeff ¼ 1

2
physics

is no longer strictly valid under even small deviations from
octahedral symmetry [36], as a qualitative model it seems to
have a certain degree of tolerance for minor distortions.
First, in the case of IrO2, we note that one of the three t2g

orbitals has fundamentally different bonding properties to
the other two, which makes the application of any model

FIG. 2 (color online). (a) Density functional theory
calculations of the total and partial density of states for IrO2.
(b) Total and partial density of states for IrO2 including
spin-orbit coupling (SOC).

FIG. 3 (color online). Left: a stack of five unit cells showing the
IrO2 rutile structure in the revised coordinate system. Also shown
are the five Ir 5d orbitals highlighting their orientation relative to
the unit cell coordinates. Right: Ir 5d partial densities of states
projected onto their representative atomic orbitals.

FIG. 4 (color online). (a) The rutile crystal structure of the
iridium-centred unit cell with the x, y, and z coordinates defined.
(b) Schematic description (Goodenough model [33]) of the
electronic structure of IrO2.
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that relies on the three behaving as a “set” with l ¼ 1 rather
doubtful. Second, we observe that the bands in IrO2 are not
narrow, with the total width of the valence band exceeding
10 eV, and that of the t2g manifold around 4 eV. Both values
are greater than calculated bandwidths for the insulating
iridate CaIrO3 [29]. Third, we see that both the orthogonal
Ir 5d dxz and dyz (t⊥) orbitals contribute strongly to the
density of states at the Fermi level, and are therefore
similarly responsible for the conduction properties of the
material.
It is these three observations that allow us to state that in

IrO2 the effects of crystal-field splitting and effective orbital
overlap completely dominate the effects of valence electron
spin-orbit coupling and electron-electron repulsion, giving
rise to the metallic behavior. While recognizing that strong
spin-orbit coupling interactions for the Ir 5d electrons must
exist in IrO2 [10,11], they do not seem to be responsible
for any of the major features of the band structure. Based
on these results we also predict that the metallicity of IrO2

should be quite robust with respect to external influences
such as doping or nonstoichiometry, but effects that change
the relative nature of the t2g orbitals, such as epitaxial strain
along the direction of the c axis, could possibly lead to a
marked change in the observed behavior.
The metallic nature of IrO2 also manifests itself in the

HAXPES core levels of IrO2, which exhibit a distinctly
asymmetric shape. In Fig. 1(b) the Ir 4f and 5p region of
the HAXPES spectrum is displayed. This region was
chosen for comparison with previously published core-
level XPS studies of IrO2, which primarily focus on the
interpretation of the Ir 4f peak shape [26,27,32,37–49].
The most striking feature of the core levels in IrO2 is that all
of the peaks show a strong asymmetry. The most tenable
explanation for this is formulated in terms of final-state
effects during the photoemission process. The phenomenon
of conduction electron screening in the core-level spec-
troscopy of metallic conductors has been well established
for over 30 years, and is applicable for a wide range of
metal oxides [50–53].
Two different models have been used to explain the

nature of core satellites in narrow band metals. In
the Kotani model [54] generation of the core hole in the
photoemission process switches on a local Coloumb
interaction with the valence states contributing to the
conduction band. If this interaction exceeds the occupied
conduction band width, the potential will create a localized
state on the ionized atom. Two possible final states are now
accessible to the system: the low binding energy peak
corresponds to the localized state being filled (core hole is
screened) and the high binding energy peak is a result of
the state remaining empty (core hole is unscreened). This
model has been successfully applied to a range of narrow-
band conductive metal oxides [50–53]. The second model
treats the core line as a low binding energy “main” peak
and the high binding energy peak as an unusually strong
plasmon satellite, broadened by conduction electron

scattering. It has been suggested by theory that the intensity
of the high binding energy satellite (in low electron
density metals) should increase in intensity with decreasing
electron density (n−ð1=3Þ) [55]. It has also been shown
in a number of metallic oxide systems that the satellite
energies are close to plasmon energies measured by
electron energy loss spectroscopy or infrared reflectance
spectroscopy [50,56].
It was clear upon peak-fitting the Ir 4f core level that it

will not fit with a single Voigt component or a Fano-type
line shape for metallic systems. The best fits were obtained
by using two Voigt components, with constraints applied to
the relative intensities of the two halves of each spin-orbit
doublet, and the relative positions of the main peaks. Good
fits were obtained for various core levels (peak fits of core
levels measured at different excitation energies are pre-
sented in the Supplemental Material [19]). Interestingly, we
found that constraining the separation between screened
and unscreened components of each individual core line
to the same value leads to a rapid deterioration in the
quality of the peak fits. This suggests that the simple
plasmon excitation model may not be appropriate for IrO2.
It therefore remains a significant challenge to theorists to
reconcile these two apparently distinct models. It should,
however, be noted that only a handful of publications
dealing with core-level XPS of IrO2 have considered the
role of final state screening [26,41,45,47]. On the other
hand, it has been repeatedly but incorrectly argued that
complex line shapes must imply different oxidation states
in the initial state [39,40]. Implausible surface phases
containing Ir6þ have been invoked, and it has even been
postulated that commercial IrO2 samples contain some
Ir2O3, even though no such bulk phase is known to exist
[26,57]. Surface sensitivity is much reduced in HAXPES
and the present observation of complex line shapes at an
excitation energy above 6 keV provides further evidence in
favor of the intrinsic origin of the asymmetry in IrO2. As a
last remark, we note that similar intrinsically asymmetric
core line shapes ought to be expected in HAXPES or XPS
studies of other metallic oxides of iridium, but not the
insulating iridates. As such, core level photoelectron
spectroscopy could be a useful tool for studying the
metal-insulator transition in iridates, and conversely, iri-
dates could provide a suitable testing ground for probing
the specifics of the influence of the conduction electrons on
the core level XPS signature. One example of the use of
core level XPS for monitoring the metal insulator transition
in a ternary iridium sulphate has already been pub-
lished [58].
In conclusion, we have used hard x-ray photoelectron

spectroscopy and density-functional theory calculations to
study the electronic structure of iridium oxide. An excellent
level of agreement between theory and experiment was
observed. We have examined the decomposition of the
valence band density of states into individual iridium 5d
orbitals, and shown that IrO2 conforms well to the
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Goodenough model for conductive rutile oxides [33]. The
vastly different bonding properties of the Ir 5d t∥ and t⊥
orbitals in conjunction with the large bandwidths of the Ir d
bands explain why a spin-orbit Mott insulating state is not
observed in IrO2. Additionally, we have presented core-
level photoelectron spectra of IrO2, and have shown that the
observed line shapes are consistent with the formalism of
screened and unscreened final states, which has previously
been successfully applied to a range of conductive metal
oxides.
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