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Abstract

In this paper, a unified framework for particulate two-phase flow will be presented with a
wide range of solid-particle concentration from dilute to dense limit. The two phase flow is
simulated by two coupled flow solvers, i.e., the gas-kinetic scheme (GKS) for the gas phase
and unified gas-kinetic wave-particle method (UGKWP) for the solid-particle phase. The
GKS is a second-order Navier-Stokes flow solver for the continuum gas flow. The UGKWP is
a multiscale method for all flow regimes. The wave and particle decomposition in UGKWP
depends on the cell’s Knudsen number (Kn). At a small Kn number, the high concentrated
solid particle phase will be modeled by the Eulerian hydrodynamic wave due to the intensive
particle-particle collisions, same as the fluid model. At a large Kn number, the dilute solid
particle will be sampled and followed by the Lagrangian particle formulation to capture
the non-equilibrium transport. In the transition regime, the distribution and evolution of
particle and wave in UGKWP are controlled by the local Kn number with a smooth transition
between the above limits. The distribution of solid particles in UGKWP is composed of
analytical function and discrete particle, where both condensed and dilute phases can be
automatically captured in the most efficient way. In the current scheme, the two phase
model improves the previous one in all following aspects: drag force model for different solid
particle concentrations; the frictional pressure in inter-particle contacts at high solid-particle
concentration; a flux limiting model to avoid solid particles’ over-packing; additional non-
conservative nozzle and work terms in the governing equation for the gas phase to reflect
the local variation of solid volume fraction. Besides, the inter-particle collisions have been
refined numerically for the dense particle phase flow through the discretization of the collision
term and numerical flux function. The improved method has been applied to gas-particle
system with a wide range of solid-particle concentrations. The numerical scheme is tested in
a series of typical gas-particle two-phase problems, including the interaction of shock wave
with solid particle layer, horizontal pneumatic conveying, bubble formation and particle
cluster phenomena in the fluidized bed. The results validate the accuracy and reliability of
the proposed method for gas-particle flow.
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dense particulate flow

1. Introduction

Gas-particle two-phase flow is very common in natural phenomena, e.g., sand storms, vol-
cano eruption, and many engineering industries, e.g., petroleum industry, chemical industry,
energy industry. Numerical simulation is a powerful tool to study the gas-particle two-phase
flow, and many numerical methods have been developed to accurately and efficiently capture
the complex physics of gas-particle flow [52, 54, 66, 14, 56].

Generally two approaches, Eulerian-Eulerian (EE) approach and Eulerian-Lagrangian
(EL) approach, are widely employed, and the difference of this classification is based on
the treatment of particle phase. In the EE approach, the particle phase is assumed as a
continuum media, and hydrodynamic equations are employed for the evolution of particle
flow [44, 19]. EE approach is also called two fluid model (TFM). One representative EE
approach is kinetic theory-based granular flow (KTGF), which is based on the similarity
in the modeling of solid particle and the molecule in gas [12, 31]. In EL approach, all
individual solid particles or particle parcels composed of a group of solid particles with the
same properties, will be tracked according to Newton’s law of motion in the simulation [16].
Some typical EL approaches are discrete element method (DEM) [9, 53, 16], coarse-grained
particle method (CGPM) [43, 32], multiphase particle-in-cell (MP-PIC) [1, 37, 36], etc. In
terms of the consideration of flow physics, the choice of EE or EL depends on the local
Knudsen (Kn) number of particle flow. Similar to gas, the Kn number of disperse phase
can be defined as the ratio of mean free path (MFP) of solid particles over characteristic
length scale [34]. When Kn number is very small with sufficient inter-particle collisions,
the solid particle phase can be assumed as a continuum medium, and the EE approach
can be appropriately used for the gas-particle system. On the contrary, when Kn number
is large, individual particle transport becomes important and the solid phase stays in a
non-equilibrium state. So, the EL approach is a preferred choice. The disadvantage of
EL approach is the high computational cost due to the particle trajectory tracking for all
individual particles or parcels, especially in the dense solid-particle flow[54]. Theoretically,
EL approach can be used when Kn number is small as long as the computation cost is
affordable. For the EE approach, it will difficult to give an accurate prediction when Kn
number of particle phase is large, because EE approach cannot capture non-equilibrium
physics of solid particles, such as particle trajectory crossing (PTC) phenomenon [2, 34].
Based on the features of EE and EL approach, many studies focus on the hybrid method,
coupling Eulerian and Lagrangian approach together for solid particle phase, to maintain
both the accuracy and computation efficiency [40, 6, 64, 38]. In the hybrid method, it is a
challenge to define an accurate and reliable criterion for the smooth transition between the
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Eulerian and Lagrangian approaches for disperse phase. In addition, some other methods
are proposed and used for the gas-particle flow, such as direct numerical simulation (DNS)
[24, 30], unified gas kinetic scheme (UGKS) [61, 26], unified gas kinetic particle method
(UGKP) [57], discrete unified gas kinetic scheme (DUGKS) [50], method of moment (MOM)
[11, 34], direct simulation Monte Carlo (DSMC) [4], material point method (MPM) [3],
smooth particle hydrodynamics (SPH) [10], hybrid coarse-grain DEM and resolved DEM
[41], hybrid finite-volume-particle method [8], etc.

In recent years, unified gas-kinetic scheme (UGKS) has been developed for rarefied and
continuum flow simulation [61, 60]. Based on the direct modeling on the cell’s Knudsen
number, i.e., Knc = τ/∆t with particle collision time τ over numerical time step ∆t, UGKS
recovers multiscale transport in flow regimes through a smooth connecting between e−1/Knc

weighted equilibrium flow evolution and the rest (1 − e−1/Knc) particle free transport, and
the NS solution is automatically obtained at small Knc. After the success of the UGKS
for the gas flow, the method has been further extended to other multiscale transports, such
as radiative heat transfer, neutron transport, plasma, particulate flow, etc [48, 49, 27, 26].
A particle-based UGKS, which is named unified gas-kinetic particle (UGKP) method, was
developed subsequently using stochastic particles to follow the evolution of gas distribu-
tion function [29, 67]. In UGKP, the sampled particles can be divided into two categories:
collisionless (free transport) particle and collisional particle within each time step. The col-
lisional particles will be eliminated in the evolution and get re-sampled from the equilibrium
state at the beginning of the next time step. As a result, only the collisionless particles are
fully tracked in the whole time step in UGKP. Furthermore, it is realized that a proportion
e−1/Knc of re-sampled particles from the equilibrium state at the beginning of next time step
in UGKP will get collision and be eliminated again within the next time step. Actually, the
contribution from these re-sampled collisional particles to flux function in the finite volume
UGKP can be evaluated analytically. As a result, the collisional particles don’t need to be
re-sampled at all, and can be followed analytically through a wave representation in the
upgraded unified gas-kinetic wave-particle (UGKWP) method [29, 67, 7, 62]. In UGKWP,
wave and particle are coupled together in the evolution, and only free transport particles are
basically tracked to capture the non-equilibrium flow physics. Therefore, UGKWP becomes
a hydrodynamic flow solver in the continuum flow regime due to the absence of particles and
goes to a particle method in the highly rarefied regime. UGKWP can present an optimized
approach to capture multiscale transport efficiently using the combination of wave and par-
ticle. In the continuum flow regime, UGKWP will automatically get back to the gas-kinetic
scheme (GKS), which is a kinetic theory-based Navier-Stokes solver [59, 58, 21, 65, 5]. Be-
sides gas flow, UGKWP has also been used in the study of radiative transfer, plasma, and
two phase flow [25, 28, 63]. The special wave and particle decomposition in UGKWP makes
it suitable for the simulation of both dense (wave) and dilute solid-particle (particle) phase
easily.

For the particulate two phase flow, the gas phase will be followed by the GKS and solid-
particle phase by the UGKWP, and final scheme is called GKS-UGKWP for convenience.
For the dilute monodisperse particulate flow, a previous GKS-UGKWP has been developed
[63]. Based on the UGKWP for the solid-particle phase, the sampled particles depends on

3



the local particle’s cell’s Knudsen number. When Knc is extremely small for dense particle
distribution, no particle will be sampled in UGKWP and UGKWP reduces to the hydrody-
namic flow solver. As a result, the GKS-UGKWP automatically becomes an EE approach.
When Kn number is extremely large, only particle evolution in UGKWP will be tracked
and the corresponding GKS-UGKWP becomes an EL approach. For the intermediate Knc
number, both EE and EL formulation will be coupled in each cell according to Knc in the
evolution of the particulate flow. In this paper, more realistic model will be implemented in
GKS-UGKWP for the two-phase flow simulation.

Based on solid volume fraction εs, the particulate flow is usually divided into dilute flow
with εs ≤ ε∗s and dense flow εs > ε∗s, and one of the choices of ε∗s is 0.001 [55]. However,
the solid volume fraction is not necessarily a reliable indicator showing the importance of
particle-particle collision, but the Kundsen number is a suitable indicator [34]. Generally,
the inter-particle collision is (much possibly but not necessarily) more frequent in dense
flow than dilute one due to a large number of solid particles. Therefore the particle-particle
collision usually plays a significant role in the solid phase evolution of dense phase, and
it cannot be neglected in the numerical simulation aiming to accurately recover the real
flow physics. The influence of inter-particle collision is considered and modeled differently
in numerical methods. For example, in MP-PIC, an inter-particle stress term models the
effect of particle-particle collision, but it can only simulate the particulate flow with solid
concentration εs < 0.05, which cannot be very high [1]. With the modification of collision
term, the improved MP-PIC can be used for dense particle flow with high concentration
[37, 36]. In DEM, both soft-sphere model and hard-sphere model can be used to calculate
the influence of inter-particle collision [9, 18, 52]. In UGKWP, the collision effect is explicitly
included in the collision term of the kinetic equation for modeling the evolution process
from local non-equilibrium to equilibrium state [33, 29]. For the numerical simulation of
dense solid-particle flow, a challenge is the existence of non-conservative “nozzle term” in
momentum equation and correspondingly pDV work term in energy equation for the gas
flow, which is similar to pDV term in the quasi-one-dimensional gas nozzle flow equation
[19]. If these terms were not solved correctly, un-physical fluctuations of pressure and flow
field would be generated, especially in the flow zone with a steep interface of solid-phase
concentration [44, 19]. When the solid phase approaches to a packing limit, the effect
of enduring particle-particle contact and friction, modeled by the solid frictional pressure
term, has to be considered [22, 47, 45]. Also, the introduction of frictional pressure can
avoid the solid particles’ over-assembling due to the dramatically increased value when the
solid volume fraction approaches its maximum limiting value [22, 19]. Particulate flow with
high concentration is very common in practical engineering problems, such as fluidized bed,
pneumatic conveying, etc [13, 31]. Therefore in this paper, the previously developed GKS-
UGKWP for dilute flow is extended to dense gas-particle flow. The GKS-UGKWP is further
developed for gas-particle two-phase flow with a wide range of volume fraction from very
dilute flow to dense solid-particle phase.

This paper is organized as follows. Section 2 introduces the governing equations for
particle phase and the UGKWP method. Section 3 is the governing equations for gas phase
and the GKS method. Section 4 introduces the numerical experiments. The last section is
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the conclusion.

2. UGKWP for solid-particle phase

2.1. Governing equation for particle phase

The evolution of particle phase is govern by the following kinetic equation,

∂fs
∂t

+∇x · (ufs) +∇u · (afs) =
gs − fs
τs

, (1)

where u is the particle velocity, a is the particle acceleration caused by the external force, ∇x

is the divergence operator with respect to space, ∇u is the divergence operator with respect
to velocity, τs is the relaxation time for the particle phase, fs is the distribution function of
particle phase, and gs is the associated equilibrium distribution, which can be written as,

gs = εsρs

(
λs
π

) 3
2

e−λs[(u−Us)2],

where εs is the volume fraction of particle phase, ρs is the material density of particle phase,

λs is the value relevant to the granular temperature Ts with λs = ms

2kBTs
, ms = ρs

4
3
π
(
ds
2

)3

is the mass of one particle, ds is the diameter of solid particle, and Us is the macroscopic
velocity of particle phase. The sum of kinetic and thermal energy for colliding particle may
not be conserved due to the inelastic collision between particles. Therefore the collision term
in Eq.(1) should satisfy the following compatibility condition [26],

1

τs

∫
gsψdΞ =

1

τs

∫
fsψ

′dΞ, (2)

where ψ =

(
1,u,

1

2
u2

)T
and ψ′ =

(
1,u,

1

2
u2 +

r2 − 1

2
(u−Us)

2

)T
. The lost energy due

to inelastic collision in 3D can be written as,

Qloss =
(1− r2) 3ps

2
,

where, r ∈ [0, 1] is the restitution coefficient, determining the percentage of lost energy in
inelastic collision. While r = 1 means no energy loss (elastic collision), r = 0 refers to total
loss of all internal energy of particle phase εsρses = 3

2
ps with ps = εsρs

2λs
.

The particle acceleration a is determined by the external force. In this paper, the drag
force D, the buoyancy force Fb, and gravity G are considered. D and Fb are inter-phase
force, standing for the force applied on the solid particles by gas flow. The general form of
drag force can be written as,

D =
ms

τst
(Ug − u) , (3)
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where Ug is the macroscopic velocity of gas phase, and τst is the particle internal response
time. Many studies have been conducted on the drag force model to give an accurate
prediction for the drag under different solid concentrations. In this paper, the drag force
model proposed by Gidaspow is employed to determine τst [15],

τst =


4

3

ρsds
ρg|Ug − u|Cd

ε2.65
g , εg > 0.8,

1

150 εsµg
εgρsd2s

+ 1.75ρg |Ug−u|
ρsds

, εg ≤ 0.8,
(4)

and it can used for both dilute and dense flow. Cd is the drag coefficient, which is obtained
by,

Cd =


24

Res

(
1 + 0.15Re0.687

s

)
, Res ≤ 1000,

0.44, Res > 1000,
(5)

where ds is the diameter of solid particle, and µg is the dynamic viscosity of gas phase.
Res = |Ug − u|ds/νg is the particle Reynolds number, and νg = µg/ρg is the kinematic
viscosity of gas phase. Besides, another interactive force considered is the buoyancy force,
which can be modeled as,

Fb = −ms

ρs
∇xpg, (6)

where pg is the pressure of gas phase. Then, the acceleration term can be obtained,

a =
D + Fb

ms

+ G.

When the collision between solid particles are elastic with r = 1, in the continuum flow
regime the hydrodynamic equations becomes the Euler equations which can be obtained
based on the Chapman-Enskog asymptotic analysis,

∂ (εsρs)

∂t
+∇x · (εsρsUs) = 0,

∂ (εsρsUs)

∂t
+∇x · (εsρsUsUs + psI) =

εsρs (Ug −Us)

τst
− εs∇xpg + εsρsG, (7)

∂ (εsρsEs)

∂t
+∇x · ((εsρsEs + ps)Us) =

εsρsUs · (Ug −Us)

τst
− 3ps
τst
− εsUs · ∇xpg + εsρsUs ·G.

Note that the heat conduction between the particle and gas phase are neglected in this paper.
In summary, the evolution of particle phase is governed by Eq.(1), and the hydrodynamic
equations Eq.(7) is only the asymptotic solution in the continuum flow limit for the solid-
particle phase.
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2.2. UGKWP method

In this subsection, the UGKWP for the evolution of particle phase is introduced. Gen-
erally, the kinetic equation of particle phase Eq.(1) is split as,

Ls1 :
∂fs
∂t

+∇x · (ufs) =
gs − fs
τs

, (8)

Ls2 :
∂fs
∂t

+∇u · (afs) = 0, (9)

and splitting operator is used to solve Eq.(1). Firstly we focus on Ls1 part, the particle
phase kinetic equation without external force,

∂fs
∂t

+∇x · (ufs) =
gs − fs
τs

.

For brevity, the subscript s standing for the solid particle phase will be neglected in this
subsection. The integration solution of the kinetic equation can be written as,

f(x, t,u) =
1

τ

∫ t

0

g(x′, t′,u)e−(t−t′)/τdt′ + e−t/τf0(x− ut,u), (10)

where x′ = x+u(t′−t) is the trajectory of particles, f0 is the initial gas distribution function
at time t = 0, and g is the corresponding equilibrium state.

In UGKWP, both macroscopic conservative variables and microscopic gas distribution
function need to be updated. Generally, in the finite volume framework, the cell-averaged
macroscopic variables Wi of cell i can be updated by the conservation law,

Wn+1
i = Wn

i −
1

Ωi

∑
Sij∈∂Ωi

FijSij + ∆tSi, (11)

where Wi = (ρi, ρiUi, ρiEi) is the cell-averaged macroscopic variables,

Wi =
1

Ωi

∫
Ωi

W (x) dΩ,

Ωi is the volume of cell i, ∂Ωi denotes the set of cell interfaces of cell i, Sij is the area of
the j-th interface of cell i, Fij denotes the macroscopic fluxes across the interface Sij, which
can be written as

Fij =

∫ ∆t

0

∫
u · nijfij(x, t,u)ψdudt, (12)

where nij denotes the normal vector of interface Sij, fij (t) is the time-dependent distribution

function on the interface Sij, and ψ = (1,u,
1

2
u2)T . Si is the source term due to inelastic

collision inside each control volume, where the solid-particle’s internal energy has not been
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taken into account in the above equation.
Substituting the time-dependent distribution function Eq.(10) into Eq.(12), the fluxes

can be obtained,

Fij =

∫ ∆t

0

∫
u · nijfij(x, t,u)ψdudt

=

∫ ∆t

0

∫
u · nij

[
1

τ

∫ t

0

g(x′, t′,u)e−(t−t′)/τdt′
]
ψdudt

+

∫ ∆t

0

∫
u · nij

[
e−t/τf0(x− ut,u)

]
ψdudt

def
= Feq

ij + Ffr
ij .

The procedure of obtaining the local equilibrium state g0 at the cell interface as well
as the construction of g (t) is the same as that in GKS. For a second-order accuracy, the
equilibrium state g around the cell interface is written as,

g (x′, t′,u) = g0 (x,u)
(
1 + a · u (t′ − t) + Āt′

)
,

where a = [a1, a2, a3]T , ai = ∂g
∂xi
/g, i = 1, 2, 3, A = ∂g

∂t
/g, and g0 is the local equilibrium on

the interface. Specifically, the coefficients of spatial derivatives ai can be obtained from the
corresponding derivatives of the macroscopic variables,

〈ai〉 = ∂W0/∂xi,

where i = 1, 2, 3, and 〈...〉 means the moments of the Maxwellian distribution functions,

〈...〉 =

∫
ψ (...) gdu.

The coefficients of temporal derivative A can be determined by the compatibility condition,

〈
a · u + A

〉
=

 0
0

−Qloss

τs

 .
where Qloss =

(1−r2)3ps

2
, caused by the particle-particle inelastic collision. Now, all the

coefficients in the equilibrium state g (x′, t′,u) have been determined, and its integration
becomes,

f eq(x, t,u)
def
=

1

τ

∫ t

0

g(x′, t′,u)e−(t−t′)/τdt′

= c1g0 (x,u) + c2a · ug0 (x,u) + c3Ag0 (x,u) , (13)
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with coefficients,

c1 = 1− e−t/τ ,
c2 = (t+ τ) e−t/τ − τ,
c3 = t− τ + τe−t/τ ,

and thereby the integrated flux over a time step for equilibrium state can be obtained,

Feq
ij =

∫ ∆t

0

∫
u · nijf eqij (x, t,u)ψdudt.

Besides, the flux contribution from the particle free transport f0 is calculated by tracking
the particles sampled from f0. Therefore, the updating of the cell-averaged macroscopic
variables can be written as,

Wn+1
i = Wn

i −
1

Ωi

∑
Sij∈∂Ωi

Feq
ij Sij +

wfr
i

Ωi

+ ∆tSi, (14)

where wfr
i is the net free streaming flow of cell i, standing for the flux contribution of the

free streaming of particles, and the term Si =
[
0,0,−Qloss

τs

]T
is the source term due to the

inelastic collision for solid particle phase.
The net free streaming flow wfr

i is determined in the following. The evolution of particle
should also satisfy the integral solution of the kinetic equation, which can be written as,

f(x, t,u) =
(
1− e−t/τ

)
g+(x, t,u) + e−t/τf0(x− ut,u), (15)

where g+ is named as the hydrodynamic distribution function with analytical formulation.
The initial distribution function f0 have a probability of e−t/τ to free transport and 1 −
e−t/τ to colliding with other particles. The post-collision particles satisfies the distribution
g+ (x,u, t). The free transport time before the first collision with other particles is denoted
as tc. The cumulative distribution function of tc is,

F (tc < t) = 1− e−t/τ , (16)

and therefore tc can be sampled as tc = −τ ln (η), where η is a random number generated
from a uniform distribution U (0, 1). Then, the free streaming time tf for particle k is
determined by,

tf = min [−τ ln (η) ,∆t] , (17)

where ∆t is the time step. Therefore, within one time step, all particles can be divided into
two groups: the collisionless particle and the collisional particle, and they are determined
by the relation between of time step ∆t and free streaming time tf . Specifically, if tf = ∆t
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for one particle, it is collisionless particle, and the trajectory of this particle is fully tracked
in the whole time step. On the contrary, if tf < ∆t for one particle, it is collisional particle,
and its trajectory will be tracked until tf . The collisional particle is eliminated at tf in
the simulation and the associated mass, momentum and energy carried by this particle are
merged into the macroscopic quantities in the relevant cell by counting its contribution
through the flux function. More specifically, the particle trajectory in the free streaming
process within time tf is tacked by,

x = xn + untf . (18)

The term wfr
i can be calculated by counting the particles passing through the interfaces of

cell i,

wfr
i =

∑
k∈P(∂Ω+

i )

φk −
∑

k∈P(∂Ω−i )

φk, (19)

where, P
(
∂Ω+

i

)
is the particle set moving into the cell i during one time step, P

(
∂Ω−i

)
is the particle set moving out of the cell i during one time step, k is the particle index

in one specific set, and φk =
[
mk,mkuk,

1
2
mk(u

2
k)
]T

is the mass, momentum and energy

carried by particle k. Therefore, wfr
i /Ωi is the net conservative quantities caused by the free

stream of the tracked particles. Now, all the terms in Eq.(14) have been determined and
the macroscopic variables Wi can be updated.

The trajectories of all particles have been tracked during the time interval (0, tf ). For
the collisionless particles with tf = ∆t, they still survive at the end of one time step; while
the collisional particles with tf < ∆t are deleted after their first collision and they are
supposed to go to the equilibrium state in that cell. Therefore, the macroscopic variables of
the collisional particles in cell i at the end of each time step can be directly obtained based
on the conservation law,

Wh
i = Wn+1

i −Wp
i , (20)

where Wn+1
i is the updated conservative variables in Eq.(14) and Wp

i are the mass, mo-
mentum, and energy of remaining collisionless particles in the cell at the end of the time
step. Besides, the macroscopic variables Wh

i account for all eliminated collisional particles
to the equilibrium state, and these particles can be re-sampling from Wh

i based on the over-
all Maxwellian distribution at the beginning of next time step. Now the updates of both
macroscopic variables and the microscopic particles have been presented. The above method
is the so-called unified gas-kinetic particle (UGKP) method.

The above UGKP can be further developed to UGKWP method. In UGKP method,
all particles are divided into collisionless and collisional particles in each time step. The
collisional particles are deleted after the first collision and re-sampled from Wh

i at the
beginning of next time step. However, only the collisionless part of the re-samples particles
can survive in the next time step, and all collisional ones will be deleted again. Actually,
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the transport fluxes from these collisional particles can be evaluated analytically without
using particles. According to the cumulative distribution Eq.(16), the proportion of the
collisionless particles is e−∆t/τ , and therefore in UGKWP only the collisionless particles from
the hydrodynamic variables Wh

i in cell i will be re-sampled with the total mass, momentum,
and energy,

Whp
i = e−∆t/τWh

i . (21)

Then, the free transport time of all the re-sampled particles will be tf = ∆t in UGKWP. The
fluxes Ffr,wave from these un-sampled collisional particle of (1−e−∆t/τ )Wh

i can be evaluated
analytically [29, 67]. Now, same as UGKP, the net flux wfr,p

i by the free streaming of the
existing particles in UGKWP can be calculated by

wfr,p
i =

∑
k∈P(∂Ω+

i )

φk −
∑

k∈P(∂Ω−i )

φk. (22)

Then, the macroscopic flow variables in UGKWP are updated by

Wn+1
i = Wn

i −
1

Ωi

∑
Sij∈∂Ωi

Feq
ij Sij −

1

Ωi

∑
Sij∈∂Ωi

Ffr,wave
ij Sij +

wfr,p
i

Ωi

+ ∆tSi. (23)

The second part Ls2 in Eq.(9) accounts for the external acceleration,

∂fs
∂t

+∇u · (afs) = 0,

where the velocity-dependent acceleration term caused by inter-phase forces and solid par-
ticle’s gravity has the following form,

a =
Ug − u

τst
− 1

ρs
∇xpg + G.

Taking moment ψ to Eq.(9),∫
ψ

(
∂fs
∂t

+ a · ∇ufs + fs∇u · a
)

du = 0,

and in the Euler regime with fs = gs +O (τs), we can obtain,

∂Ws

∂t
+ Qs = 0,
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where

Ws =

 εsρs
εsρsUs

εsρsEs

 , Qs =

 0
εsρs(Us−Ug)

τst
+ εs∇xpg − εsρsG

εsρsUs·(Us−Ug)

τst
+ 3 ps

τst
+ εsUs · ∇xpg − εsρsUs ·G

 .
When the first-order forward Euler method is employed for time marching, the cell-averaged
macroscopic variable can be updated by,

Wn+1
s = Ws −Qs∆t, (24)

and the modifications on velocity and location of the remaining free transport particles can
be written as,

un+1 = u + atf , (25)

xn+1 = x +
a

2
t2f . (26)

Now the update of the particle phase in one time step has been finished. In the following,
specific variables determination for the solid-particle phase will be presented.

2.3. Particle phase Knudsen number

The particle phase regime is determined by its Knudsen number Kn, defined by the ratio
of collision time of solid particles τs to the characteristic time of macroscopic flow tref ,

Kn =
τs
tref

. (27)

Specifically, τs is the time interval between collisions of solid particles, or called the particle
collision time, and tref is the characteristic time, defined as the ratio flow characteristic
length to the flow characteristic velocity, tref = Lref/Uref . According to the previous studies
[39, 34], in this paper τs is taken as,

τs =

√
πds

12εsg0

√
2λs, (28)

where ds is the diameter of solid particle, εs is the volume fraction of solid phase. g0 is the
radial distribution function with the following form,

g0 =
2− c

2 (1− c)3 , (29)

where c = εs/εs,max is the ratio of the volume fraction εs to the allowed maximum value εs,max.
Generally, for dilute particulate flow, τs is more likely much larger than tref , leading to a
large Kn, and the particle transport plays more important role in the evolution. However,
for dense particulate flow, the collision between solid particles is in high-frequency, which
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results in a small τs and thereby a small Kn, and the inter-particle collision plays the key
effect in the evolution.

2.4. Frictional pressure

When the solid phase is in high concentration, the frictional pressure pfric has to be
considered. pfric accounts for the enduring inter-particle contacts and frictions, which plays
important roles in the near packing situation. Some expressions for pfric have been proposed
in the previous studies [22, 47, 45]. In this paper, the correlation proposed by Johnson and
Jackson is employed [22], which can be written as,

pfric =


0 ,εs ≤ εs,crit,

0.1εs
(εs − εs,crit)2

(εs,max − εs)5 ,εs > εs,crit,
(30)

where εs,crit is the critical volume fraction of particle flow, and it takes a value 0.5 in this
paper unless special notification. Therefore, the momentum and energy equation in Eq.(7)
will be rewritten as,

∂ (εsρsUs)

∂t
+∇x · (εsρsUsUs + psI + pfricI) =

εsρs (Ug −Us)

τst
− εs∇xpg + εsρsG. (31)

∂ (εsρsEs)

∂t
+∇x · ((εsρsEs + ps + pfric)Us) =

εsρsUs · (Ug −Us)

τst
− 3ps
τst
− εsUs · ∇xpg

+ εsρsUs ·G. (32)

The terms relevant to frictional pressure, ∇x · (pfricI) and ∇x · (pfricUs), are solved as source
terms in this paper.

2.5. Flux limiting model near the packing condition

The introduction of frictional pressure pfric can avoid the solid particles’ over-assembling
since it increases dramatically when the particle phase approaches its limiting packing state
[22, 19]. Besides, a flux limiting model is proposed in this paper to effectively prevent the
solid volume fraction εs from exceeding its maximum value εs,max. Taking one-dimensional
example, in UGKWP the numerical flux at interface i+ 1/2 between cell i and cell i+ 1 can
be generally written as,

Fi+1/2 =

∫ ∆t

0

∫
u>0

ufi+1/2(x, t)ψdudt+

∫ ∆t

0

∫
u<0

ufi+1/2(x, t)ψdudt
def
= Fl

i+1/2 + Fr
i+1/2,

(33)
which will be modified as,

Fi+1/2 = C [α (εs,i+1)] · Fl
i+1/2 + C [α (εs,i)] · Fr

i+1/2, (34)
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with

C [α] =

1− α 0 0
0 1 + α 0
0 0 1− α

 ,
where α is the limiting factor, and it depends on the cell-averaged solid volume fraction εs
as,

α (εs) =


0 ,εs ≤ kεs,max,(

εs − kεs,max
εs,max − kεs,max

)2

,εs > kεs,max.
(35)

Here k is a threshold for the flux limiting model, and it takes a value 0.95 unless special
notification in this paper. As shown in Eq.(35), when εs is smaller than kεs,max, the limiting
factor α goes to 0 and there is no limiting; while when εs is larger than kεs,max, α will
increase and the limiting model works. Particularly, when the packing limit approaches
to εs = εs,max, α also takes its maximum value 1. As a result, solid particles cannot flow
into the “saturated” cell, and the solid volume fraction εs will not increase anymore. In
addition, Eq.(34) indicates that, as this limiting model is activated, only the ”inflow” across
the interface will be effected, while the ”outflow” will not be limited as a physical modeling
to the reality.

3. GKS for gas phase

3.1. Governing equation for gas phase

The gas phase is regarded as continuum flow and the governing equations are the Navier-
Stokes equations with source terms reflecting the inter-phase interaction [15, 20],

∂ (ρ̃g)

∂t
+∇x · (ρ̃gUg) = 0,

∂ (ρ̃gUg)

∂t
+∇x · (ρ̃gUgUg + p̃gI)− εg∇x · (µgσ) = pg∇xεg −

εsρs (Ug −Us)

τst
+ ρ̃gG, (36)

∂ (ρ̃gEg)

∂t
+∇x · ((ρ̃gEg + p̃g)Ug)− εg∇x · (µgσ ·Ug − κ∇xTg) = −pg

∂εg
∂t

− εsρsUs · (Ug −Us)

τst
+

3ps
τst

+ ρ̃gUg ·G,

where ρ̃g = εgρg is the apparent density of gas phase, pg = ρgRTg is the pressure of gas
phase and p̃g = ρ̃gRTg, the strain rate tensor σ is

σ = ∇xUg + (∇xUg)
T − 2

3
∇x ·UgI,

and

µg = τgpg, κ =
5

2
Rτgpg.
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In particular, at the right hand side in Eq.(36), the term pg∇xεg is called “nozzle” term, and

the associated work term −pg ∂εg∂t is called pDV work term, since it is similar to the pDV term
in the quasi-one-dimensional gas nozzle flow equations [19]. Unphysical pressure fluctuations
might occurs if the “nozzle” term and pDV term are not solved correctly. According to [51],
Eq.(36) can be written as the following form,

∂ (ρg)

∂t
+∇x · (ρgUg) = Cεgρg,

∂ (ρgUg)

∂t
+∇x · (ρgUgUg + pgI− µgσ) = CεgρgUg −

εsρs (Ug −Us)

εgτst
+ ρgG, (37)

∂ (ρgEg)

∂t
+∇x · ((ρgEg + pg)Ug − µgσ ·Ug + κ∇xTg) = Cεg (ρgEg + pg)

− εsρsUs · (Ug −Us)

εgτst
+

3ps
εgτst

+ ρgUg ·G,

where, Cεg = − 1
εg

dεg
dt

with dεg
dt

= ∂εg
∂t

+ Ug · ∇εg, and how to solve Cεg in this paper will be

introduced later.

3.2. GKS for gas evolution

This subsection introduces the evolution of gas phase in gas-particle two-phase system.
The gas flow is governed by the Navier-Stokes equations with the inter-phase interaction,
and the corresponding GKS is a limiting scheme of UGKWP in the continuum flow regime.
In general, the evolution of gas phase Eq.(37) can be split into two parts,

Lg1 :


∂(ρg)

∂t
+∇x · (ρgUg) = 0,

∂(ρgUg)

∂t
+∇x · (ρgUgUg + pgI− µgσ) = 0,

∂(ρgEg)

∂t
+∇x · ((ρgEg + pg)Ug − µgσ ·Ug + κ∇xTg) = 0,

(38)

Lg2 :


∂(ρg)

∂t
= Cεgρg,

∂(ρgUg)

∂t
= CεgρgUg − εsρs(Ug−Us)

εgτst
+ ρgG,

∂(ρgEg)

∂t
= Cεg (ρgEg + pg)− εsρsUs·(Ug−Us)

εgτst
+ 3ps

εgτst
+ ρgUg ·G.

(39)

The GKS is constructed to solve Lg1 and Lg2 separately. Firstly, the kinetic equation without
acceleration term for gas phase Lg1 is,

∂fg
∂t

+∇x · (ufg) =
gg − fg
τg

, (40)

where u is the velocity, τg is the relaxation time for gas phase, fg is the distribution function
of gas phase, and gg is the corresponding equilibrium state (Maxwellian distribution). The
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local equilibrium state gg can be written as,

gg = ρg

(
λg
π

)K+3
2

e−λg[(u−Ug)2+ξ2],

where ρg is the density of gas phase. λg is determined by gas temperature through λg = mg

2kBTg
,

where mg is the molecular mass, Ug is the macroscopic velocity of gas phase. K is the
internal degree of freedom with K = (5 − 3γ)/(γ − 1) for three-dimensional diatomic gas,
where γ = 1.4 is the specific heat ratio. The collision term satisfies the compatibility
condition ∫

gg − fg
τg

ψdΞ = 0, (41)

where ψ =

(
1,u,

1

2
(u2 + ξ2)

)T
, the internal variables ξ2 = ξ2

1 + ...+ ξ2
K , and dΞ = dudξ.

For Eq.(40), the integral solution of f at the cell interface can be written as,

f(x, t,u, ξ) =
1

τ

∫ t

0

g(x′, t′,u, ξ)e−(t−t′)/τdt′ + e−t/τf0(x− ut,u, ξ), (42)

where x′ = x+u(t′−t) is the trajectory of particles, f0 is the initial gas distribution function
at time t = 0, and g is the corresponding equilibrium state. The initial NS gas distribution
function f0 in Eq.(42) can be constructed as

f0 = f l0(x,u)H(x) + f r0 (x,u)(1−H(x)), (43)

where H(x) is the Heaviside function, f l0 and f r0 are the initial gas distribution functions
on the left and right side of one cell interface. More specifically, the initial gas distribution
function fk0 , k = l, r, is constructed as

fk0 = gk
(
1 + ak · x− τ(ak · u + Ak)

)
,

where gl and gr are the Maxwellian distribution functions on the left and right hand sides
of a cell interface, and they can be determined by the corresponding conservative variables

Wl and Wr. The coefficients al =
[
al1, a

l
2, a

l
3

]T
, ar = [ar1, a

r
2, a

r
3]T , are related to the spatial

derivatives in normal and tangential directions, which can be obtained from the correspond-
ing derivatives of the initial macroscopic variables,〈

ali
〉

= ∂Wl/∂xi, 〈ari 〉 = ∂Wr/∂xi,

where i = 1, 2, 3, and 〈...〉 means the moments of the Maxwellian distribution functions,

〈...〉 =

∫
ψ (...) gdΞ.
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Based on the Chapman-Enskog expansion, the non-equilibrium part of the distribution func-
tion satisfies, 〈

al · u + Al
〉

= 0, 〈ar · u + Ar〉 = 0,

and therefore the coefficients Al and Ar can be fully determined. The equilibrium state g
around the cell interface is modeled as,

g = g0

(
1 + a · x + Āt

)
, (44)

where a = [a1, a2, a3]T , g0 is the local equilibrium of the cell interface. More specifically, g
can be determined by the compatibility condition,∫

ψg0dΞ = W0 =

∫
u>0

ψgldΞ +

∫
u<0

ψgrdΞ,∫
ψaig0dΞ = ∂W0/∂xi =

∫
u>0

ψalig
ldΞ +

∫
u<0

ψarig
rdΞ,

i = 1, 2, 3, and 〈
a · u + Ā

〉
= 0.

After determining all parameters in the initial gas distribution function f0 and the equilib-
rium state g, substituting Eq.(43) and Eq.(44) into Eq.(42), the time-dependent distribution
function f(x, t,u, ξ) at a cell interface can be expressed as,

f(x, t,u, ξ) = c1g0 + c2a · ug0 + c3Āg0

+ [c4g
r + c5a

r · ugr + c6A
rgr] (1−H(u)) (45)

+
[
c4g

l + c5a
l · ugl + c6A

lgl
]
H(u).

with coefficients,

c1 = 1− e−t/τ ,
c2 = (t+ τ) e−t/τ − τ,
c3 = t− τ + τe−t/τ ,

c4 = e−t/τ ,

c5 = − (t+ τ) e−t/τ ,

c6 = −τe−t/τ .

Then the integrated flux over a time step can be obtained,

Fij =

∫ ∆t

0

∫
u · nijfij(x, t,u, ξ)ψdΞdt, (46)

where nij is the normal vector of the cell interface. Then, the cell-averaged conservative
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variables of cell i can be updated as follows,

Wn+1
i = Wn

i −
1

Ωi

∑
Sij∈∂Ωi

FijSij, (47)

where Ωi is the volume of cell i, ∂Ωi denotes the set of interface of cell i, Sij is the area of
j-th interface of cell i, Fij denotes the projected macroscopic fluxes in the normal direction,

and Wg = [ρg, ρgUg, ρgEg]
T are the cell-averaged conservative flow variables for gas phase.

The second part, Lg2, is from the inter-phase interaction. The increased macroscopic
variables for gas phase in 3D can be calculated as

Wn+1
g = Wg + Q∆t, (48)

where

Wg =

 ρg
ρgUg

ρgEg

 , Q =

 Cεgρg
CεgρgUg − εsρs(Ug−Us)

εgτst
+ ρgG

Cεg (ρgEg + pg)− εsρsUs·(Ug−Us)

εgτst
+ 3ps

εgτst
+ ρgUg ·G

 ,
with Cεg = − 1

εg

dεg
dt

and dεg
dt

= ∂εg
∂t

+ Ug · ∇εg. In this paper, ∂εg
∂t

is evaluated,

∂εg
∂t

=
εn+1
g − εng

∆t
. (49)

Here ∇εg is the cell-averaged volume fraction gradient of gas phase in the cell. For example,
∂εg
∂x

is calculated by,
∂εg,i
∂x

=
εg,i+ 1

2
− εg,i− 1

2

∆x
, (50)

where εg,i− 1
2

and εg,i+ 1
2

are volume fractions of gas phase at the left and right interface of
cell i, which can be obtained from the reconstructed εs according to εs + εg = 1. Now the
update for the gas phase in one time step has been finished.

Finally, the algorithm of GKS-UGKWP method for the gas-particle two phase flow is
summarized in Figure 1.

4. Numerical experiments

4.1. Interaction of a shock wave with dense particle layer

The interaction of a shock wave with a dense particle layer will generate complicated
particles’ behavior [23, 46], which brings challenges to a numerical scheme. The problem in
[23] is tested by GKS-UGKWP in this section. Figure 2 presents the initial configuration of
the test case. The computational domain is a channel with size L×H = 0.1m×0.005m, which
is covered by 250 × 20 uniform rectangular mesh. The initial height of the dense particle
layer in the channel is 0.001m, and the volume fraction is 0.5. The layer is composed of
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Figure 1: The flow chart of GKS-UGKWP method.
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solid particles with density 1000kg and diameter 90µm. Initially, the gas in the channel
is standard atmospheric condition. Next to the particle layer, there is a high pressure gas
region with 4bar, which will generate a shock wave after the diaphragm is removed at the
beginning of calculation.

Figure 2: Sketch of initial condition.

The post-shock snapshots of solid-particle phase volume fraction are shown in Figure
3. After the shock wave passes, more and more particles in the dense layer will be lifted
upward and therefore a “particle stream” is formed at the leading section of the layer.
The lifted particles will be accelerated by the gas flow and move backward, and then solid
particles are dispersed in the channel. These particle behaviors have also been observed in
the previous studies [23, 46]. Since more and more particles are lifted upward and dispersed
in the channel, the leading edge of the dense particle layer gradually moves backward. The
changing of leading-edge position with time is shown in Figure 4, which agrees well with the
previous study by Eulerian-Lagrangian approach [23].

Figure 5 shows the wave and particle decompositions from UGKWP at t = 1.0ms. For
the dense particle layer region, e.g., the zone near bottom wall, inter-particle collisions play
the key role in the evolution due to the high solid concentration. In UGKWP, no particle
will be sampled there and only wave is used for the evolution of particle flow, such as
the automatic fluid approach. However, for the dilute particle region in the up part of
the channel, the non-equilibrium particle transport appears and particles are sampled and
tracked in UGKWP. Therefore, the UGKWP can adapt to different flow physics consistently.
In addition, the percentage of sampled particles in UGKWP is fully determined by local flow
condition, which is not artificially pre-defined. The above results indicate that UGKWP
unifies the approaches for the equilibrium and non-equilibrium transport seamlessly, and
provides an efficient method for the multiscale flow simulation.

4.2. Horizontal pneumatic conveying

Pneumatic conveying is a widely-used technique for the transportation of bulk solid
particles by gas flow in the pipe or channel. The advantage of pneumatic conveying in-
cludes design flexibility, working safety, and low maintenance cost, etc [13]. Under different
conditions, the solid phase will show different flow patterns. Here, a horizontal pneumatic
conveying problem will be tested by GKS-UGKWP to check its ability to recover the typical
flow patterns. The flow conditions, including inlet gas velocity Ug,in, inlet solid mass flow
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Figure 3: Particle phase volume fraction at t = 0.3ms, t = 0.6ms, t = 1.0ms and t = 1.4ms.
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Figure 4: The leading edge position of dense particle layer at different time.
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Figure 5: UGKWP computation of solid-particle phase by wave (up) and particle (down) decompositions
at t = 1.0ms.

rate Gs,in and gas pressure gradient ∆p/L, obtained from the experiment [42], are employed
in the simulation. The solid particles used in the experiment have the following physical
properties: density 1683kg/m3 and diameter 3.01mm. The computational domain is a two-
dimensional horizontal channel with size 4m×0.04m, covered by 800×8 uniform rectangular
mesh. Three typical cases, disperse flow pattern, settle flow pattern, and slug flow pattern,
are tested, and the corresponding experimental measurement data are listed in Table 1.
Initially, the gas with inlet velocity Ug,in flows into the channel from the left boundary; the
solid particles are carried by gas flow and uniformly fed into the channel with mass flow
rate Gs,in through the left boundary; at the right boundary solid particles are free to leave.
The atmospheric pressure boundary is employed for gas phase at the right boundary, while
higher gas pressure is imposed at the left boundary according to the pressure gradient ∆p/L
given in Table 1.

Table 1: Simulation conditions from experimental measurement [42].

Ug,in (m/s) Gs,in
(
kg/m2 · s

)
∆p/L (Pa/m) Flow pattern

Case 1 28.6 71.4 271.4 disperse flow
Case 2 15.6 17.2 454.0 settle flow
Case 3 10.4 21.1 855.6 slug flow

For Case 1, the snapshot of solid phase volume fraction εs in the region 0.5m ∼ 3.5m at
t = 6.0s is shown in Figure 6, and the enlarged snapshots at different times are presented in
Figure 7. The typical disperse flow pattern is observed: solid phase is in dilute flow region
(the solid volume fraction εs of most areas in the channel is lower than 0.01); solid particles
move downstream carried by gas flow and solid particle concentration is relatively higher at
the channel bottom than the up zone due to the effect of gravity. For Case 2, the snapshot
of solid volume fraction εs in the channel at t = 6.0s and the enlarged snapshots in the
local region 2.4m ∼ 3.0m are shown in Figure 8 and Figure 9, respectively. In Case 2, a
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settled layer of solid particles with εs around 0.3 are formed along the channel bottom; while
dilute solids flow is observed above this settle layer. It is the typical structure for settle flow
pattern, or called stratified flow pattern. Finally, the snapshot of solid volume fraction εs
in the channel at 6.0s for Case 3 and the local enlarged snapshots at 5.0s, 5.5s, and 6.0s
are presented in Figure 10 and Figure 11. Compared with the flow conditions of Case 2,
Case 3 has a lower inlet gas velocity and a greater inlet solid particle flux, and therefore
the solid concentration is generally higher in the channel. Particularly, in some zones the
solid phase is in dense flow on the whole cross-section of the channel, which is the typical
phenomenon for slug flow pattern. In summary, the flow structures and features predicted
by GKS-UGKWP are consistent with the experimental observations for three typical flow
patterns, validating the feasibility and reliability of GKS-UGKWP for this kind of problems.

0.5 1 1.5 2 2.5 3 3.5
0

0.04

Figure 6: The snapshot of solid phase volume fraction εs of Case 1, disperse flow pattern, at t = 6.0s.
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Figure 7: The enlarged snapshots of solid phase volume fraction εs in the local region 2.4m ∼ 3.0m of Case
1 at different times: (a) t = 5.0s, (b)t = 5.5s, (c)t = 6.0s.

4.3. Bubble formation in fluidized bed

The fluidized bed is widely used in chemical industry to enhance chemical reactions,
solids separation, heat transfer, etc. In this problem, the initial stage of bubble formation
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Figure 8: The snapshot of solid phase volume fraction εs of Case 2, settle flow pattern, at t = 6.0s. The
whole computation domain 4m× 0.04m is shown.

2.4 2.6 2.8 3
0

0.04

(a)

2.4 2.6 2.8 3
0

0.04

(b)

2.4 2.6 2.8 3
0

0.04

(c)

Figure 9: The enlarged snapshots of solid phase volume fraction εs in the local region 2.4m ∼ 3.0m of Case
2 at different times: (a) t = 5.0s, (b)t = 5.5s, (c)t = 6.0s.
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Figure 10: The snapshot of solid phase volume fraction εs of Case 3, slug flow pattern, at t = 6.0s. The
whole computation domain 4m× 0.04m is shown.
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Figure 11: The enlarged snapshots of solid phase volume fraction εs in the local region 3.0m ∼ 3.6m of Case
3 at different times: (a) t = 5.0s, (b)t = 5.5s, (c)t = 6.0s.

in a fluidized bed is simulated, and the detailed description of this experiment can refer to
[35]. The sketch of this problem is shown in Figure 12. The computational domain W ×H is
0.57m× 1.0m, and 76× 120 uniform rectangular mesh is used. An orifice with width 0.02m
exists at the bottom center. The height of particle bed Hp is 0.5m, and above this particle
bed is free board used for the expansion of particle bed. The bed consists of solid particles
with density 3060kg/m3 and diameter 285µm. The initial solid volume fraction εs is set as
0.5, which is smaller than εs,max taken as 0.6 in this case. This is based on the condition that
the initial particle bed has reached a minimum fluidization state before blowing upward gas
flow into the particle bed. Initially, the jet with Ujet = 10.0m/s blows into the particle bed
through the orifice, while the gas with the minimum fluidization velocity Umin = 0.08m/s
flows into the particle bed at other bottom boundary region outside the center orifice. For
gas phase, the up boundary is set as pressure outlet, and for the bottom boundary a higher
pressure is employed with ∆p = 7500Pa, which is approximated to balance the gravity by
∆p = εs (ρs − ρg)GHp as given in [35]. For the left and right walls, the non-slip and slip
boundary condition is employed for gas phase and solid particle phase, respectively.

The contours of apparent density of solid particle phase at different times are shown in
Figure 13. The results show the typical process of bubble formation: initially, a small bubble
occurs due to the jet with high velocity from the orifice; it becomes larger and larger in the
evolution, and finally detaches the bottom boundary. During the process, the bubble shape
is similar to an ellipse. The above process obtained by GKS-UGKWP agrees well with the
observed phenomenon in the experiment [35]. To further quantitatively compare the bubble
formation process with the experiment, the equivalent bubble diameter is calculated, which is
defined as De =

√
4S/π. According to [35], S is the area of bubble obtained by the numerical

simulation, defined as the area of εs < 0.15. The equivalent bubble diameter obtained by
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Figure 12: Sketch of bubble formation in fluidized bed.

GKS-UGKWP is presented in Figure 14, and it agrees well with the experiment measurement
[35], showing the accuracy and reliability of GKS-UGKWP. Besides, the sampled particles
in UGKWP at different times are shown in Figure 15. The original high-concentration
solid particle bed is represented by wave, and isn’t shown here. The sampled particles only
appear in the non-equilibrium region, such as at the boundary between dense and dilute solid
particle phase. In addition, as the gas bubble becomes larger, more particles will emerge in
UGKWP to capture the larger non-equilibrium zone with the penetration of solid particles
in the gas bubble region.

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4
0

0.2

0.4

0.6

0.8

1

Figure 13: Apparent density of solid particle phase during bubble formation process: from left to right are
the snapshots at time 0.05s, 0.10s, 0.15s, and 0.18s.

4.4. Particle clustering in fluidized bed

Particle clustering is a typical hydrodynamic phenomenon in circulating fluidized bed
(CFB), and it has a significant influence on the evolution of gas-particle flow. In this
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section, GKS-UGKWP is used to calculate the CFB problem in [17] and capture the particle
clustering phenomenon. Figure 16 presents the schematic diagram of the vertical riser in
this problem. The computational domain W ×H is 5cm×50cm covered by 25×250 uniform
rectangular mesh. Initially, the solid particles are distributed uniformly in the riser with the
solid phase volume fraction 0.03 and zero velocity; the gas phase is in standard atmospheric
condition, ρg = 1.2kg/m3, p = 1bar, and zero velocity. The density and diameter of the
solid particles in the riser are 2400kg/m3 and 133µm respectively. Initially, the air flows into
the riser through bottom boundary with vertical velocity Vg = 1.0m/s and higher pressure
approximated by ∆p = εs (ρs − ρg)GH. The solid particles are free to leave at the up
boundary, and the escaped particles from the up boundary will be compensated back into
the riser through the bottom boundary to maintain that the total mass of solid particles
inside the riser is a constant in the whole simulation. For left and right walls, the slip and
non-slip boundary conditions are employed for the solid phase and the gas phase respectively.

Figure 16: Sketch of the vertical riser.

The instantaneous snapshots of the distribution of solid volume fraction εs at different
times are shown in Figure 17. The results indicate that the typical heterogeneous structures
in a circulating fluidized bed are captured clearly: axially it is dilute flow in the upper
zone while dense flow in the bottom zone; solid particles aggregate into clusters in the riser;
generally, solid particles and clusters are carried upward in the core zone by high-speed gas
flow while dropping down mainly at the near-wall zone. All the above typical features are
consistent with the previous observations in both numerical and experimental studies [17].
To further quantitatively analyze the results, the time-averaged profile is shown in Figure
18 and compared with the previous numerical results obtained by the Eulerian-Lagrangian
approach [17]. The profile of time-averaged εs at different riser height is shown in Figure
18(a). The particle phase has a lower concentration 0.01 in the up zone, while a higher
concentration 0.1 in the zone near bottom boundary. Figure 18(b) presents the transversal
profile of vertical velocity of particle flow vs, which shows a parabolic shape, indicating solid
particles move upward in the center region, while downward in the near-wall zone. Overall,
the prediction given by GKS-UGKWP agrees well with the previous study by Eulerian-
Lagrangian approach.
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(a) (b) (c) (d)

Figure 17: The instantaneous snapshots of the distribution of solid phase volume fraction εs at different
times: (a)t = 3.0s, (b)t = 4.0s, (c)t = 5.0s, and (d)t = 6.0s.
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Figure 18: Comparison with the numerical results by Eulerian-Lagrangian approach [17]. Left: time-
averaged solid phase volume fraction εs at different height. Right: transversal profile of the time-averaged
solid phase velocity vs in the upper part of the riser.
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5. Conclusion

In this paper, GKS-UGKWP method is developed to study gas-particle two-phase flow
with both dense and dilute solid particle concentration. A drag force model for both dilute
and dense particle flow is employed. The pressure model for inter-particle contacts and
frictions is introduced, and it works for high solid particle concentration flow. In addition, a
flux limiting model is proposed to prevent the over-packing of the solid particle phase. The
non-conservative terms in the gas phase for accounting nozzle effect in momentum equation
and pDV work term in the energy equation, are added in the current scheme. For the
particulate flow at high concentration, the inter-particle collisions play significant roles in
the evolution. The inter-particle collision is included in the collision term of the kinetic
equation for the particle phase to approach to the local equilibrium state. The current
method can be used for particulate flow with a wide range of solid concentrations: from
very dilute flow to dense one.

UGKWP is a multiscale method and is capable of capturing the multiscale transport of
particulate flow efficiently by its coupled wave-particle formulation in the evolution process.
At a small cell Kn number in high particle concentration region, the intensive inter-particle
collisions will drive the particle distribution to near equilibrium and is represented by wave
component in UGKWP without particles. As a result, the EE two fluid approach can be
recovered by UGKWP, the so-called coupled hydrodynamic equations for two phase flow.
While at large Kn number for dilute particle concentration, the inadequate inter-particle
collision in UGKWP keeps the particle phase in non-equilibrium and its evolution is fully
determined by the particle transport. The EL approach for the two phase flow is obtained
by UGKWP automatically in the dilute particle concentration region. At an intermediate
Kn number, both wave and particle in UGKWP play roles in the evolution, and the number
of sampled particles is determined by the local degree of flow non-equilibrium, which ensures
a smooth and consistent transition in different flow regimes.

The proposed GKS-UGKWP for the gas-particle system is tested by a series of two-phase
problems. The interaction of shock wave with solid particle layer in a channel is simulated,
and the numerical results agree well with the previous study by EL approach. In the horizon-
tal pneumatic conveying problem, typical flow patterns observed in the experiment for both
low and high solid concentrations are well captured by GKS-UGKWP. The bubble forma-
tion through a particle bed is well captured by the proposed method and the bubble shape
and size agree well with the experiment measurements. Also in the circulating fluidized bed
case, the particle clustering phenomenon and the corresponding heterogeneous structures
are well captured by GKS-UGKWP. These results validate the accuracy and reliability of
GKS-UGKWP for the simulation of gas-particle two-phase flow.

Acknowledgements

The current research is supported by National Numerical Windtunnel project, National
Science Foundation of China (11772281, 91852114,12172316), Hong Kong research grant
council 16208021, and Department of Science and Technology of Guangdong Province (Grant
No.2020B1212030001).

30



References

[1] Michael J Andrews and Peter J O’Rourke. The multiphase particle-in-cell (MP-PIC) method for dense
particulate flows. International Journal of Multiphase Flow, 22(2):379–402, 1996.

[2] S Balachandar and John K Eaton. Turbulent dispersed multiphase flow. Annual Review of Fluid
Mechanics, 42:111–133, 2010.

[3] Aaron S Baumgarten and Ken Kamrin. A general fluid-sediment mixture model and constitutive theory
validated in many flow regimes. Journal of Fluid Mechanics, 861:721–764, 2019.

[4] Graeme Austin Bird. Molecular gas dynamics. NASA STI/Recon Technical Report A, 76:40225, 1976.
[5] Guiyu Cao, Hongmin Su, Jinxiu Xu, and Kun Xu. Implicit high-order gas kinetic scheme for turbulence

simulation. Aerospace Science and Technology, 92:958–971, 2019.
[6] Xizhong Chen and Junwu Wang. Dynamic multiscale method for gas-solid flow via spatiotemporal

coupling of two-fluid model and discrete particle model. AIChE Journal, 63(9):3681–3691, 2017.
[7] Yipei Chen, Yajun Zhu, and Kun Xu. A three-dimensional unified gas-kinetic wave-particle solver for

flow computation in all regimes. Physics of Fluids, 32(9):096108, 2020.
[8] Alina Chertock, Shumo Cui, and Alexander Kurganov. Hybrid finite-volume-particle method for dusty

gas flows. The SMAI Journal of Computational Mathematics, 3:139–180, 2017.
[9] Peter A Cundall and Otto DL Strack. A discrete numerical model for granular assemblies. Geotechnique,

29(1):47–65, 1979.
[10] Lijuan Deng, Yaning Liu, Wei Wang, Wei Ge, and Jinghai Li. A two-fluid smoothed particle hy-

drodynamics (TF-SPH) method for gas-solid fluidization. Chemical Engineering Science, 99:89–101,
2013.

[11] Olivier Desjardins, Rodney O Fox, and Philippe Villedieu. A quadrature-based moment method for
dilute fluid-particle flows. Journal of Computational Physics, 227(4):2514–2539, 2008.

[12] Jianmin Ding and Dimitri Gidaspow. A bubbling fluidization model using kinetic theory of granular
flow. AIChE journal, 36(4):523–538, 1990.

[13] Liang-Shih Fan and Chao Zhu. Principles of gas-solid flows. 1999.
[14] Wei Ge, Limin Wang, Ji Xu, Feiguo Chen, Guangzheng Zhou, Liqiang Lu, Qi Chang, and Jinghai

Li. Discrete simulation of granular and particle-fluid flows: from fundamental study to engineering
application. Reviews in Chemical Engineering, 33(6):551–623, 2017.

[15] Dimitri Gidaspow. Multiphase flow and fluidization: continuum and kinetic theory descriptions. Aca-
demic press, 1994.

[16] Yu Guo and Jennifer Sinclair Curtis. Discrete element method simulations for complex granular flows.
Annual Review of Fluid Mechanics, 47:21–46, 2015.

[17] E Helland, R Occelli, and L Tadrist. Numerical study of cluster and particle rebound effects in a
circulating fluidised bed. Chemical Engineering Science, 60(1):27–40, 2005.

[18] BPB Hoomans, JAM Kuipers, Willem J Briels, and Willibrordus Petrus Maria van Swaaij. Discrete
particle simulation of bubble and slug formation in a two-dimensional gas-fluidised bed: a hard-sphere
approach. Chemical Engineering Science, 51(1):99–118, 1996.

[19] Ryan W Houim and Elaine S Oran. A multiphase model for compressible granular-gaseous flows:
formulation and initial tests. Journal of Fluid Mechanics, 789:166, 2016.

[20] Mamoru Ishii and Takashi Hibiki. Thermo-fluid Dynamics of Two-Phase Flow. Springer Science &
Business Media, 2006.

[21] Xing Ji, Fengxiang Zhao, Wei Shyy, and Kun Xu. A hweno reconstruction based high-order compact
gas-kinetic scheme on unstructured mesh. Journal of Computational Physics, 410:109367, 2020.

[22] Paul C Johnson and Roy Jackson. Frictional-collisional constitutive relations for granular materials,
with application to plane shearing. Journal of Fluid Mechanics, 176:67–93, 1987.

[23] Pawel Kosinski, Alex Christian Hoffmann, and Rudolf Klemens. Dust lifting behind shock waves:
comparison of two modelling techniques. Chemical Engineering Science, 60(19):5219–5230, 2005.

[24] Dong Li, Anyang Wei, Kun Luo, and Jianren Fan. Direct numerical simulation of a particle-laden flow
in a flat plate boundary layer. International Journal of Multiphase Flow, 79:124–143, 2016.

31



[25] Weiming Li, Chang Liu, Yajun Zhu, Jiwei Zhang, and Kun Xu. Unified gas-kinetic wave-particle
methods iii: Multiscale photon transport. Journal of Computational Physics, 408:109280, 2020.

[26] Chang Liu, Zhao Wang, and Kun Xu. A unified gas-kinetic scheme for continuum and rarefied flows
VI: Dilute disperse gas-particle multiphase system. Journal of Computational Physics, 386:264–295,
2019.

[27] Chang Liu and Kun Xu. A unified gas kinetic scheme for continuum and rarefied flows V: multiscale
and multi-component plasma transport. Communications in Computational Physics, 22(5):1175–1223,
2017.

[28] Chang Liu and Kun XU. Unified gas-kinetic wave-particle methods iv: multi-species gas mixture and
plasma transport. Advances in Aerodynamics, 3(9), 2021.

[29] Chang Liu, Yajun Zhu, and Kun Xu. Unified gas-kinetic wave-particle methods I: Continuum and
rarefied gas flow. Journal of Computational Physics, 401:108977, 2020.

[30] Xiaowen Liu, Limin Wang, and Wei Ge. Meso-scale statistical properties of gas–solid flow—a direct
numerical simulation (DNS) study. AIChE Journal, 63(1):3–14, 2017.

[31] Huilin Lu, Dimitri Gidaspow, and Shuyan Wang. Computational Fluid Dynamics and the Theory of
Fluidization: Applications of the Kinetic Theory of Granular Flow. Springer Nature, 2021.

[32] Liqiang Lu, Ji Xu, Wei Ge, Guoxian Gao, Yong Jiang, Mingcan Zhao, Xinhua Liu, and Jinghai Li.
Computer virtual experiment on fluidized beds using a coarse-grained discrete particle method-EMMS-
DPM. Chemical Engineering Science, 155:314–337, 2016.

[33] CKK Lun, S Br Savage, DJ Jeffrey, and N Chepurniy. Kinetic theories for granular flow: inelastic
particles in couette flow and slightly inelastic particles in a general flowfield. Journal of Fluid Mechanics,
140:223–256, 1984.

[34] Daniele L Marchisio and Rodney O Fox. Computational models for polydisperse particulate and multi-
phase systems. Cambridge University Press, 2013.

[35] JJ Nieuwland, ML Veenendaal, JAM Kuipers, and Willibrordus Petrus Maria Van Swaaij. Bubble
formation at a single orifice in gas-fluidised beds. Chemical Engineering Science, 51(17):4087–4102,
1996.

[36] Peter J O’Rourke and Dale M Snider. Inclusion of collisional return-to-isotropy in the MP-PIC method.
Chemical Engineering Science, 80:39–54, 2012.

[37] Peter J O’Rourke, Paul Pinghua Zhao, and Dale Snider. A model for collisional exchange in
gas/liquid/solid fluidized beds. Chemical Engineering Science, 64(8):1784–1797, 2009.

[38] Achyut Panchal and Suresh Menon. A hybrid Eulerian-Eulerian/Eulerian-Lagrangian method for dense-
to-dilute dispersed phase flows. Journal of Computational Physics, 439:110339, 2021.

[39] A Passalacqua, RO Fox, R Garg, and S Subramaniam. A fully coupled quadrature-based moment
method for dilute to moderately dilute fluid–particle flows. Chemical Engineering Science, 65(7):2267–
2283, 2010.

[40] Xavier Pialat, Olivier Simonin, and Philippe Villedieu. A hybrid Eulerian-Lagrangian method to
simulate the dispersed phase in turbulent gas-particle flows. International Journal of Multiphase Flow,
33(7):766–788, 2007.

[41] Daniel Queteschiner, Thomas Lichtenegger, Simon Schneiderbauer, and Stefan Pirker. Coupling re-
solved and coarse-grain DEM models. Particulate Science and Technology, 36(4):517–522, 2018.

[42] S Madhusudana Rao, Kewu Zhu, Chi-Hwa Wang, and Sankaran Sundaresan. Electrical capacitance
tomography measurements on the pneumatic conveying of solids. Industrial & Engineering Chemistry
Research, 40(20):4216–4226, 2001.

[43] Mikio Sakai and Seiichi Koshizuka. Large-scale discrete element modeling in pneumatic conveying.
Chemical Engineering Science, 64(3):533–539, 2009.
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