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Firstly, we propose a concept of uniformly almost periodic functions on almost periodic time scales
and investigate some basic properties of them. When time scale T = R or Z, our definition of the
uniformly almost periodic functions is equivalent to the classical definitions of uniformly almost
periodic functions and the uniformly almost periodic sequences, respectively. Then, based on
these, we study the existence and uniqueness of almost periodic solutions and derive some fun-
damental conditions of admitting an exponential dichotomy to linear dynamic equations. Finally,
as an application of our results, we study the existence of almost periodic solutions for an almost
periodic nonlinear dynamic equations on time scales.

1. Introduction

In recent years, researches in many fields on time scales have received much attention. The
theory of calculus on time scales (see [1, 2] and references cited therein) was initiated by
Hilger in his Ph.D. thesis in 1988 [3] in order to unify continuous and discrete analysis, and
it has a tremendous potential for applications and has recently received much attention since
his fundamental work. It has been created in order to unify the study of differential and
difference equations. Many papers have been published on the theory of dynamic equations
on time scales [4–10]. Also, the existence of almost periodic, asymptotically almost periodic,
and pseudo-almost periodic solutions is among the most attractive topics in qualitative the-
ory of differential equations and difference equations due to their applications, especially in
biology, economics and physics [11–29]. However, there are no concepts of almost periodic
functions on time scales so that it is impossible for us to study almost periodic solutions for
dynamic equations on time scales.
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Motivated by the above, our main purpose of this paper is firstly to propose a concept
of uniformly almost periodic functions on time scales and investigate some basic properties of
them. Then we study the existence and uniqueness of almost periodic solutions to linear
dynamic equations on almost time scales. Finally, as an application of our results, we study
the existence of almost periodic solutions for almost periodic nonlinear dynamic equations on
time scales.

The organization of this paper is as follows. In Section 2, we introduce some notations
and definitions and state some preliminary results needed in the later sections. In Section 3,
we propose the concept of uniformly almost periodic functions on almost periodic time scales
and investigate the basic properties of uniformly almost periodic functions on almost periodic
time scales. In Section 4, we study the existence and uniqueness of almost periodic solutions
and derive some fundamental conditions of admitting an exponential dichotomy to linear
dynamic equations on time scales. In Section 5, as an application of our results, we study the
existence of almost periodic solutions for almost periodic nonlinear dynamic equations on
time scales.

2. Preliminaries

In this section, we will first recall some basic definitions lemmas which are used in what fol-
lows.

Let T be a nonempty closed subset (time scale) of R. The forward and backward jump
operators σ, ρ : T → T and the graininess µ: T → R

+ are defined, respectively, by

σ(t) = inf{s ∈ T : s > t}, ρ(t) = sup{s ∈ T : s < t}, µ(t) = σ(t) − t. (2.1)

A point t ∈ T is called left-dense if t > infT and ρ(t) = t, left-scattered if ρ(t) < t,
right-dense if t < supT and σ(t) = t, and right-scattered if σ(t) > t. If T has a left-scattered
maximumm, then T

k = T\{m}; otherwise T
k = T. If T has a right-scatteredminimumm, then

Tk = T \ {m}; otherwise Tk = T.

A function f : T → R is right-dense continuous provided it is continuous at right-
dense point in T and its left-side limits exist at left-dense points in T. If f is continuous at each
right-dense point and each left-dense point, then f is said to be a continuous function on T.

For y : T → R and t ∈ T
k, we define the delta derivative of y(t), yΔ(t), to be the

number (if it exists) with the property that, for a given ε > 0, there exists a neighborhood U
of t such that

∣

∣

∣

[

y(σ(t)) − y(s)
]

− yΔ(t)[σ(t) − s]
∣

∣

∣ < ε|σ(t) − s| (2.2)

for all s ∈ U.

Let y be right-dense continuous; if YΔ(t) = y(t), then we define the delta integral by

∫ t

a

y(s)Δs = Y (t) − Y (a). (2.3)
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A function p : T → R is called regressive provided 1 + µ(t)p(t)/= 0 for all t ∈ T
k. The

set of all regressive and rd-continuous functions p : T → R will be denoted by R = R(T) =

R(T,R). We define the set R+ = R+(T,R) = {p ∈ R : 1 + µ(t)p(t) > 0, for all t ∈ T}.
An n × n-matrix-valued function A on a time scale T is called regressive provided

I + µ(t)A(t) is invertible ∀t ∈ T, (2.4)

and the class of all such regressive and rd-continuous functions is denoted, similar to the
above scalar case, by R = R(T) = R(T,Rn×n).

If r is a regressive function, then the generalized exponential function er is defined by

er(t, s) = exp

{

∫ t

s

ξµ(τ)(r(τ))Δτ

}

(2.5)

for all s, t ∈ T, with the cylinder transformation

ξh(z) =

⎧

⎪

⎨

⎪

⎩

Log(1 + hz)

h
if h/= 0,

z if h = 0.

(2.6)

Definition 2.1 (see [1, 2]). Let p, q : T → R be two regressive functions; define

p ⊕ q = p + q + µpq, ⊖p = − p

1 + µp
, p ⊖ q = p ⊕

(

⊖q
)

. (2.7)

Lemma 2.2 (see [1, 2]). Assume that p, q : T → R are two regressive functions, then

(i) e0(t, s) ≡ 1 and ep(t, t) ≡ 1;

(ii) ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s);

(iii) ep(t, s) = 1/ep(s, t) = e⊖p(s, t);

(iv) ep(t, s)ep(s, r) = ep(t, r);

(v) (e⊖p(t, s))
Δ = (⊖p)(t)e⊖p(t, s);

(vi) if a, b, c ∈ T, then
∫b

a
p(t)ep(c, σ(t))Δt = ep(c, a) − ep(c, b).

Lemma 2.3 (see [1, 2]). Assume that {fn}n∈N
is a function sequence on J such that

(i) {fn}n∈N
is a uniformly bounded on J ;

(ii) {fΔ
n }n∈N

is a uniformly bounded on J .

Then, there is a subsequence of {fn}n∈N
which converges uniformly on J where J is an arbitrary com-

pact subset of T.
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3. Uniformly Almost Periodic Functions

Let T be a given time scale, and T is a complete metric space with the metric (distance) d de-
fined by

d(t, t0) = |t − t0| for t, t0 ∈ T. (3.1)

For a given δ > 0, the δ-neighborhood U(t0, δ) of a given point t0 ∈ T is the set of all points
t ∈ T such that d(t, t0) < δ.

Throughout this paper, E
n denotes R

n or C
n, D denotes an open set in E

n or D = E
n,

and S denotes an arbitrary compact subset of D.

Definition 3.1. f : X → E
n is called continuous at t0 ∈ X ⊆ T if, and only if for any ε > 0, there

exists U(t0, δ) such that, for any s ∈ U(t0, δ),

∣

∣f(s) − f(t0)
∣

∣ < ε. (3.2)

f is called continuous on X provided that it is continuous for every t ∈ X.

Definition 3.2. f : X → E
n is called uniformly continuous on X ⊆ T if, for any ε > 0, there

exists δ(ε) such that, for any t1, t2 ∈ X with |t1 − t2| < δ(ε) it is implied that

∣

∣f(t1) − f(t2)
∣

∣ < ε. (3.3)

Similar to the finite covering theorem in functional analysis (see [30]), one can easily
show that the following.

Lemma 3.3. Let ([a, b] ∩ T) ⊂ T be a closed interval. If ([a, b] ∩ T) ⊆ ⋃α∈I(Gα ∩ T), where I is an
index set, and for every α ∈ I, Gα is an open set in R, then there exist α1, α2, . . . , αn ∈ I, such that
([a, b] ∩ T) ⊆ ⋃n

k=1(Gαk
∩ T).

Also, one can easily prove the following two lemmas.

Lemma 3.4. If {Sn(x)} converges uniformly to S(x) on [a, b] ∩ T and each Sn(x) is continuous on

[a, b] ∩ T, then S(x) is continuous on [a, b] ∩ T, limn→∞
∫b

a
Sn(x)Δx =

∫b

a
S(x)Δx =

∫b

a
limn→∞

Sn(x)Δx, and {
∫x

a
Sn(t)Δt} converges uniformly to

∫x

a
S(t)Δt.

Lemma 3.5. If a sequence {Sn(x)} converges to S(x) on [a, b] ∩ T and, for each n ∈ N, Sn(x)
has continuous derivative SΔ

n (x) and {SΔ
n (x)} converges uniformly to Q(x), then SΔ(x) = Q(x),

that is, limn→∞ SΔ
n (x) = (limn→∞ Sn(x))

Δ, and {Sn(x)} converges to S(x) uniformly on [a, b] ∩
T.

By using Lemma 3.3, one can easily show that the following.

Lemma 3.6. Let f ∈ C([a, b] ∩ T,En), then f is uniformly continuous on [a, b] ∩ T.

Definition 3.7. A time scale T is called an almost periodic time scale if

Π := {τ ∈ R : t ± τ ∈ T, ∀t ∈ T}/= {0}. (3.4)
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Obviously, if τ1, τ2 ∈ Π, then τ1 ± τ2 ∈ Π and if T is an almost periodic time scale, then
infT = −∞ and supT = +∞.

Example 3.8. If T =
⋃

k∈Z
[k(a + b), k(a + b) + b], where a/= − b, then

σ(t) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

t if t ∈
∞
⋃

k=0

[k(a + b), k(a + b) + b),

t + a if t ∈
∞
⋃

k=0

{k(a + b) + b},

µ(t) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0 if t ∈
∞
⋃

k=0

[k(a + b), k(a + b) + b),

a if t ∈
∞
⋃

k=0

{k(a + b) + b}.

(3.5)

a + b ∈ Π/= {0}. Hence, it is an almost periodic time scale. Obviously, if b = 0, a = 1, then
T = Z. If b = 1, a = 0, then T = R.

Definition 3.9. Let T be an almost periodic time scale. A function f ∈ C(T,En) is called an
almost periodic function if the ε-translation set of f

E
{

ε, f
}

=
{

τ ∈ Π :
∣

∣f(t + τ) − f(t)
∣

∣ < ε, ∀t ∈ T
}

(3.6)

is a relatively dense set in T for all ε > 0; that is, for any given ε > 0, there exists a constant
l(ε) > 0 such that each interval of length l(ε, S) contains a τ(ε) ∈ E{ε, f} such that

∣

∣f(t + τ) − f(t)
∣

∣ < ε, ∀t ∈ T. (3.7)

τ is called the ε-translation number of f and l(ε) is called the inclusion length of E{ε, f}.

Definition 3.10. Let T be an almost periodic time scale. A function f ∈ C(T ×D,En) is called
an almost periodic function in t ∈ T uniformly for x ∈ D if the ε-translation set of f

E
{

ε, f, S
}

=
{

τ ∈ Π :
∣

∣f(t + τ, x) − f(t, x)
∣

∣ < ε, ∀(t, x) ∈ T × S
}

(3.8)

is a relatively dense set in T for all ε > 0 and for each compact subset S of D; that is, for any
given ε > 0 and each compact subset S of D, there exists a constant l(ε, S) > 0 such that each
interval of length l(ε, S) contains a τ(ε, S) ∈ E{ε, f, S} such that

∣

∣f(t + τ, x) − f(t, x)
∣

∣ < ε, ∀t ∈ T × S. (3.9)

τ is called the ε-translation number of f and l(ε, S) is called the inclusion length of E{ε, f, S}.

Obviously, an almost periodic function can be regarded as a special case of a uniformly
almost periodic function. So, in the following, we mainly discuss the basic properties of
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uniformly almost periodic functions. The basic properties of almost periodic functions can
be derived directly from the corresponding ones of uniformly almost periodic functions.

Remark 3.11. If T = R, then Π = R in this case, Definitions 3.4 and 3.5 are equivalent to the
definitions of the almost periodic functions and the uniformly almost periodic functions in
[16], respectively. If T = Z, then Π = Z, in this case, Definitions 3.4 and 3.5 are equivalent to
the definitions of the almost periodic functions and the uniformly almost periodic sequences
in [17, 18].

For convenience, we denote AP(T) = {f : f ∈ C(T, E
n), f is almost periodic} and in-

troduce some notations: let α = {αn} and β = {βn} be two sequences. Then, β ⊂ αmeans that β
is a subsequence of α, α+β = {αn+βn},−α = {−αn}, and α and β are common subsequences of
α′ and β′, respectively, which means that αn = α′

n(k)
and βn = β′

n(k)
for some given function

n(k).
We will introduce the translation operator T, Tαf(t, x) = g(t, x) which means that

g(t, x) = limn→+∞ f(t + αn, x) and is written only when the limit exists. The mode of con-
vergence, for example, pointwise, uniform, and so forth, will be specified at each use of the
symbol.

Similar to the proof of Theorem 1.13 in [16], one can show that.

Theorem 3.12. Let f ∈ C(T×D, E
n) be almost periodic in t uniformly for x ∈ D, then it is uniformly

continuous and bounded on T × S.

Theorem 3.13. Let f ∈ C(T×D, E
n) be almost periodic in t uniformly for x ∈ D, then, for any given

sequence α′ ⊂ Π, there exist a subsequence β ⊂ α′ and g ∈ C(T×D, E
n) such that Tβf(t, x) = g(t, x)

holds uniformly on T × S and g(t, x) is almost periodic in t uniformly for x ∈ D.

Proof. For any ε > 0 and S ⊂ D, let l = l(ε/4, S) be an inclusion length of E{ε/4, f, S}. For any
given subsequence α′ = {α′

n} ⊂ Π, we denote α′
n = τ ′n+γ

′
n, where τ ′n ∈ E{ε/4, f, S}, γ ′n ∈ Π, and

0 ≤ γ ′n ≤ l, n = 1, 2, . . .. (In fact, for any interval with length of l, there exists τ ′n ∈ E{ε/4, f, S},
thus, we can choose a proper interval with length of l such that 0 ≤ α′

n − τ ′n ≤ l, from the
definition of Π, it is easy to see that γ ′n = α′

n − τ ′n ∈ Π.) Therefore, there exists a subsequence
γ = {γn} ⊂ γ ′ = {γ ′n} such that γn → s as n → ∞, 0 ≤ s ≤ l.

Also, it follows from Theorem 3.12 that f(t, x) is uniformly continuous on T×S. Hence,
there exists δ(ε, S) > 0 so that |t1 − t2| < δ, for x ∈ S, implies

∣

∣f(t1, x) − f(t2, x)
∣

∣ <
ε

2
. (3.10)

Since γ is a convergent sequence, there exists N = N(δ) so that p,m ≥ N implies
|γp − γm| < δ. Now, one can take α ⊂ α′, τ ⊂ τ ′ = {τ ′n} such that α, τ common with γ then; for
any integers p,m ≥ N, we have

∣

∣f
(

t + τp − τm, x
)

− f(t, x)
∣

∣ ≤
∣

∣f
(

t + τp − τm, x
)

− f
(

t + τp, x
)∣

∣ +
∣

∣f
(

t + τp, x
)

− f(t, x)
∣

∣

<
ε

4
+
ε

4
=

ε

2
,

(3.11)
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that is,

(

αp − αm

)

−
(

γp − γm
)

= τp − τm ∈ E
{ε

2
, f, S

}

. (3.12)

Hence, we can obtain

∣

∣f
(

t + αp, x
)

− f(t + αm, x)
∣

∣ ≤ sup
(t, x)∈T×S

∣

∣f
(

t + αp, x
)

− f(t + αm, x)
∣

∣

≤ sup
(t, x)∈T×S

∣

∣f
(

t + αp − αm, x
)

− f(t, x)
∣

∣

≤ sup
(t, x)∈T×S

∣

∣f
(

t + αp − αm, x
)

− f
(

t + γp − γm, x
)∣

∣

+ sup
(t, x)∈T×S

∣

∣f
(

t + γp − γm, x
)

− f(t, x)
∣

∣

<
ε

2
+
ε

2
= ε.

(3.13)

Thus, we can take sequences α(k) = {α(k)
n }, k = 1, 2, . . ., and α(k+1) ⊂ α(k) ⊂ α such that, for any

integers m, p, and all (t, x) ∈ T × S, the following holds:

∣

∣

∣f
(

t + α
(k)
p , x

)

− f
(

t + α
(k)
m , x

)∣

∣

∣ <
1

k
, k = 1, 2, . . . . (3.14)

For all sequences α(k), k = 1, 2, . . ., we can take a sequence β = {βn}, βn = α
(n)
n then, it is easy

to see that {f(t + βn, x)} ⊂ {f(t + αn, x)} for any integers p,mwith p < m and all (t, x) ∈ T × S
the following holds:

∣

∣f
(

t + βp, x
)

− f
(

t + βm, x
)∣

∣ <
1

p
. (3.15)

Therefore, {f(t + βn, x)} converges uniformly on T × S that is, Tβf(t, x) = g(t, x) holds uni-
formly on T × S, where β = {βn} ⊂ α.

Next, wewill prove that g(t, x) is continuous onT×D. If this is not true,then theremust
exist (t0, x0) ∈ T×D such that g(t, x) is not continuous at this point. Then there exist ε0 > 0 and
sequences {δm}, {tm}, and {xm}, where δm > 0, δm → 0 asm → +∞, |t0 − tm| + |x0 − xm| < δm
and

∣

∣g(t0, x0) − g(tm, xm)
∣

∣ ≥ ε0. (3.16)
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Let X = {xm}
⋃{x0}; obviously, X is a compact subset of D. Hence, there exists positive

integer N = N(ε0, X) so that n > N implies

∣

∣f
(

tm + βn, xm

)

− g(tm, xm)
∣

∣ <
ε0
3

∀m ∈ Z
+,

∣

∣f
(

t0 + βn, x0

)

− g(t0, x0)
∣

∣ <
ε0
3
.

(3.17)

According to the uniform continuity of f(t, x) on T ×X, for sufficiently large m, we have

∣

∣f
(

t0 + βn, x0

)

− f
(

tm + βn, xm

)∣

∣ <
ε0
3
. (3.18)

From (3.17)–(3.18), we get

∣

∣g(t0, x0) − g(tm, xm)
∣

∣ < ε0, (3.19)

this contradicts (3.16). Therefore, g(t, x) is continuous on T ×D.
Finally, for any compact set S ⊂ D and given ε > 0, one can take τ ∈ E{ε, f, S; then, for

all (t, x) ∈ T × S, the following holds:

∣

∣f
(

t + βn + τ, x
)

− f
(

t + βn, x
)∣

∣ < ε. (3.20)

Let n → +∞, for all (t, x) ∈ T × S; we have

∣

∣g(t + τ, x) − g(t, x)
∣

∣ ≤ ε, (3.21)

which implies that E{ε, g, S} is relatively dense. Therefore, g(t, x) is almost periodic in t uni-
formly for x ∈ D. This completes the proof.

Theorem 3.14. Let f ∈ C(T × D, E
n); if, for any sequence α′ ⊂ Π, there exists α ⊂ α′ such that

Tαf(t, x) exists uniformly on T × S, then f(t, x) is almost periodic in t uniformly for x ∈ D.

Proof. For contradiction, if this is not true, then there exist ε0 > 0 and S ⊂ D such that, for any
sufficiently large l > 0, we can find an interval with length of l and there is no ε0-translation
numbers of f(t, x) in this interval; that is, every point in this interval is not in E{ε0, f, S}.

One can take a number α′
1 ∈ Π and find an interval (a1, b1) with b1 − a1 > 2|α′

1|, where
a1, b1 ∈ Π such that there is no ε0-translation numbers of f(t, x) in this interval. Next, taking
α′
2 = (1/2)(a1 + b1), obviously, α

′
2 − α′

1 ∈ (a1, b1), so α′
2 − α′

1 /∈ E{ε0, f, S}; then, one can
find an interval (a2, b2) with b2 − a2 > 2(|α′

1| + |α′
2|), where a2, b2 ∈ Π such that there is no

ε0-translation numbers of f(t, x) in this interval. Next, taking α′
3 = (1/2)(a2 + b2), obviously,

α′
3 − α′

2, α
′
3 − α′

1 /∈ E{ε0, f, S}. One can repeat these processes, again and again one can find
α′
4, α

′
5, . . ., such that α′

i−α′
j /∈ E{ε0, f, S}, i > j. Hence, for any i /= j, i, j = 1, 2, . . ., without loss

of generality, let i > j, for x ∈ S; we have

sup
(t, x)∈T×S

∣

∣

∣f
(

t + α′
i, x
)

− f
(

t + α′
j , x
)∣

∣

∣ = sup
(t, x)∈T×S

∣

∣

∣f
(

t + α′
i − α′

j , x
)

− f(t, x)
∣

∣

∣ ≥ ε0. (3.22)
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Therefore, there is no uniformly convergent subsequence of {f(t+α′
n, x)} for (t, x) ∈ T×S; this

is a contradiction. Thus, f(t, x) is almost periodic in t uniformly for x ∈ D. This completes
the proof.

From Theorems 3.13 and 3.14, we can obtain the following equivalent definition of uni-
formly almost periodic functions.

Definition 3.15. Let f ∈ C(T × D, E
n); if, for any given sequence α′ ⊂ Π, there exists a sub-

sequence α ⊂ α′ such that Tαf(t, x) exists uniformly on T × S, then f(t, x) is called an almost
periodic function in t uniformly for x ∈ D.

Similar to the proof of Theorem 2.11 in [16], one can prove that the following.

Theorem 3.16. If f ∈ C(T×D, E
n) is almost periodic in t uniformly for x ∈ D and ϕ(t) is almost pe-

riodic with {ϕ(t) : t ∈ T} ⊂ S, then f(t, ϕ(t)) is almost periodic.

Definition 3.17. Let f ∈ C(T ×D, E
n); H(f) = {g : T ×D → E

n | there exits α ∈ Π such that
Tαf(t, x) = g(t, x) exists uniformly on T × S} is called the hull of f .

Similar to the proofs of Theorems 1.6 and 1.8 in [19], one can prove the following two
theorems, respectively.

Theorem 3.18. H(f) is compact if and only if f is almost periodic in t uniformly for x ∈ D.

Theorem 3.19. If f(t, x) is almost periodic in t uniformly for x ∈ D, then for any g(t, x) ∈ H(f),
H(f) = H(g).

From Definition 3.17 and Theorem 3.19, one can easily show that.

Theorem 3.20. If f(t, x) is almost periodic in t uniformly for x ∈ D, then, for any g(t, x) ∈ H(f),
g(t, x) is almost periodic in t uniformly for x ∈ D.

Theorem 3.21. If f(t, x) is almost periodic in t uniformly for x ∈ D, then, for any ε > 0, there exists
a positive constant L = L(ε, S) and for any a ∈ R, there exist a constant η > 0 and α ∈ R such that
([α, α + η] ∩Π) ⊂ [a, a + L] and ([α, α + η] ∩Π) ⊂ E(ε, f, S).

Proof. Since f(t, x) is uniformly continuous on T × S, for any ε > 0, there exists δ(ε1, S) > 0 so
that |t1 − t2| < δ(ε1, S) implies

∣

∣f(t1, x) − f(t2, x)
∣

∣ < ε1, ∀x ∈ S, (3.23)

where ε1 = ε/2.

We take η = δ(ε/2, S) = δ(ε1, S), and L = l(ε1, S) + η, where l(ε1, S) is the inclusion
length of E(ε1, f, S).

For any a ∈ R, consider an interval [a, a + L], take

τ ∈ E
(

f, ε1, S
)

∩
[

a − η

2
, a +

η

2
+ l(ε1, S)

]

, (3.24)
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and we have

([

τ − η

2
, τ +

η

2

]

∩Π
)

⊂ [a, a + L]. (3.25)

Hence, for all ξ ∈ [τ −(η/2), τ +(η/2)]∩Π, we have |ξ−τ | ≤ η. Therefore, for any (t, x) ∈ T×S,
∣

∣f(t + ξ, x) − f(t, x)
∣

∣ ≤
∣

∣f(t + ξ, x) − f(t + τ, x)
∣

∣ +
∣

∣f(t + τ, x) − f(t, x)
∣

∣

≤ ε.
(3.26)

So, we let α = τ − (η/2), then ([α, α + η] ∩Π) ⊂ E(ε, f, S). This completes the proof.

Theorem 3.22. If f, g are almost periodic in t uniformly for x ∈ D, then, for any ε > 0, E(f, ε, S) ∩
E(g, ε, S) is a nonempty relatively dense set in T.

Proof. Since f, g are almost periodic in t uniformly for x ∈ D, they are uniformly continuous
on T × S. For any given ε > 0, one can take δi = δi(ε/2, S) (i = 1, 2), and l1 = l1(ε/2, S), l2 =

l2(ε/2, S) are inclusion lengths of E(f, ε/2, S), E(g, ε/2, S), respectively.
According to Theorem 3.18, we can take

η = η(ε, S) = min(δ1, δ2) ∈ Π, Li = li + η(i = 1, 2), L = max(L1, L2). (3.27)

Hence, we can find ε/2-translation numbers of f(t, x) and g(t, x): τ1 = mη and τ2 = nη,
respectively, where τ1, τ2 ∈ [a, a + L] ∩Π,m,n are integers, and |τ1 − τ2| ≤ L.

Let m − n = s, then s can only be taken from a finite number set {s1, s2, . . . , sp}. When

m − n = sj , j = 1, 2, . . . , p, denote the ε/2-translation numbers of f(t) and g(t) by τ
j

1 , τ
j

2 ,

respectively, that is, τ
j

1 − τ
j

2 = sjη, j = 1, 2, . . . , p, and we take T = maxj{|τ j1 |, |τ
j

2 |}.
For any a ∈ R, on the interval [a + T, a + T + L], we can take ε/2-translation numbers

of f(t, x) and g(t, x): τ1 and τ2, respectively; there must exist some integer sj such that

τ1 − τ2 = sjη = τ
j

1 − τ
j

2 . (3.28)

Set

τ(ε, S) = τ1 − τ
j

1 = τ2 − τ
j

2 , (3.29)

then τ(ε, S) ∈ [a, a + L + 2T] ∩Π, and, for any (t, x) ∈ T × S, we have

∣

∣f(t + τ, x) − f(t, x)
∣

∣ ≤
∣

∣

∣f
(

t + τ1 − τ
j

1 , x
)

− f
(

t − τ
j

1 , x
)∣

∣

∣ +
∣

∣

∣f
(

t − τ
j

1 , x
)

− f(t, x)
∣

∣

∣ < ε,

∣

∣g(t + τ, x) − g(t, x)
∣

∣ ≤
∣

∣

∣g
(

t + τ2 − τ
j

2 , x
)

− g
(

t − τ
j

2 , x
)∣

∣

∣ +
∣

∣

∣g
(

t − τ
j

2 , x
)

− g(t, x)
∣

∣

∣ < ε.

(3.30)

Therefore, there exists at least a τ = τ(ε, S) on any interval [a, a + L + 2T] with the length
(L + 2T) such that τ ∈ E(f, ε, S) ∩ E(g, ε, S). The proof is complete.
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According to Definition 3.10, one can easily prove the following.

Theorem 3.23. If f(t, x) is almost periodic in t uniformly for x ∈ D, then, for any α ∈ R, b ∈ Π,
functions αf(t, x), f(t + b, x) are almost periodic in t uniformly for x ∈ D.

Theorem 3.24. If f, g are almost periodic in t uniformly for x ∈ D, then f +g, fg are almost periodic
in t uniformly for x ∈ D and if inft∈T|g(t, x)| > 0, then f(t, x)/g(t, x) are almost periodic in t uni-
formly for x ∈ D.

Proof. From Theorem 3.22, for any ε > 0, E(f, ε/2, S) ∩ E(g, ε/2, S) is a nonempty relatively
dense set. It is easy to see that if τ ∈ E(f, ε/2, S) ∩ E(g, ε/2, S), then τ ∈ E(f + g, ε, S). Hence,

(

E
(

f,
ε

2
, S
)

∩ E
(

g,
ε

2
, S
))

⊂ E
(

f + g, ε, S
)

. (3.31)

Therefore, E(f + g, ε, S) is a relatively dense set, so f + g is almost periodic in t uniformly for
x ∈ D.

On the other hand, denote sup(t, x)∈T×S|f(t, x)| = M1, sup(t, x)∈T×S|g(t, x)| = M2, take
τ ∈ E(f, ε/2, S)

⋂

E(g, ε/2, S), then, for all (t, x) ∈ T × S, we have

∣

∣f(t + τ, x)g(t + τ, x) − f(t, x)g(t, x)
∣

∣

≤
∣

∣g(t + τ, x)
∥

∥f(t + τ, x) − f(t, x)|+ |f(t, x)
∥

∥g(t + τ, x) − g(t, x)
∣

∣

≤ (M1 +M2)ε ≡ ε1.

(3.32)

Therefore, τ ∈ E(fg, ε1, S), E(fg, ε1, S) is a relatively dense set, so fg is almost periodic in t
uniformly for x ∈ D.

Faunally, denote inf(t, x)∈T×S|g(t, x)| = N and take τ ∈ E(g, ε, S), then, for all (t, x) ∈
T × S we have

∣

∣

∣

∣

1

g(t + τ, x)
− 1

g(t, x)

∣

∣

∣

∣

=

∣

∣

∣

∣

g(t + τ, x) − g(t, x)

g(t + τ, x)g(t, x)

∣

∣

∣

∣

<
ε

N2
≡ ε2, (3.33)

that is, τ ∈ E(1/g, ε2, S). Hence, 1/g is almost periodic in t uniformly for x ∈ D, so f/g is
almost periodic in t uniformly for x ∈ D. The proof is complete.

Theorem 3.25. If F ∈ C(R ×D, E
n) is almost periodic in t uniformly for x ∈ D, then F(t, x) is also

continuous on T ×D and almost periodic in t uniformly for x ∈ D.

Proof. Let F(r, x) ∈ C(R×D, E
n) be uniformly almost periodic, then, for any sequence α′ ⊂ Tp,

there exists a subsequence α ⊂ α′ such that TaF(t+αn, x) exists uniformly on R×S, where S is
any compact set inD. Consequently, Tαf(t + αn, x) = TαF(t + αn, x) exists uniformly on T × S.
In view of Theorem 3.14, this shows that f(t, x) is uniformly almost periodic.

Corollary 3.26. If F ∈ C(R, E
n) is an almost periodic function, then F(t) is an almost periodic fun-

ction on T.
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Theorem 3.27. If fn ∈ C(T×D, E
n), n = 1, 2, . . . are almost periodic in t for x ∈ D and the sequence

{fn(t, x)} uniformly converges to f(t, x) on T × S, then f(t, x) is almost periodic in t uniformly for
x ∈ D.

Proof. For any ε > 0, there exists sufficiently large n0 such that, for all (t, x) ∈ T × S,

∣

∣f(t, x) − fn0(t, x)
∣

∣ <
ε

3
. (3.34)

Take τ ∈ E{fn0
, ε/3, S}, then, for all (t, x) ∈ T × S, we have

∣

∣f(t + τ, x) − f(t, x)
∣

∣ ≤
∣

∣f(t + τ, x) − fn0(t + τ, x)
∣

∣ +
∣

∣fn0(t + τ, x) − fn0(t, x)
∣

∣

+
∣

∣fn0(t, x) − f(t, x)
∣

∣ < ε,
(3.35)

that is, τ ∈ E(f, ε, S). Therefore, E(f, ε, S) is also a relatively dense set; f(t, x) is almost peri-
odic in t uniformly for x ∈ D. This completes the proof.

Theorem 3.28. If f(t, x) is almost periodic in t uniformly for x ∈ D, denote F(t, x) =
∫ t

0
f(s, x)Δs,

then F(t, x) is almost periodic in t uniformly for x ∈ D if and only if F(t, x) is bounded on T × S.

Proof. If F(t, x) is almost periodic in t uniformly for x ∈ D, then it is easy to see that F(t, x) is
bounded on T × S.

If F(t, x) is bounded, without loss of generality, then we can assume that F(t, x) is a
real-valued function. Denote

G := sup
(t, x)∈T×S

F(t, x) > g := inf
(t, x)∈T×S

F(t, x), (3.36)

for any ε > 0, there exist t1 and t2 such that

F(t1, x) < g +
ε

6
, F(t2, x) > G − ε

6
, ∀x ∈ S. (3.37)

Let l = l(ε1, S) be an inclusion length of E(f, ε1, S), where ε1 = ε/6d, d = |t1 − t2|. For any
α ∈ T, take τ ∈ E(f, ε1, S) ∩ [α − t1, α − t1 + l]. Denote si = ti + τ, (i = 1, 2), L = l + d, so
s1, s2 ∈ [α, α + L] ∩ T, for all x ∈ s,

F(s2, x) − F(s1, x) = F(t2, x) − F(t1, x) −
∫ t2

t1

f(t, x)Δt +

∫ t2+τ

t1+τ

f(t, x)Δt

= F(t2, x) − F(t1, x) +

∫ t2

t1

[

f(t + τ, x) − f(t, x)
]

Δt

> G − g − ε

3
− ε1d = G − g − ε

2
,

(3.38)
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that is

(

F(s1, x) − g
)

+ (G − F(s2, x)) <
ε

2
. (3.39)

Since

F(s1, x) − g ≥ 0, G − F(s2, x) ≥ 0, (3.40)

in any interval with length L, there exist s1, s2 such that

F(s1, x) < g +
ε

2
, F(s2, x) > G − ε

2
. (3.41)

Now, we denote ε2 = ε/2L; in the following, we will prove that if τ ∈ E(f, ε2, S), then
τ ∈ E(F, ε, S). In fact, for any (t, x) ∈ T × S, one can take s1, s2 ∈ [t, t + L] ∩ T such that

F(s1, x) < g +
ε

2
, F(s2, x) > G − ε

2
, (3.42)

so for τ ∈ E(f, ε2, S), we have

F(t + τ, x) − F(t, x) = F(s1 + τ, x) − F(s1, x) +

∫ s1

t

f(t, x)Δt −
∫s1+τ

t+τ

f(t, x)Δt

> g −
(

g +
ε

2

)

−
∫ t1

t

[

f(t + τ, x) − f(t, x)
]

Δt

> −ε
2
− ε2L = −ε,

F(t + τ, x) − F(t, x) = F(s2 + τ, x) − F(s2, x) +

∫ s2

t

f(t, x)Δt −
∫s2+τ

t+τ

f(t, x)Δt

<
ε

2
+ ε2L = ε.

(3.43)

That is, for τ ∈ E(f, ε2, S), we have τ ∈ E(F, ε, S), so F(t, x) is almost periodic in t uniformly
for x ∈ D. The proof is complete.

Theorem 3.29. If f(t, x) is almost periodic in t uniformly for x ∈ D and F(·) is uniformly continuous
on the value field of f(t, x), then F ◦ f is almost periodic in t uniformly for x ∈ D.

Proof. In fact, since F is uniformly continuous on the value field of f(t, x) and f(t, x) is almost
periodic in t uniformly for x ∈ D, there exists a real sequence α = {αn} ⊆ Π such that

Tα
(

F ◦ f
)

= lim
n→+∞

F
(

f(t + αn, x)
)

= F

(

lim
n→+∞

f(t + αn, x)

)

= F
(

Tαf
)

(3.44)

holds uniformly on T × S. Hence, F ◦ f is almost periodic in t uniformly for x ∈ D. The proof
is complete.
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Similar to the proof of Theorem 1.17 in [19], one can easily get the following.

Theorem 3.30. A function f(t, x) is almost periodic in t uniformly for x ∈ D if and only if, for every
pair of sequences α′, β′ ⊆ Π, there exist common subsequences α ⊂ α′, β ⊂ β′ such that

Tα+βf(t, x) = TαTβf(t, x). (3.45)

Definition 3.31. If every element of matrix function M(t, x) = (mij(t, x))n×m, where mij(t, x) ∈
C(T,E)(1, 2, . . . , n; j = 1, 2, . . . , m) is almost periodic in t uniformly for x ∈ D, then M(t, x) is
called almost periodic in t uniformly for x ∈ D.

If we use matrix norm: |M(t, x)| =
√

∑

ijm
2
ij(t, x), then the definition above can be

rewritten as.

Definition 3.32. A matrix function M(t, x) is almost periodic in t uniformly for x ∈ D if and
only if, for any ε > 0, the translation set

E(M,ε, S) = {τ ∈ Π : |M(t + τ, x) −M(t, x)| < ε, ∀(t, x) ∈ T × S} (3.46)

is a relatively dense set.

Theorem 3.33. Definition 3.31 is equivalent to Definition 3.32.

Proof. In fact, if M(t, x) is almost periodic in t uniformly for x ∈ D, by Definition 3.31, then
every element mij(t, x) is almost periodic in t uniformly for x ∈ D. Thus, for any ε > 0, there
exists nonempty relatively dense set θ =

⋂

i,j E(mij(t, x), ε/
√
mn,S). For any τ ∈ θ, we have

|M(t + τ, x) −M(t, x)| =

⎡

⎣

∑

i,j

∣

∣mij(t + τ, x) −mij(t, x)
∣

∣

2

⎤

⎦

1/2

< ε. (3.47)

On the other hand, if, for any ε > 0, E(M,ε, S) is a relatively dense set, then, for any
i = 1, 2, . . . , n, j = 1, 2, . . . , m and τ ∈ E(M,ε, S), we have

∣

∣mij(t + τ, x) −mij(t, x)
∣

∣ < |M(t + τ, x) −M(t, x)| < ε, ∀(t, x) ∈ T × S. (3.48)

Hence, every element mij(t, x) is almost periodic in t uniformly for x ∈ D that is, M(t, x) is
almost periodic in t uniformly for x ∈ D. The proof is complete.

Definition 3.34. A continuous matrix function M(t, x) is called normal if, for any sequence
α′ ⊆ Π, thenthere exists subsequence α ⊂ α′ such that TαM(t, x) exists uniformly on T × S.

Theorem 3.35. A continuous matrix function M(t, x) is normal if and only if M(t, x) is almost pe-
riodic in t uniformly for x ∈ D.
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Proof. If M(t, x) is normal, then every element mij(t, x) satisfies Definition 3.15, so M(t) is
almost periodic.

On the other hand, if M(t, x) is almost periodic in t uniformly for x ∈ D, by
Definition 3.31, for any sequence α′ ⊆ Π, thenthere exists subsequence α1 ⊂ α′ such that
Tα1

m11(t, x) exists uniformly on T×S. Hence, there exists α2 ⊂ α1, such that Tα2
m12(t, x) exists

uniformly on T×S; we can repeat this stepmn times, then we can get a series of subsequences
satisfying

α = {αk} = αmn ⊂ αmn−1 ⊂ . . . ⊂ α2 ⊂ α1 ⊂ α′ (3.49)

such that

Tαmij(t, x), i = 1, 2, . . . , n, j = 1, 2, . . . , m (3.50)

exist uniformly on T×S. Therefore, there exists subsequence α ⊂ α′ such that TαM(t, x) exists
uniformly on T × S; that is, M(t, x) is normal. The proof is complete.

4. Almost Periodic Dynamic Equations on Almost Periodic Time Scales

Consider the following nonlinear dynamic equation

xΔ = f(t, x), (4.1)

where f ∈ C(T × E
n, E

n); let Ω = {x(t) : x(t) is a bounded solution to (4.1)}.

Definition 4.1. IfΩ/=φ, then λ = infx∈Ω‖x‖ exists λ is called the least-value of solutions to (4.1).
If there exists ϕ(t) ∈ Ω such that ‖ϕ‖ = λ, then ϕ(t) is called aminimum norm solution to (4.1),
where ‖ · ‖ = supt∈T

| · |.

Similar to the proof of Theorem 5.1 in [19], one can easily get the following.

Lemma 4.2. If f(t, x) ∈ C(T×S, E
n) is bounded on T×S and (4.1) has a bounded solution ϕ(t) such

that {ϕ(t), t ∈ T} ⊂ S and 0 ∈ S, then (4.1) must have a minimum norm solution.

Lemma 4.3. If f(t, x) is almost periodic in t uniformly for x ∈ E
n, S = {ϕ(t) : t ≥ t0} and (4.1) has

a bounded solution ϕ(t) on [t0,∞) ∩ T, then (4.1) has a bounded solution ψ(t) on T and {ψ(t), t ∈
T} ⊂ S.

Proof. In fact, we may take α′ = {α′
k
} ⊂ Π such that limn→+∞ α′

k
= +∞ and Tα′f(t, x) = f(t, x)

holds uniformly on T×S. For any fixed a, consider the interval (a,∞)∩T and ϕk(t) = ϕ(t+α′
k
).

It is easy to see that, for k sufficiently large, {ϕk} is defined on (a,∞) ∩ T and is a solution to
xΔ = f(t + α′

k
, x) and {ϕk(t)} is uniformly bounded and equicontinuous on (a,∞) ∩ T. Then

let α be a sequence which goes to −∞, according to Lemma 2.3, there must exist α ⊂ α′ such
that Tαϕ(t) = ψ(t) holds uniformly on any compact subset of T and, for all t ∈ T, we have
ψ(t) ∈ S. Since Tαf(t, x) = f(t, x), by Lemma 3.5, ψ(t) is a solution to (4.1). This completes the
proof.
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Lemma 4.4. Let f(t, x) ∈ C(T × E
n, E

n) be almost periodic in t uniformly for x ∈ E
n. If (4.1) has a

minimum norm solution, then, for any g(t, x) ∈ H(f), the following equation:

xΔ = g(t, x) (4.2)

has the same least-value of solutions as that to (4.1).

Proof. Let ϕ(t) be the minimum norm solution to (4.1) and λ is the least-value. Since g(t, x) ∈
H(f), there exists a sequence α′ ∈ Π such that Tα′f(t, x) = g(t, x) holds uniformly on T × S.
From Lemma 2.3, there exists α ⊂ α′ such that Tαϕ(t) = ψ(t) holds uniformly on any compact
subset of T. By Lemma 3.5, ψ(t) is a solution to (4.2). For |ϕ(t)| ≤ λ, we have |ψ(t)| ≤ λ; thus,
λ′ = ‖ψ(t)‖ ≤ λ. Since ϕ(t) = T−αψ(t) and |ψ(t)| ≤ λ′, we have |ϕ(t)| ≤ λ′; thus, λ = ‖ϕ(t)‖ ≤ λ′.
Therefore, λ = λ′. The proof is complete.

From the process of the proof of Lemma 4.4, one can easily get the following.

Lemma 4.5. If ϕ(t) is a minimum norm solution to (4.1) and there exists a sequence α′ ⊆ Π such that
Tα′f(t, x) = g(t, x) exists uniformly on T × S, furthermore, if there exists a subsequence α ⊂ α′ such
that Tαϕ(t) = ψ(t) holds uniformly on any compact set of T, then ψ(t) is a minimum norm solution to
(4.2).

Lemma 4.6. Let f(t, x) ∈ C(T × E
n, E

n) be almost periodic in t uniformly for x ∈ E
n and, for every

g(t, x) ∈ H(f), (4.2) has a unique minimum norm solution; then theses minimum norm solutions are
almost periodic on T.

Proof. For a fixed g(t, x) ∈ H(f), (4.2) has the unique minimum norm solution ψ(t). Since
g(t, x) is almost periodic in t uniformly for x ∈ E

n, we have that for any sequences α′, β′ ⊆ Π,
there exist common subsequences α ⊂ α′, β ⊂ β′ such that Tα+βg(t, x) = TαTβg(t, x) holds
uniformly on T × S and TαTβψ(t), Tα+βψ(t) hold uniformly on T. It follows from Lemmas 4.4
and 4.5 that TαTβψ(t) and Tα+βψ(t) are minimum norm solutions to the following equation:

xΔ = Tα+βg(t, x). (4.3)

Since the minimum norm solution is unique, we have TαTβψ(t) = Tα+βψ(t). Therefore, ψ(t) is
almost periodic. The proof is complete.

We will now discuss the linear almost periodic dynamic equation on an almost peri-
odic time scale T:

xΔ = A(t)x + f(t) (4.4)

and its associated homogeneous equation

xΔ = A(t)x, (4.5)

where A(t) is an almost periodic matrix function and f(t) is an almost periodic vector fun-
ction.
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Definition 4.7. If B ∈ H(A), thenwe say that

yΔ = B(t)y (4.6)

is a homogeneous equation in the hull of (4.4).

Definition 4.8. If B ∈ H(A) and g ∈ H(f), then we say that

yΔ = B(t)y + g(t) (4.7)

is an equation in the hull of (4.4).

Definition 4.9 (see [31]). Let A(t) be n × n rd-continuous matrix function on T; the linear
system

xΔ(t) = A(t)x(t) (4.8)

is said to admit an exponential dichotomy onT if there exist positive constantsK,α, projection
P , and the fundamental solution matrix X(t) of (4.8), satisfying

∣

∣

∣X(t)PX−1(s)
∣

∣

∣ ≤ Ke⊖α(t, s), s, t ∈ T, t ≥ s,

∣

∣

∣X(t)(I − P)X−1(s)
∣

∣

∣ ≤ Ke⊖α(s, t), s, t ∈ T, t ≤ s.

(4.9)

Similar to the proof of Theorem 5.7 (Favard’s Theorem) in [19], one can obtain that the
following.

Lemma 4.10. If A(t) is an almost periodic matrix function and x(t) is an almost periodic solution of
the homogeneous linear almost periodic dynamic equation xΔ = A(t)x, then inft∈T|x(t)| > 0 or
x(t) ≡ 0.

Similar to the proof of Theorems 6.3 and 5.8 in [19], one can easily get.

Lemma 4.11. Suppose that (4.5) has an almost periodic solution x(t) and inft∈T|x(t)| > 0. If (4.4)
has bounded solution on [t0,∞) ∩ T, then (4.4) has an almost periodic solution.

Lemma 4.12. If every bounded solution of a homogeneous equation in the hull of (4.4) is almost perio-
dic, then all bounded solutions of (4.4) are almost periodic.

Proof. According to Lemma 4.10, we know that every nontrivial bounded solution of equa-
tions in the hull of (4.4) satisfies inft∈T|x(t)| > 0. From Lemma 4.11, it follows that if (4.4) has
bounded solutions on T, then (4.4) must have an almost periodic solution ψ(t). If ϕ(t) is
an arbitrary bounded solution of (4.4), then η(t) = ψ(t) − ϕ(t) is a bounded solution of its
associated homogeneous equation (4.5) and it is almost periodic. Thus, ϕ(t) is almost pe-
riodic. This completes the proof.

Lemma 4.13. If a homogeneous equation in the hull of (4.4) has the unique bounded solution x(t) ≡
0, then (4.4) has a unique almost periodic solution.
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Proof. Let ψ(t), and ϕ(t) be two bounded solutions to (4.4), then x(t) = ϕ(t)−ψ(t) is a solution
of a homogeneous equation in the hull of (4.4), since x(t) ≡ 0, we have that ϕ(t) ≡ ψ(t). Thus,
by Lemma 4.12, (4.4) has a unique almost periodic solution. This completes the proof.

Similar to the proof of Lemma 7.4 in [16], one can easily prove that the following.

Lemma 4.14. Let P be a projection and X a differentiable invertible matrix such that XPX−1 is
bounded on T. Then, there exists a differentiable matrix S such thatXPX−1 = SPS−1 for all t ∈ T and
S, S−1 are bounded on T. In fact, there is an S of the form S = XQ−1, where Q commutes with P .

Similar to the proof of Lemma 7.5, in [19], one can easily get.

Lemma 4.15. If (4.5) has an exponential dichotomy and X(t) is the fundamental solution matrix of
(4.5), C non-singular, then X(t)C has an exponential dichotomy with the same projection P if and
only if CP = PC.

Similar to the proof of Theorem 7.6 in [19], we can easily obtain.

Lemma 4.16. Suppose that A(t) is an almost periodic matrix function and (4.5) has an exponential
dichotomy, then for every B(t) ∈ H(A), (4.6) has an exponential dichotomy with the same projection
P and the same constants K,α.

Lemma 4.17. If the homogeneous equation (4.5) has an exponential dichotomy, then (4.5) has only
one bounded solution x(t) ≡ 0.

Proof. Let X(t) be the fundamental solution matrix to (4.5). For any sequence α ⊂ Π, denote
An = A(t + αn), Xn(t) = X(t + αn). Since the homogeneous equation (4.5) has an exponential
dichotomy, it is easy to see that there exists a constantM such that ‖Xn(t)‖ ≤ M and ‖XΔ(t)‖ =

‖An(t)Xn(t)‖ ≤ AM, where A = supt∈T
‖A(t)‖. Therefore, by Lemma 2.3, there exists {αnk

} :=
α′ ⊂ α such that {Xnk

} converges uniformly on any compact subset of T and limn→+∞X(t+αn)

exists uniformly on T. So, X(t) is almost periodic. Since the homogeneous equation (4.5) has
an exponential dichotomy, inft∈Tx(t) = 0, from Lemma 4.10, x(t) ≡ 0. This completes the
proof.

Lemma 4.18. If the homogeneous equation (4.5) has an exponential dichotomy, then all equations in
the hull of (4.5) have only one bounded solution x(t) ≡ 0.

Proof. By Lemma 4.16, all equations in the hull of (4.5) have an exponential dichotomy; ac-
cording to Lemma 4.17, all equations in the hull of (4.5) have only one bounded solution
x(t) ≡ 0. This completes the proof.

Similar to the proof of Theorem 7.7 in [19], we have the following.

Theorem 4.19. Let A(t) be an almost periodic matrix function and f(t) be an almost periodic vector
function. If (4.5) admits an exponential dichotomy, then (4.4) has a unique almost periodic solution:

x(t) =

∫ t

−∞
X(t)PX−1(σ(s))f(s)Δs −

∫+∞

t

X(t)(I − P)X−1(σ(s))f(s)Δs, (4.10)

where X(t) is the fundamental solution matrix of (4.5).



Abstract and Applied Analysis 19

Example 4.20. Consider the following dynamic equation on an almost periodic time scale T

xΔ(t) = Ax(t) + f(t), (4.11)

where

A =

(

−6 0

0 −6

)

, f(t) =

(

sin
√
3t

cos
√
2t

)

, µ(t)/=
1

6
. (4.12)

Obviously, I+µ(t)A is invertible for all T, soA ∈ R. We claim that the homogeneous equation
of (4.11) admits an exponential dichotomy. In fact, the eigenvalues of the coefficient matrix in
(4.11) are λ1 = λ2 = −6, according to Theorem 5.35 (Putzer Algorithm) in [1], the P -matrices
are given by

P0 = I =

(

1 0

0 1

)

, P1 = (A − λ1I)P0 = A + 6I =

(

0 0

0 0

)

. (4.13)

We want to choose

rΔ1 = −6r1, r1(t0) = 1, rΔ2 = r1 − 6r2, r2(t0) = 0. (4.14)

Solving the first IVP for r1, we get that r1(t) = e−6(t, t0). Solving the second IVP, that is,

rΔ2 = −6r2 + e−6(t, t0), r2(t0) = 0, (4.15)

we obtain

r2 = e−6(t, t0)

∫ t

t0

Δs

1 − 6µ(s)
. (4.16)

Using Theorem 5.35 (Putzer Algorithm) in [1], we get

eA(t, t0) = r1(t)P0 + r2(t)P1 = e−6(t, t0)

(

1 0

0 1

)

. (4.17)

Thus,

∣

∣

∣X(t)P0X
−1(s)

∣

∣

∣ =

∥

∥

∥

∥

∥

e−6(t, t0)

(

1 0

0 1

)

e⊖−6(s, t0)

(

1 0

0 1

)∥

∥

∥

∥

∥

≤
√
2e⊖3(t, s). (4.18)

Then, we can take K =
√
2, α = 3 such that the homogeneous equation of (4.11) admits

an exponential dichotomy. Finally, according to Theorem 4.19, we can get the unique almost
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periodic solution of (4.11):

x(t) =

∫ t

−∞
X(t)P0X

−1(σ(s))f(s)Δs −
∫+∞

t

X(t)(I − P0)X
−1(σ(s))f(s)Δs

=

∫ t

−∞
e−6(t, σ(s))

(

1 0

0 1

)(

sin
√
3s

cos
√
2s

)

Δs.

(4.19)

5. Almost Periodic Solutions to a Nonlinear Dynamic Equation on
Time Scales

As an application of our results obtained in the previous sections, in this section, we consider
the following dynamic equation with delays on almost periodic time scale T:

xΔ(t) = A(t)x(t) +
n
∑

i=1

f(t, x(t − τi(t))). (5.1)

Theorem 5.1. Suppose that the following hold:

(H2) A(t) is an almost periodic matrix function on T, for every i = 1, 2, . . . , n, τi(t) is almost pe-
riodic on T, t − τi(t) ∈ T, for t ∈ T, and f ∈ C(T × R

n, R
n) is almost periodic uniformly

in t for x ∈ R
n;

(H1) x
Δ(t) = A(t)x(t) admits an exponential dichotomy on T with positive constantsK and α.;

(H2) There existsM < α/(2 + µα)Kn such that |f(t, x) − f(t, y)| ≤ M|x − y| for t ∈ T, x, y ∈
R

n.

Then system (5.1) has a unique almost periodic solution.

Proof. For any ϕ ∈ AP(T), consider the following equation:

xΔ(t) = A(t)x(t) +
n
∑

i=1

f
(

t, ϕ(t − τi(t))
)

. (5.2)

According to Theorem 4.19, (5.2) has a unique solution Tϕ ∈ AP(T) and

Tϕ(t) =

∫ t

−∞
X(t)PX−1(σ(s))

n
∑

i=1

f
(

s, ϕ(s − τi(s))
)

Δs

−
∫+∞

t

X(t)(I − P)X−1(σ(s))
n
∑

i=1

f
(

s, ϕ(s − τi(s))
)

Δs.

(5.3)



Abstract and Applied Analysis 21

Define a mapping T : AP(T) → AP(T) by setting (Tϕ)(t) = xϕ(t), for all x ∈ AP(T). From
(H1), we have

∣

∣

∣X(t)PX−1(s)
∣

∣

∣ ≤ Ke⊖α(t, s), s, t ∈ T, t ≥ s,

∣

∣

∣X(t)(I − P)X−1(s)
∣

∣

∣ ≤ Ke⊖α(s, t), s, t ∈ T, t ≤ s.

(5.4)

For any ϕ, ψ ∈ AP(T), we have

∥

∥Tϕ − Tψ
∥

∥ ≤
∫ t

−∞
X(t)PX−1(σ(s))

n
∑

i=1

∣

∣f
(

s, ϕ(s − τi(s))
)

− f
(

s, ψ(s − τi(s))
)∣

∣Δs

−
∫+∞

t

X(t)(I − P)X−1(σ(s))
n
∑

i=1

∣

∣f
(

s, ϕ(s − τi(s))
)

− f
(

s, ψ(s − τi(s))
)∣

∣Δs

≤
[

∫ t

−∞
K⊖α(t, σ(s))Δs +

∫+∞

t

K⊖α(σ(s), t)Δs

]

n
∑

i=1

M
∥

∥ϕ − ψ
∥

∥

≤ 2 + µα

α
KnM

∥

∥ϕ − ψ
∥

∥,

(5.5)

where µ = supt∈T
µ(t). Since (H2), T is a contractive operator. Therefore, (5.1) has a unique

almost periodic solution.
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[20] G. M. N’Guérékata, Almost Automorphic and Almost Periodic Functions in Abstract Spaces, Kluwer Aca-

demic/Plenum Publishers, New York, NY, USA, 2001.
[21] C. Zhang, Almost Periodic Type Functions and Ergodicity, Science Press, Beijing, China, 2003.
[22] C. Y. Zhang, “Pseudo-almost-periodic solutions of some differential equations,” Journal of Mathemati-

cal Analysis and Applications, vol. 181, no. 1, pp. 62–76, 1994.
[23] A. M. Fink and J. A. Gatica, “Positive almost periodic solutions of some delay integral equations,”

Journal of Differential Equations, vol. 83, no. 1, pp. 166–178, 1990.
[24] Y. Hino, T. Naito, Nguyen Van Minh, and J. S. Shin, Almost Periodic Solutions of Differential Equations in

Banach Spaces, vol. 15, Taylor & Francis, London, UK, 2002.
[25] T. Caraballo and D. Cheban, “Almost periodic and almost automorphic solutions of linear differen-

tial/difference equations without Favard’s separation condition. I,” Journal of Differential Equations,
vol. 246, no. 1, pp. 108–128, 2009.

[26] N. Boukli-Hacene and K. Ezzinbi, “Weighted pseudo almost periodic solutions for some partial func-
tional differential equations,” Nonlinear Analysis. Theory, Methods & Applications, vol. 71, no. 9, pp.
3612–3621, 2009.

[27] E. H. A. Dads, P. Cieutat, and K. Ezzinbi, “The existence of pseudo-almost periodic solutions for some
nonlinear differential equations in Banach spaces,” Nonlinear Analysis. Theory, Methods & Applications,
vol. 69, no. 4, pp. 1325–1342, 2008.

[28] Y. Li and T. Zhang, “Permanence and almost periodic sequence solution for a discrete delay logistic
equation with feedback control,” Nonlinear Analysis. Real World Applications, vol. 12, no. 3, pp. 1850–
1864, 2011.

[29] Y. Li and X. Fan, “Existence and globally exponential stability of almost periodic solution for Cohen-
Grossberg BAM neural networks with variable coefficients,” Applied Mathematical Modelling, vol. 33,
no. 4, pp. 2114–2120, 2009.

[30] J. B. Conway, A course in Functional Analysis, vol. 96 of Graduate Texts in Mathematics, Springer, New
York, NY, USA, 1985.

[31] J. Zhang,M. Fan, andH. Zhu, “Existence and roughness of exponential dichotomies of linear dynamic
equations on time scales,” Computers & Mathematics with Applications, vol. 59, no. 8, pp. 2658–2675,
2010.



Submit your manuscripts at

http://www.hindawi.com

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Problems 
in Engineering

Hindawi Publishing Corporation
http://www.hindawi.com

Differential Equations
International Journal of

Volume 2014

Applied Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Probability and Statistics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Mathematical Physics
Advances in

Complex Analysis
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Optimization
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Combinatorics
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Operations Research
Advances in

Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Function Spaces

Abstract and 
Applied Analysis
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

International 
Journal of 
Mathematics and 
Mathematical 
Sciences

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Algebra

Discrete Dynamics in 
Nature and Society

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Decision Sciences
Advances in

Discrete Mathematics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014 Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Stochastic Analysis
International Journal of


