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## 1. Introduction

The spaces with which we shall deal in this paper are Banach spaces, that is, linear, metric, complete, normed spaces, which possess in addition a certain property of convexity of the norm. Expressed in geometrical terms this property is simple: it is that the mid-point of a variable chord of the unit sphere of the space cannot approach the surface of the sphere unless the length of the chord goes to zero. Additional interest is given to the notion by the fact that, as we shall prove, the well known spaces $L_{p}$ and $l_{p}$ possess this property for $p$ exceeding unity.

Several writers $\ddagger$ have considered the problem of defining an integral of a function whose domain is in Euclidean space (or even a more general space) and whose range lies in a Banach space. Bochner§ has pointed out that such a function may be absolutely continuous without being an integral in his sense, or indeed without being differentiable at any point. We shall prove that if the range space is uniformly convex in our sense such phenomena do not occur, and that for these spaces the situation is quite analogous to the theory for ordinary complex functions.

## 2. UnIformly convex spaces

Let $B$ denote a Banach space, with elements $x, y, \cdots$. We denote the norm of an element $x$ by $\|x\|$.

Definition 1. A Banach space $B$ will be said to be uniformly convex if to each $\epsilon, 0<\epsilon \leqq 2$, there corresponds a $\delta(\epsilon)>0$ such that the conditions

$$
\|x\|=\|y\|=1, \quad\|x-y\| \geqq \epsilon
$$

[^0]imply
$$
\left\|\frac{x+y}{2}\right\| \leqq 1-\delta(\epsilon) .
$$

We remark that Euclidean spaces of all dimensions, Hilbert space, and hyper-Hilbert spaces,* are all uniformly convex. This follows, for example, from the identity

$$
\begin{equation*}
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right) \tag{1}
\end{equation*}
$$

which is known $\dagger$ to be characteristic of such spaces.
We shall need to recall the definition of the product $\ddagger$ of a finite number of Banach spaces. Let $B_{1}, B_{2}, \cdots, B_{k}$ be $k$ Banach spaces with elements $x^{1}, x^{2}, \cdots, x^{k}$. The product space $B=B_{1} \times B_{2} \times \cdots \times B_{k}$ is defined as the set of all ordered $k$-tuples $x=\left(x^{1}, x^{2}, \cdots, x^{k}\right)$, where addition and complex multiplication are defined in obvious fashion, and where the norm of the elements $x$ of $B$ is required, in addition to the usual properties, to have the property that $\|x\| \rightarrow 0$ is equivalent to $\left\|x^{i}\right\| \rightarrow 0(i=1,2, \cdots, k) . B$ is also a Banach space.

It is clear that the product of uniformly convex Banach spaces is not in general uniformly convex unless we require something more of the norm in the product space. In our first theorem we lay down a condition sufficient for this.

Let $N\left(a_{1}, a_{2}, \cdots, a_{k}\right)$ be a non-negative continuous function of the nonnegative variables $a_{i}$. We say that $N$ is
(a) homogeneous, if for $c \geqq 0$,

$$
N\left(c a_{1}, c a_{2}, \cdots, c a_{k}\right)=c N\left(a_{1}, a_{2}, \cdots, a_{k}\right)
$$

(b) strictly convex, if

$$
N\left(a_{1}+b_{1}, a_{2}+b_{2}, \cdots, a_{k}+b_{k}\right)<N\left(a_{1}, a_{2}, \cdots, a_{k}\right)+N\left(b_{1}, b_{2}, \cdots, b_{k}\right)
$$

unless $a_{i}=c b_{i}(i=1,2, \cdots, k)$. In the latter case we have equality by condition (a);
(c) strictly increasing, if it is strictly increasing in each variable separately.

A familiar example of a function $N$ satisfying these conditions is

[^1]$N=\left(\sum_{i=1}^{k} a_{i}^{p}\right)^{1 / p}(p>1)$; here condition (b) becomes the inequality of Minkowski.*

Suppose now that a finite number of Banach spaces, $B_{1}, B_{2}, \cdots, B_{k}$ are given, and that $B$ is their product. We shall call $B$ a uniformly convex product of the $B_{i}$ if the norm of an element $x=\left(x^{1}, x^{2}, \cdots, x^{k}\right)$ of $B$ is defined by

$$
\|x\|=N\left(\left\|x^{1}\right\|,\left\|x^{2}\right\|, \cdots,\left\|x^{k}\right\|\right)
$$

where $N$ is a continuous non-negative function satisfying the conditions (a)-(c).

We now prove
Theorem 1. The uniformly convex product of a finite number of uniformly convex Banach spaces is uniformly convex. $\dagger$

We see at once that the norm thus defined satisfies the usual rules, including the triangle inequality. Let $B=B_{1} \times B_{2} \times \cdots \times B_{k}$, and let $\left\{x_{i}\right\}=\left\{\left(x_{i}^{1}, x_{i}^{2}, \cdots, x_{i}^{k}\right)\right\},\left\{y_{i}\right\}=\left\{\left(y_{i}^{1}, y_{i}^{2}, \cdots, y_{i}^{k}\right)\right\}$ be two sequences of points of $B$ such that $\left\|x_{i}\right\|=\left\|y_{i}\right\|=1,\left\|x_{i}+y_{i}\right\| \rightarrow 2$ as $i \rightarrow \infty$. We must show that $\left\|x_{i}-y_{i}\right\| \rightarrow 0$.

In the first place we assert that $\lim _{i \rightarrow \infty}\left(\left\|x_{i}^{j}\right\|-\left\|y_{i}^{j}\right\|\right)=0(j=1,2, \cdots, k)$. Indeed, we have, using conditions (a)-(c),

$$
\begin{aligned}
\left\|x_{i}+y_{i}\right\| & =N\left(\left\|x_{i}{ }^{1}+y_{i}{ }^{1}\right\|, \cdots,\left\|x_{i}{ }^{k}+y_{i}{ }^{k}\right\|\right) \\
& \leqq N\left(\left\|x_{i}{ }^{1}\right\|+\left\|y_{i}{ }^{1}\right\|, \cdots,\left\|x_{i}{ }^{k}\right\|+\left\|y_{i}{ }^{k}\right\|\right) \\
& \leqq N\left(\left\|x_{i}{ }^{1}\right\|, \cdots,\left\|x_{i}^{k}\right\|\right)+N\left(\left\|y_{i}{ }^{1}\right\|, \cdots,\left\|y_{i}^{k}\right\|\right) \\
& =\left\|x_{i}\right\|+\left\|y_{i}\right\|=2
\end{aligned}
$$

so that

$$
N\left(\left\|x_{i}^{l}\right\|+\left\|y_{i}^{l}\right\|, \cdots,\left\|x_{i}^{k}\right\|+\left\|y_{i}^{k}\right\|\right) \rightarrow 2
$$

Now the last expression is $<2$ unless $\left\|x_{i}{ }^{i}\right\|=\left\|y_{i}^{j}\right\|(j=1,2, \cdots, k)$ by (b) and our normalization; by the continuity of $N$ our above assertion then follows.

Assume that $\left\|x_{i}-y_{i}\right\|$ does not $\rightarrow 0$. We may then by selecting an appropriate subsequence of $i$ 's assume that

[^2]\[

\left\{$$
\begin{array}{l}
\lim _{i \rightarrow \infty}\left\|x_{i}-y_{i}\right\|=\alpha>0 ;  \tag{2}\\
\lim _{i \rightarrow \infty}\left\|x_{i}{ }^{i}\right\|=\lim _{i \rightarrow \infty}\left\|y_{i}{ }^{i}\right\|=\beta_{i} \\
\lim _{i \rightarrow \infty}\left\|x_{i}{ }^{1}-y_{i}{ }^{1}\right\|=\gamma>0 ; \\
\left\|x_{i}\right\|>0, \quad\left\|y_{i}\right\|>0
\end{array}
$$ \quad(j=1,2, \cdots, k) ;\right.
\]

Set

$$
\begin{aligned}
w_{i} & =\beta_{1} x_{i} / /\left\|x_{i}^{I}\right\|, \\
z_{i} & =\beta_{1} y_{i}^{1} /\left\|y_{i}^{1}\right\| .
\end{aligned}
$$

Then

$$
\lim _{i \rightarrow \infty}\left\|w_{i}-x_{i}^{1}\right\|=\lim _{i \rightarrow \infty}\left\|z_{i}-y_{i}^{i}\right\|=0,
$$

so that

$$
\lim _{i \rightarrow \infty}\left\|w_{i}-z_{i}\right\|=\gamma
$$

Then since $B_{1}$ is uniformly convex,

$$
\lim _{i \rightarrow \infty} \sup _{i \rightarrow w_{i}}+z_{i} \|<2 \beta_{1},
$$

and hence

$$
\lim _{i \rightarrow \infty} \sup \left\|x_{i}{ }^{1}+y_{i}{ }^{1}\right\|<2 \beta_{1} .
$$

Since by (2)

$$
\limsup _{i \rightarrow \infty}\left\|x_{i}^{j}+y_{i}{ }^{j}\right\| \leqq 2 \beta_{j} \quad(j=2,3, \cdots, k),
$$

it follows that

$$
\begin{aligned}
\limsup _{i \rightarrow \infty}\left\|x_{i}+y_{i}\right\| & \leqq N\left(\limsup _{i \rightarrow \infty}\left\|x_{i}{ }^{1}+y_{i}{ }^{1}\right\|, \cdots, \limsup _{i \rightarrow \infty}\left\|x_{i}^{k}+y_{i}^{k}\right\|\right) \\
& <N\left(2 \beta_{1}, \cdots \quad 2 \beta_{k}\right)=2 N\left(\beta_{1}, \cdots, \beta_{k}\right)=2
\end{aligned}
$$

from which contradiction of our assumption the theorem follows.

$$
\text { 3. Spaces } L_{p} \text { AND } l_{p}(p>1)
$$

We might now attempt to prove the uniform convexity of space $l_{p}$ by extending the argument of Theorem 1 to an infinite number of factors. We prefer to prove this fact and the corresponding statement for $L_{p}$ by exhibiting a set of inequalities for these spaces which are in close analogy with the identity (1). We collect these in

Theorem 2. For space $L_{p}$ or $l_{p}$, with $p \geqq 2$, the following inequalities between the norms of two arbitrary elements $x$ and $y$ of the space are valid (here $q$ is the conjugate index, $q=p /(p-1))$ :

$$
\begin{align*}
& 2\left(\|x\|^{p}+\|y\|^{p}\right) \leqq\|x+y\|^{p}+\|x-y\|^{p} \leqq 2^{p-1}\left(\|x\|^{p}+\|y\|^{p}\right) ;  \tag{3}\\
& 2\left(\|x\|^{p}+\|y\|^{p}\right)^{q-1} \leqq\|x+y\|^{q}+\|x-y\|^{q} ;  \tag{4}\\
& \quad\|x+y\|^{p}+\|x-y\|^{p} \leqq 2\left(\|x\|^{q}+\|y\|^{q}\right)^{p-1} . \tag{5}
\end{align*}
$$

For $1<p \leqq 2$ these inequalities hold in the reverse sense.
We first point out that for all values of $p$ the right-hand side of (3) is equivalent to the left-hand side, while (4) is equivalent to (5); to see this, set $x+y=\xi, x-y=\eta$ and reduce. We make full use of this fact in proving the theorem.

Proof of (4). First consider $1<p \leqq 2$. We commence by showing that for $x, y$, any two complex numbers, we have

$$
\begin{equation*}
|x+y|^{q}+|x-y|^{q} \leqq 2\left(|x|^{p}+|y|^{p}\right)^{q-1} . \tag{6}
\end{equation*}
$$

To prove this, assume that $|x| \geqq|y|$, and divide (6) by $|x|^{\text {a }}$, reducing (6) to*

$$
\begin{equation*}
|1+c|^{q}+|1-c|^{q} \leqq 2\left(1+|c|^{p}\right)^{q-1}, \tag{7}
\end{equation*}
$$

with $|c| \leqq 1$. Setting $c=\rho e^{i \theta}$, we see by elementary calculus methods that it suffices to consider $\theta=0$; i.e., $0 \leqq c \leqq 1$; (7) is trivial for $c=0$ or $c=1$, so we need only consider $0<c<1$. Making the further transformation $c=(1-z) /(1+z)$ (so that $0<z<1)$ we reduce (7) to the form

$$
S \equiv \frac{1}{2}\left\{(1+z)^{p}+(1-z)^{p}\right\}-\left(1+z^{q}\right)^{p-1} \geqq 0 .
$$

Expanding each term of $S$ in its Taylor's series, we have

$$
\begin{aligned}
\frac{1}{2}\left\{(1+z)^{p}+(1-z)^{p}\right\}=1 & +\frac{p(p-1)}{2!} z^{2}+\frac{p(p-1)(2-p)(3-p)}{4!} z^{4}+\cdots \\
& +\frac{p(p-1)(2-p) \cdots(2 k-1-p)}{(2 k)!} z^{2 k}+\cdots ; \\
\left(1+z^{q}\right)^{p-1}= & 1+(p-1) z^{q}-\frac{(p-1)(2-p)}{2!} z^{2 q}+\cdots \\
& +\frac{(p-1)(2-p) \cdots(2 k-1-p)}{(2 k-1)!} z^{(2 k-1) q} \\
& -\frac{(p-1)(2-p) \cdots(2 k-p)}{(2 k)!} z^{2 k q}+\cdots
\end{aligned}
$$

[^3]Hence

$$
\begin{aligned}
S= & \sum_{k=1}^{\infty}\left[\frac{p(p-1)(2-p) \cdots(2 k-1-p)}{(2 k)!} z^{2 k}\right. \\
& \quad-\frac{(p-1)(2-p) \cdots(2 k-1-p)}{(2 k-1)!} z^{(2 k-1) q} \\
& \left.\quad+\frac{(p-1)(2-p) \cdots(2 k-p)}{(2 k)!} z^{2 k q}\right] \\
= & \sum_{k=1}^{\infty} \frac{(2-p)(3-p) \cdots(2 k-p)}{(2 k-1)!} z^{2 k}\left[\frac{1-z^{(2 k-p) /(p-1)}}{(2 k-p) /(p-1)}-\frac{1-z^{2 k /(p-1)}}{2 k /(p-1)}\right] .
\end{aligned}
$$

But $\left(1-z^{t}\right) / t$, for $t>0$ and $0<z<1$, is a decreasing function of $t$; hence the series for $S$ has non-negative terms, and (7) is established.

Turning now to the proof of (4), we consider first space $l_{p}$. Let the two elements considered be $x=\left(x_{1}, x_{2}, \cdots\right), y=\left(y_{1}, y_{2}, \cdots\right)$; (4) states that

$$
\begin{align*}
{\left[\sum_{i=1}^{\infty}\left|x_{i}+y_{i}\right|^{p}\right]^{q / p}+} & {\left[\sum_{i=1}^{\infty}\left|x_{i}-y_{i}\right|^{p}\right]^{q / p} } \\
& \leqq 2\left[\sum_{i=1}^{\infty}\left(\left|x_{i}\right|^{p}+\left|y_{i}\right|^{p}\right)\right]^{q-1} \tag{8}
\end{align*}
$$

Now one form of Minkowski's Inequality states that if $A_{i}, B_{i}$ are any two sets of non-negative numbers, finite or infinite in number, and $0<s \leqq 1$, then

$$
\left(\sum A_{i}^{s}\right)^{1 / s}+\left(\sum B_{i}^{s}\right)^{1 / s} \leqq\left(\sum\left(A_{i}+B_{i}\right)^{s}\right)^{1 / s}
$$

proper account being taken of convergence. Setting

$$
\frac{p}{q}=s, \quad\left|x_{i}+y_{i}\right|^{q}=A_{i}, \quad\left|x_{i}-y_{i}\right|^{q}=B_{i}
$$

we infer that the left side of (8) is

$$
\leqq\left[\sum_{i=1}^{\infty}\left(\left|x_{i}+y_{i}\right|^{q}+\left|x_{i}-y_{i}\right|^{q}\right)^{p / q}\right]^{q / p}
$$

which by (6) is

$$
\leqq\left[\sum_{i=1}^{\infty}\left(2\left\{\left|x_{i}\right|^{p}+\left|y_{i}\right|^{p}\right\}^{q / p}\right)^{p / q}\right]^{q / p}=\left[\sum_{i=1}^{\infty} 2^{p / q}\left\{\left|x_{i}\right|^{p}+\left|y_{i}\right|^{p}\right\}\right]^{q / p} .
$$

Since $q / p=q-1$, this is our result; (4), then, stands proved for $l_{p}(1<p \leqq 2)$.
To extend this result to space $L_{p}(1<p \leqq 2)$, let $[0,1]$ be the interval over which the functions of our space are to be defined. We consider first two func-
tions $x(t), y(t)$ which are step functions on a division of $[0,1]$ into equal parts. It is readily verified that for such functions the relation (4) reduces to the $l_{p}$ case already treated, and as these functions form a dense set in $L_{p}$ the result follows by continuity of the norm.

Consider now (4) for $p>2$. Again let $x, y$ be any two elements of $l_{p}$; the relation which we must prove is (8) with the sense reversed. Letting $A_{i}, B_{i}$, and $s$ have the same values as above, and again applying Minkowski's Inequality, which is now reversed in sense since $s$ exceeds 1 , we conclude that the left side of (8) is

$$
\begin{equation*}
\geqq\left[\sum_{i=1}^{\infty}\left(\left|x_{i}+y_{i}\right|^{q}+\left|x_{i}-y_{i}\right|^{q}\right)^{p / q}\right]^{q / p} . \tag{9}
\end{equation*}
$$

Now (5) (or its equivalent, (4)) has already been proved for $p<2$; hence employing it for complex numbers we have that for $p>2$,

$$
\left|x_{i}+y_{i}\right|^{q}+\left|x_{i}-y_{i}\right|^{q} \geqq 2\left(\left|x_{i}\right|^{p}+\left|y_{i}\right|^{p}\right)^{q-1} .
$$

From this we have that (9) is

$$
\geqq\left[\sum_{i=1}^{\infty}\left(2\left\{\left|x_{i}\right|^{p}+\left|y_{i}\right|^{p}\right\}^{q-1}\right)^{p / q}\right]^{q / p}=2\left[\sum_{i=1}^{\infty}\left(\left|x_{i}\right|^{p}+\left|y_{i}\right|^{p}\right)\right]^{q-1},
$$

our result for $l_{p}$. The passage to space $L_{p}$ is carried out exactly as in the case for $1<p \leqq 2$, with which the demonstration of relations (4) and (5) is complete.

Proof of (3). We take $p \geqq 2$, and consider the right-hand inequality. We show that this is implied by (5): that for $a, b \geqq 0$ we have

$$
\begin{equation*}
2\left(a^{q}+b^{q}\right)^{p-1} \leqq 2^{p-1}\left(a^{p}+b^{p}\right) \tag{10}
\end{equation*}
$$

For suppose $a \leqq b>0$, which entails no real loss of generality; dividing (10) by $b^{q(p-1)}=b^{p}$ we obtain

$$
2\left(c^{q}+1\right)^{p-1} \leqq 2^{p-1}\left(c^{p}+1\right) \quad(0 \leqq c \leqq 1)
$$

or

$$
2^{p-2} \frac{c^{p}+1}{\left(c^{q}+1\right)^{p-1}} \geqq 1,
$$

which, being raised to the power $1 / p$, gives

$$
H(c) \equiv 2^{(p-2) / p} \frac{\left(c^{p}+1\right)^{1 / p}}{\left(c^{q}+1\right)^{1 / q}} \geqq 1 .
$$

$H(1)=1$, and the result then follows by noting that $d H / d c$ is $<0$ for the in-
terval considered. For $1<p \leqq 2$ the inequality (10) holds in the reverse sense, the proof being identical. This completes the proof of Theorem 2.

Corollary. For $p>1$ the spaces $L_{p}$ and $l_{p}$ are uniformly convex.
It is of some interest to compute the function $\delta(\epsilon)$ of Definition 1 explicitly in this case. Consider $p \geqq 2$, and set $\|x\|=\|y\|=1$ in (3);

$$
\|x+y\|^{p}+\|x-y\|^{p} \leqq 2^{p} .
$$

Then if $\|x-y\| \geqq \epsilon(0<\epsilon \leqq 2)$, we see that

$$
\left\|\frac{x+y}{2}\right\| \leqq\left[1-\left(\frac{\epsilon}{2}\right)^{p}\right]^{1 / p},
$$

so that an admissible value for $\delta(\epsilon)$ is $1-\left[1-(\epsilon / 2)^{p}\right]^{1 / p}$. For $1<p \leqq 2$, we have $\delta(\epsilon)=1-\left[1-(\epsilon / 2)^{q}\right]^{1 / q}$, by (4).

## 4. A "Strong" triangle relation

For uniformly convex spaces the ordinary "triangular inequality," which states that if $y=\sum_{i-1}^{k} x_{i}$ then $\|y\| \leqq \sum_{i=1}^{k}\left\|x_{i}\right\|$, can be replaced by a considerably stronger inequality.

For two non-vanishing vectors, $x$ and $y$, of the space $B$, we define a generalized "angle" between the vectors, which we denote by $\alpha[x, y]$, as follows:

$$
\alpha[x, y]=\left\|\frac{x}{\|x\|}-\frac{y}{\|y\|}\right\| .
$$

We note the following properties of $\alpha$ :
(i) $\alpha[x, y]=\alpha[y, x] ; 0 \leqq \alpha[x, y] \leqq 2$.
(ii) $\alpha[x, y] \leqq \alpha[x, z]+\alpha[z, y]$.
(iii) $\alpha[x, y]=0$ is equivalent to the condition $y=c x(c>0)$.

We now state our inequality in
Theorem 3. Let $x_{1}, x_{2}, \cdots, x_{k}, y$ be non-vanishing elements of $B$, a uniformly convex Banach space, with

$$
y=\sum_{i=1}^{k} x_{i} .
$$

Let $\alpha_{i}=\alpha\left[x_{i}, y\right](i=1,2, \cdots, k)$. Then

$$
\begin{equation*}
\|y\| \leqq \sum_{i=1}^{k}\left[1-2 \delta\left(\alpha_{i}\right)\right]\left\|x_{i}\right\|, \tag{11}
\end{equation*}
$$

where $\delta$ is the function of Definition 1 , and $\delta(0)=0$.

Since for each $i$ we have

$$
\left\|\frac{x_{i}}{\left\|x_{i}\right\|}-\frac{y}{\|y\|}\right\|=\alpha_{i}
$$

then by Definition 1, for each $i$,

$$
\left\|\frac{x_{i}}{\left\|x_{i}\right\|}+\frac{y}{\|y\|}\right\| \leqq 2-2 \delta\left(\alpha_{i}\right)
$$

or

$$
\left\|\|y\| x_{i}+\right\| x_{i}\|y\| \leqq\left(2-2 \delta\left(\alpha_{i}\right)\right)\left\|x_{i}\right\|\|y\| ;
$$

summing these inequalities over $i$, we obtain

$$
\sum_{i=1}^{k}\| \| y\left\|x_{i}+\right\| x_{i}\|y\| \leqq \sum_{i=1}^{k}\left(2-2 \delta\left(\alpha_{i}\right)\right)\left\|x_{i}\right\|\|y\|
$$

If we replace the sum of norms on the left by the norm of the sum, this becomes

$$
\left\|\|y\| y+y \sum_{i=1}^{k}\right\| x_{i}\| \| \leqq\|y\| \sum_{i=1}^{k}\left(2-2 \delta\left(\alpha_{i}\right)\right)\left\|x_{i}\right\|,
$$

or, since the left side equals $\|y\|\left(\|y\|+\sum_{i=1}^{k}\left\|x_{i}\right\|\right)$,

$$
\|y\|+\sum_{i=1}^{k}\left\|x_{i}\right\| \leqq 2 \sum_{i=1}^{k}\left\|x_{i}\right\|-2 \sum_{i=1}^{k} \delta\left(\alpha_{i}\right)\left\|x_{i}\right\|
$$

Rearranging the terms we have the inequality of the theorem.
It will be noticed that in a uniformly convex space, if the sum of the lengths of two sides of a triangle is equal to the length of the third side, the triangle is degenerate, and conversely; ${ }^{*}$ that is, if $x$ and $y$ are $\neq 0$, and $\|x+y\|=\|x\|+\|y\|$, then $x=c y(c>0)$ : this statement is a consequence of (11) and (iii). We can show from this that in Definition 1 the value of $\delta(2)$ may be assumed to be 1 . Indeed, suppose that $\|x\|=\|y\|=1$, and $\|x-y\|=2$. Then

$$
\|x+(-y)\|=\|x\|+\|-y\| ;
$$

hence by the property just noted, $x=-y$, and the value $\delta(2)=1$ is admissible. We can now state as a further property of the function $\alpha[x, y]$ that
(iv) $\alpha[x, y]=2$ is equivalent to the condition $y=c x(c<0)$.

Using the particular value of $\delta(\epsilon)$ obtained above for $L_{p}\left[l_{p}\right]$ we have the following strengthening of Minkowski's Inequality:

[^4]Corollary. Let $x_{1}, x_{2}, \cdots, x_{k}, y$ be non-vanishing elements of $L_{p}$ or $l_{p}$ $(p \geqq 2), y=\sum_{i=1}^{k} x_{i}$. If $\alpha_{i}=\alpha\left[x_{i}, y\right]$, then

$$
\begin{equation*}
\|y\| \leqq \sum_{i=1}^{k}\left[2\left(1-\left(\alpha_{i} / 2\right)^{p}\right)^{1 / p}-1\right]\left\|x_{i}\right\| . \tag{12}
\end{equation*}
$$

For $1<p \leqq 2, p$ must be replaced by $q$ in this inequality.
We point out that in inequalities (11) and (12) the factors associated with the $\left\|x_{i}\right\|$ may assume any values between -1 and 1 inclusive. These relations are obviously reminiscent of the corresponding relation between vectors in the Euclidean plane, $\|y\|=\sum \cos a_{i}\left\|x_{i}\right\|, a_{i}=$ angle between the vectors $x_{i}$ and $y$.

For use in a later argument we state the following corollary to Theorem 3.
Corollary. Let $y, x_{1}, x_{2}, \cdots, x_{k}, w_{1}, \cdots, w_{2}$ be non-vanishing elements of a uniformly convex space, with $y=\sum_{i=1}^{k} x_{i}+\sum_{i=1}^{l} w_{i}$, and with $\alpha\left[x_{i}, y\right]>\epsilon>0$ $(i=1,2, \cdots, k)$. Then

$$
\sum_{i=1}^{k}\left\|x_{i}\right\| \leqq \frac{1}{2 \delta(\epsilon)}\left(\sum_{i=1}^{k}\left\|x_{i}\right\|+\sum_{i=1}^{l}\left\|w_{i}\right\|-\|y\|\right) .
$$

This follows immediately from

$$
\|y\| \leqq \sum_{i=1}^{k}(1-2 \delta(\epsilon))\left\|x_{i}\right\|+\sum_{i=1}^{l}\left\|w_{i}\right\| ;
$$

which itself is implied by Theorem 3.

## 5. Functions from a euclidean to a uniformly convex space

A function of bounded variation from a Euclidean space into a uniformly convex Banach space is differentiable at almost all points; we shall formulate and prove this statement in precise fashion as our next theorem. As we have noted above, Bochner has shown that this theorem is not true for Banach spaces in general. Bochner's example is a function from one-dimensional Euclidean space into $M$, the space of bounded functions. The following example, in which the range space is taken to be space $L$, the space of all summable functions $f(s)$ on the interval $0 \leqq s \leqq 1$, shows that this phenomenon may still occur in separable spaces.

To each point $t, 0 \leqq t \leqq 1$, let correspond the element $\phi_{t} \epsilon L$ defined as follows:

$$
\phi_{t}=\phi_{t}(s)= \begin{cases}1 & (s \leqq t), \\ 0 & (s>t) .\end{cases}
$$

The reader will easily verify that the norm in $L$ of the difference quotient

$$
\Delta(h, t)=\frac{\phi_{t+h}-\phi_{t}}{h}
$$

is identically equal to unity, and hence that the point function $\phi_{t}$, since it satisfies a Lipschitz condition, is of bounded variation and indeed is absolutely continuous. However, as $h \rightarrow 0, \Delta(h, t)$ approaches no element of $L$ even in the weak sense,* and hence $\phi_{t}$ has no (strong) derivative at any point; that is, $\lim _{h \rightarrow 0} \Delta(h, t)$ does not exist.

In our proof of the abstract form of the Lebesgue theorem we employ the terminology and definitions of Saks. $\dagger$ The basic method of the proof, however, is contained in a proof of Tonellił that rectifiable plane curves admit tangents almost everywhere.

We recall a few definitions.
By an interval of the $n$-dimensional Euclidean space $\varepsilon_{n}$ is meant the set of points ( $x_{1}, x_{2}, \cdots, x_{n}$ ) satisfying the inequalities $a_{i} \leqq x_{i} \leqq b_{i}$, where ( $a_{i}, b_{i}$ ) are $n$ number pairs with $a_{i}<b_{i}$. In case all $b_{i}-a_{i}$ are equal, the interval is called a cube, and will always be denoted by $I$. By an elementary figure, $R$, is meant the sum of a finite number of intervals (or the null set). In order that the set of elementary figures may be closed under our manipulations, the notions of difference and intersection of two figures, denoted symbolically by $\Theta$ and $\odot$, are defined as

$$
\begin{aligned}
& R_{1} \ominus R_{2}=\overline{\left(R_{1}-R_{2}\right)^{0}}, \\
& R_{1} \odot R_{2}=\overline{\left(\overline{\left.R_{1} \cdot R_{2}\right)^{0}},\right.}
\end{aligned}
$$

where $E^{0}, \bar{E}$ denote the interior and closure respectively of the set $E$. We denote the measure of the figure by $|R|$.

A function $F(R)$ which makes correspond to each elementary figure, contained in a fixed figure $R_{0}$, an element in a linear space, is called additive if

$$
F\left(R_{1}+R_{2}\right)=F\left(R_{1}\right)+F\left(R_{2}\right)
$$

whenever $R_{1}$ and $R_{2}$ are non-overlapping; that is, the set $R_{1} \cdot R_{2}$ is of measure zero. $F(R)$ is said to be of bounded variation in $R_{0}$ if for any finite set of nonoverlapping figures in $R_{0}: R_{1}, R_{2}, \cdots, R_{k}$, the sum $\sum_{i=1}^{k}\left\|F\left(R_{i}\right)\right\|$ is less than a fixed bound. $F(R)$ is absolutely continuous§ in $R_{0}$ if given $\epsilon>0$ there corresponds a $\delta_{\epsilon}>0$ such that if $|R|<\delta_{\epsilon}$, then $\|F(R)\|<\epsilon$.

[^5]Finally, $F(R)$ is said to be differentiable at a point $p$ if the limit

$$
F^{\prime}(p)=\lim _{|I| \rightarrow 0} \frac{F(I)}{|I|}
$$

exists, where $I$ is an arbitrary cube containing $p$.
Theorem 4. Let $F(R)$ be an additive function of elementary figures, defined for the figures within a fixed figure $R_{0}$, and assuming values in a uniformly convex Banach space $B$. Let $F$ be of bounded variation in $R_{0}$. Then $F$ is differentiable almost everywhere in $R_{0}$.

We first note that in proving the existence of $F^{\prime}(p)$ we may without loss of generality consider only those functions $F(R)$ such that

$$
\begin{equation*}
\|F(R)\| \geqq|R| \tag{13}
\end{equation*}
$$

for all $R$. Indeed, we have to prove that

$$
\begin{equation*}
\lim _{|I| \rightarrow 0} \frac{F(I)}{|I|} \tag{14}
\end{equation*}
$$

exists, where $I$ is an arbitrary cube containing the point $p$. Let $B_{1}=B \times \mathcal{E}_{1}$, where $\|(x, t)\|=\left[\|x\|^{2}+t^{2}\right]^{1 / 2}$, and consider the function of figures $F_{1}(R)$ $=(F(R),|R|)$, whose range is in $B_{1}$. The function $F_{1}$ satisfies our conditions, since $B_{1}$ is uniformly convex by Theorem 1, and also (13); hence, assuming the theorem proved in this case, we have almost everywhere that

$$
F_{1}^{\prime}(p)=\lim _{|I| \rightarrow 0} \frac{(F(I),|I|)}{|I|}
$$

exists. This, however, implies the existence of (14), which justifies our.preliminary remark.

We first show that the limit

$$
\begin{equation*}
\lim _{|I| \rightarrow 0} \frac{F(I)}{\|F(I)\|} \tag{15}
\end{equation*}
$$

exists for almost all $p$.
Given a point $p$, and $\epsilon>0$, we define

$$
A(p, \epsilon)=\sup \alpha\left[F(I), F\left(I^{\prime}\right)\right]
$$

where $I, I^{\prime}$ are arbitrary cubes with measure less than $\epsilon$ containing $p$. Let $A(p)=\lim _{\epsilon \rightarrow 0} A(p, \epsilon)$. A necessary and sufficient condition that (15) exist is that $A(p)=0$.

Let $\epsilon, \epsilon^{\prime}>0$ be fixed. Let $R_{0}=\sum_{i=1}^{k} R_{i}, R_{i}$ non-overlapping elementary figures. By assumption the sums $\sum_{i=1}^{k}\left\|F\left(R_{i}\right)\right\|$ have a least upper bound $M$ for all choices of the $R_{i}$; we fix this choice so that

$$
\begin{equation*}
M-\sum_{i=1}^{k}\left\|F\left(R_{i}\right)\right\|<\epsilon^{\prime} . \tag{16}
\end{equation*}
$$

Let $E=E\{A(p)>2 \epsilon\} ;$ then $m^{*} E=\sum_{i=1}^{k} m^{*} E R_{i}^{0}$. Each set $E R_{i}{ }^{0}$ is covered (in the sense of Vitali) $\dagger$ by a set of cubes $\bar{I}^{i}, \subset R_{i}^{0}$, with

$$
\begin{equation*}
\alpha\left[F\left(I^{i}\right), F\left(R_{i}\right)\right]>\epsilon . \tag{17}
\end{equation*}
$$

Then by Vitali's covering theorem there is a finite set of these, $\left\{I_{i}{ }^{i}\right\}$ ( $j=1,2, \cdots, n_{i}$ ), disjunct, with

$$
\begin{equation*}
\sum_{i=1}^{n_{i}}\left|I_{i}^{i}\right|>\frac{1}{2} m^{*} E R_{i}^{0}=\frac{1}{2} m^{*} E R_{i} \quad(i=1,2, \cdots, k) . \tag{18}
\end{equation*}
$$

Now by additivity

$$
F\left(R_{i}\right)=\sum_{i} F\left(I_{i}^{i}\right)+F\left(R_{i} \ominus \sum_{i} I_{i}^{i}\right),
$$

so that by (17) and the second corollary to Theorem 3 we infer

$$
\sum_{i}\left\|F\left(I_{i}^{i}\right)\right\| \leqq \frac{1}{2 \delta(\epsilon)}\left[\sum_{i}\left\|F\left(I_{i}^{i}\right)\right\|+\left\|F\left(R_{i} \ominus \sum_{i} I_{i}^{i}\right)\right\|-\left\|F\left(R_{i}\right)\right\|\right],
$$

or, adding these inequalities over $i$,
$\sum_{i} \sum_{i}\left\|F\left(I_{i}^{i}\right)\right\|$

$$
\leqq \frac{1}{2 \delta(\epsilon)}\left[\sum_{i} \sum_{i}\left\|F\left(I_{i}^{i}\right)\right\|+\sum_{i}\left\|F\left(R_{i} \ominus \sum_{i} I_{i}{ }^{i}\right)\right\|-\sum_{i}\left\|F\left(R_{i}\right)\right\|\right]:
$$

The sum of the first two terms in the bracket is $\leqq M$; hence by (13) and (16) we can conclude that

$$
\sum_{i} \sum_{i}\left|I_{i}^{i}\right| \leqq \frac{\epsilon^{\prime}}{2 \delta(\epsilon)}
$$

which in conjunction with (18) gives us

$$
m^{*} E=\sum_{i} m^{*} E R_{i}<2 \sum_{i} \sum_{i}\left|I_{i}^{i}\right| \leqq \frac{\epsilon^{\prime}}{\delta(\epsilon)} .
$$

$\dagger$ For a definition of a Vitali covering, and a proof of Vitali's theorem, see, for example, Saks, loc. cit., pp. 33-36.

Since $E$ is independent of $\epsilon^{\prime}$, this implies $m E=0$, which in turn implies $A(p)=0$ almost everywhere. The existence of the limit (15) almost everywhere has now been established.

Now to arrive at the conclusion that the limit (14) exists, we again form the function $F_{1}(R)=(F(R),|R|)$ with range in space $B_{1}=B \times \mathcal{E}_{1}$. Since (15) holds almost everywhere, we have the existence of

$$
\lim _{|I| \rightarrow 0} \frac{F_{1}(I)}{\left\|F_{1}(I)\right\|}=\lim _{|I| \rightarrow 0} \frac{(F(I),|I|)}{\left.\|F(I)\|^{2}+|I|^{2}\right)^{1 / 2}},
$$

and hence that of both limits

$$
\lim _{\| I \mid \rightarrow 0} \frac{F(I)}{\left(\|F(I)\|^{2}+|I|^{2}\right)^{1 / 2}}, \quad \lim _{|I| \rightarrow 0} \frac{|I|}{\left(\|F(I)\|^{2}+|I|^{2}\right)^{1 / 2}}
$$

except for a null set. If the second limit does not vanish except for a null set, then (14) will follow. Now where the second limit vanishes, we have

$$
\begin{equation*}
\lim _{|I| \rightarrow 0} \frac{\|F(I)\|}{|I|}=+\infty . \tag{19}
\end{equation*}
$$

But given any $N>0$ let $E_{N}$ be the set on which

$$
\lim _{|I| \rightarrow 0} \frac{\|F(I)\|}{|I|}>N .
$$

Then corresponding to every point $p \in E_{N}$ there is a set of cubes $I^{i} 9 p$ with $\left|I^{i}\right| \rightarrow 0$ and $\left\|F\left(I^{i}\right)\right\|>N\left|I^{i}\right|$; by another application of Vitali's theorem there is a finite set of these, non-overlapping, with

$$
\sum\left|I_{i}\right| \geqq \frac{1}{2} m^{*} E_{N},
$$

which yields the estimate

$$
m^{*} E_{N} \leqq 2 \sum\left|I_{i}\right|<\frac{2}{N} \sum\left\|F\left(I_{i}\right)\right\| \leqq \frac{2 M}{N} .
$$

Thus (19) can only occur on a null set, and (14) exists almost everywhere. This completes the proof of Theorem 4.

Theorem 5. Under the hypotheses of Theorem 4, the derivative of $F(R)$ is integrable in the sense of Bochner.

Let $I_{0}$ be a cube containing $R_{0}$, and for each positive integer $k$ let $I_{0}$ be subdivided in symmetrical fashion into $2^{n k}$ sub-cubes, $I_{i}{ }^{k}$. Now in $I_{0}$ define the functions $F_{k}(p)$ as follows: if $p$ is interior to a cube $I_{j}{ }^{k} \subset R_{0}$, define $F_{k}(p)=F\left(I_{i}{ }^{k}\right) /\left|I_{i}^{k}\right| ;$ for all other points of $I_{0}$ let $F_{k}(p)$ vanish. Then almost
everywhere in $R_{0}$ we have $\lim _{k+\infty} F_{k}(p)=F^{\prime}(p)$, and, since the $F_{k}$ are "finite valued functions," $F^{\prime}(p)$ is measurable as a consequence. Now to show that it is integrable we need only demonstrate* that the real function $\left\|F^{\prime}(p)\right\|$, which is also measurable, is integrable. Since $\left\|F_{k}(p)\right\| \rightarrow\left\|F^{\prime}(p)\right\|$ almost everywhere, this will follow from the Fatou lemma $\dagger$ if the integrals $\int_{R_{0}}\left\|F_{k}(p)\right\|$ are bounded. But for each $k$,

$$
\int_{R_{0}}\left\|F_{k}(p)\right\| \leqq \int_{I_{0}}\left\|F_{k}(p)\right\|=\sum_{I_{i}^{k} \subset R_{0}} \frac{\left\|F\left(I_{i}^{k}\right)\right\|}{\left|I_{j}^{k}\right|}\left|I_{i}^{k}\right| \leqq M,
$$

which completes the proof.
Theorem 6. Let the hypotheses of Theorem 4 be satisfied, and in addition let $F(R)$ be absolutely continuous in $R_{0}$. Then $F$ is the integral of its derivative; for every elementary figure $R \subset R_{0}$,

$$
F(R)=\int_{R} F^{\prime}(p) .
$$

That $F^{\prime}(p)$ exists almost everywhere, and is a summable function, we have already seen; set $G(R)=\int_{R} F^{\prime}(p)$ for each figure $R \subset R_{0}$. Bochner has shown $\ddagger$ that $G^{\prime}(p)$ exists and equals $F^{\prime}(p)$ almost everywhere; moreover $G$ is additive and absolutely continuous. Then the function $H=F-G$ is an additive absolutely continuous function of figures whose derivative vanishes almost everywhere. We assert that from this it follows that $H$ vanishes identically. $\S$ Indeed, let $R$ be any elementary figure, and let $\Xi$ be the set on which $H^{\prime}(p)=0$. Let $\epsilon>0$ be chosen, and let $\delta(\epsilon)$ be the function whose existence is asserted in the definition of absolute continuity. The set $R \cdot \boldsymbol{\Xi}$ is covered (Vitali) by a set of cubes $I$ for each of which we have

$$
\begin{equation*}
H(I)<\delta(\epsilon)|I| \tag{20}
\end{equation*}
$$

Then by Vitali's theorem there is a finite set of these cubes, $\left\{I_{i}\right\}$, disjunct, such that

$$
m R \cdot \Xi-\frac{\delta(\epsilon)}{2}<m\left(R \cdot \Xi \cdot \sum I_{i}\right) \leqq m \sum I_{i}<m R \cdot \Xi+\frac{\delta(\epsilon)}{2}
$$

[^6]and as $\Xi$ includes almost all points of $R_{0}$, we may rewrite this suppressing the factor $\Xi$, as
\[

$$
\begin{equation*}
m R-\frac{\delta(\epsilon)}{2}<m R \odot \sum I_{i} \leqq m \sum I_{j}<m R+\frac{\delta(\epsilon)}{2} . \tag{21}
\end{equation*}
$$

\]

Now

$$
\left(\sum I_{i} \ominus\left[R \odot \sum I_{i}\right]\right)+R=\sum I_{i}+\left(R \ominus\left[R \odot \sum I_{i}\right]\right),
$$

so that by additivity and the triangle relation one has

$$
\begin{align*}
\|H(R)\| \leqq & \sum\left\|H\left(I_{j}\right)\right\|+\left\|H\left(R \ominus\left[R \odot \sum I_{i}\right]\right)\right\| \\
& +\left\|H\left(\sum I_{j} \ominus\left[R \odot \sum I_{j}\right]\right)\right\| . \tag{22}
\end{align*}
$$

From (21) we deduce the inequalities

$$
\left\{\begin{align*}
m\left(R \ominus\left[R \odot \sum I_{i}\right]\right) & =m R-m R \odot \sum I_{i}<\delta(\epsilon),  \tag{23}\\
m\left(\sum I_{i} \ominus\left[R \odot \sum I_{i}\right]\right) & =m \sum I_{i}-m R \odot \sum I_{i}<\delta(\epsilon) ;
\end{align*}\right.
$$

combining the relations (20), (21), (22), and (23), and remembering that $m R^{\prime}<\delta(\epsilon)$ implies $\left\|H\left(R^{\prime}\right)\right\|<\epsilon$, we infer that

$$
\|H(R)\|<\delta(\epsilon)\left[m R+\frac{\delta(\epsilon)}{2}\right]+2 \epsilon
$$

As we may assume that $\delta(\epsilon) \leqq \epsilon$, this is arbitrarily small with $\epsilon,\|H(R)\|$ must vanish, and the proof is complete.

Corollary. An additive function of elementary figures, with values in a uniformly convex space, which is absolutely continuous and of bounded variation, can be extended to all measurable sets while preserving these properties, and in only one way.

By a standard argument we can now prove, for point functions in the onedimensional case,

Theorem 7. A function $\phi(t)$ from an interval $a \leqq t \leqq b$ into $B$, a uniformly convex space, which is of bounded variation, is (strongly) differentiable almost everywhere. The derivative, $\phi^{\prime}(t)$, is integrable (Bochner). If in addition $\phi(t)$ is absolutely continuous, then*

$$
\phi(t)=\phi(a)+\int_{a}^{t} \phi^{\prime}(t) d t
$$

We omit the proof, which presents no difficulty.

[^7]The notion of a "continuous rectifiable curve" in a uniformly convex space may be defined in a manner quite analogous to the procedure for ordinary plane curves, and by using the "angle" $\alpha$ defined above, the notion of a "tangent" to such a curve may be made precise. We omit the details, but state without proof the following theorem, the demonstration of which may be made to depend directly on the preceding theory:

Theorem 8. A continuous rectifable curve in a uniformly convex space possesses a tangent at almost all of its points.

## 6. A generalization. Conclusion

It has been called to the attention of the author by J. von Neumann that the "differentiability properties" of the space expressed in the last five theorems remain true under a somewhat weaker assumption. It suffices to assume, not that the space $B$ is uniformly convex, but merely that there can be defined a norm in the space, equivalent to the given norm (i.e., such that the notion of limit is the same with both), with respect to which the space is uniformly convex. The only point that is not immediately obvious in the verification of this statement is that the definitions of bounded variation and absolute continuity are equivalent with the different norms, and this is clear if we notice that when $\|x\|_{1},\|x\|_{2}$ are two equivalent norms, the ratio $\|x\|_{1} /\|x\|_{2}$ is bounded for $\|x\|_{2} \neq 0$.

It follows from this that these properties are possessed by all finite dimensional Euclidean spaces with an arbitrary "Minkowski norm"; that is, a norm determined by any convex region centrally symmetric about the origin; since any such metric is clearly equivalent to the Euclidean metric. For example, all spaces $l_{1}^{(k)}$ with a finite number, $k$, of coordinates, possess these properties.

It may be proved directly without a great deal of difficulty that the space $l_{1}$ also possesses these properties. The proof rests essentially on the denumerable coordinate system in space $l_{1}$. If a function $\phi(t)$, say from a real segment into (real) $l_{1}$, is of bounded variation, then each of its components $x_{i}(t)$ is a real function of bounded variation, and the sum of their variations is finite. Then $\phi(t)$ may be decomposed into the difference of two "monotone" functions by decomposing each of the $x_{i}(t)$; by means of a theorem of Fubini, that a convergent series of monotonically increasing functions is term-wise differentiable, the result follows.

A question which will naturally arise in the reader's mind is whether "differentiability theorems" of the above nature can be proved under the still weaker assumption that the space $B$ in question is strictly convex,* or

[^8]that a norm equivalent to the given norm exists with respect to which $B$ is strictly convex. The answer to this question is negative: indeed, the essential role played by the uniformity assumption is clearly exhibited by the following theorem.

Theorem 9. Any separable Banach space may be given a new norm, equivalent to the original norm, with respect to which the space is strictly convex.

We first demonstrate that the theorem is true of space $C$ (the space of continuous functions $f(t)$ in the interval $0 \leqq t \leqq 1$, where $\|f\|=\max |f(t)|)$. Let $\left\{t_{n}\right\}$ be a dense sequence of points in ( 0,1 ); then as F. J. Murray has remarked, the sequence of bounded linear functionals $F_{n}(f)=f\left(t_{n}\right)$ forms a "total" set in the space $\bar{C}$ conjugate to $C$; that is, the only element of space $C$ for which all of these functionals vanish is the zero element. Now let the space $C$ be renormed with the following definition:

$$
\|f\|_{1}=\left[\|f\|^{2}+\sum_{n=1}^{\infty} \frac{1}{2^{2 n}}\left|F_{n}(f)\right|^{2}\right]^{1 / 2} ;
$$

it is readily verified that $\|f\|_{1}$ is a norm equivalent to $\|f\|$. But suppose that for two non-vanishing elements $f$ and $g$ we have $\|f+g\|_{1}=\|f\|_{1}+\|g\|_{1}$. This implies

$$
\begin{aligned}
& {\left[(\|f\|+\|g\|)^{2}+\sum_{n=1}^{\infty} \frac{1}{2^{2 n}}\left|F_{n}(f)+F_{n}(g)\right|^{2}\right]^{1 / 2}} \\
& \quad=\left[\|f\|^{2}+\sum_{n=1}^{\infty} \frac{1}{2^{2 n}}\left|F_{n}(f)\right|^{2}\right]^{1 / 2}+\left[\|g\|^{2}+\sum_{n=1}^{\infty} \frac{1}{2^{2 n}}\left|F_{n}(g)\right|^{2}\right]^{1 / 2}
\end{aligned}
$$

and hence there exists a constant $c>0$ with $c F_{n}(f)=F_{n}(g)(n=1,2, \cdots)$. As the sequence $\left\{F_{n}\right\}$ is total, this implies that $c f=g$; i.e., the renormed space is strictly convex.

Now let $B$ be any separable Banach space. Banach has shown* that there is a closed linear manifold of space $C$ which is in one-to-one linear isometric correspondence with $B$. Then the above defined renorming of $C$ furnishes a means of renorming the space $B$ in the manner required, which finishes the demonstration of the theorem.

In the opposite direction we have
Theorem 10. None of the following spaces can be renormed so as to be uniformly convex: $\dagger$ space $L$; space $M$ (bounded functions); space C (continuous functions); space $m$ (bounded sequences); space $c$ (convergent sequences).

[^9]It need only be verified that Theorems 4-8 do not hold in the spaces enumerated. Our above example, and the example given by Bochner, dispose of spaces $L$ and $M$, and the property of space $C$ used in the last theorem, that it is a "universal space" for all separable Banach spaces, together with our example in space $L$, furnishes an immediate proof for this space. The following example, of an absolutely continuous (even Lipschitzean) function, from the interval $0 \leqq t \leqq 1$ into space $c$, which is not differentiable, even in the weak sense, at any point, settles the matter for space $c$; as this space forms a closed linear manifold of space $m$, the same example will do for the latter space.

To construct the example, we first form the sequence $f_{n}(t)$ of real functions on $(0,1)$ as follows:

$$
\begin{aligned}
& f_{1}(t)= \begin{cases}t & \left(0 \leqq t \leqq \frac{1}{2}\right), \\
1-t & \left(\frac{1}{2} \leqq t \leqq 1\right) ;\end{cases} \\
& f_{n}(t)= \begin{cases}\frac{1}{2} f_{n-1}(2 t) & \left(0 \leqq t \leqq \frac{1}{2}\right), \\
f_{n}\left(t-\frac{1}{2}\right) & \left(\frac{1}{2} \leqq t \leqq 1\right) .\end{cases}
\end{aligned}
$$

The function $\phi(t)$ from ( 0,1 ) into space $c$ is now defined by setting $\phi(t)=\left\{f_{1}(t), f_{2}(t), \cdots\right\}$. We leave to the reader the simple verification that $\phi(t)$ possesses the required properties.

The conjugate space of $c$ is the separable space $l_{1}$. We see, then, that this property, separability of the conjugate space, is neither necessary nor sufficient for differentiability properties of the type discussed above, thus answering in the negative a question posed by G. Birkhoff* in his paper referred to.
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