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Abstract

Objectives: To document challenges to and benefits from research involving the use of images 

by capturing examples of such research to assess physical activity– or nutrition-related behaviors 

and/or environments.

Methods: Researchers (i.e., key informants) using image capture in their research were identified 

through knowledge and networks of the authors of this paper and through literature search. 

Twenty-nine key informants completed a survey covering the type of research, source of images, 

and challenges and benefits experienced, developed specifically for this study.

Results: Most respondents used still images in their research, with only 26.7% using video. 

Image sources were categorized as participant generated (n = 13; e.g., participants using 

smartphones for dietary assessment), researcher generated (n = 10; e.g., wearable cameras with 

automatic image capture), or curated from third parties (n = 7; e.g., Google Street View). Two of 

the major challenges that emerged included the need for automated processing of large datasets 

(58.8%) and participant recruitment/compliance (41.2%). Benefit-related themes included greater 

perspectives on obesity with increased data coverage (34.6%) and improved accuracy of behavior 

and environment assessment (34.6%).

Conclusions: Technological advances will support the increased use of images in the 

assessment of physical activity, nutrition behaviors, and environments. To advance this area of 
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research, more effective collaborations are needed between health and computer scientists. In 

particular development of automated data extraction methods for diverse aspects of behavior, 

environment, and food characteristics are needed. Additionally, progress in standards for 

addressing ethical issues related to image capture for research purposes is critical.

Keywords

physical activity; computer vision; engineering; machine learning; measurement; nutrition

Systematic observation of health behaviors in context is the gold standard in public health 

research on built environments and obesity-related behaviors (Evenson, Jones, Holliday, 

Cohen, & McKenzie, 2016; Glanz, Sallis, Saelens, & Frank, 2007; Joseph & Maddock, 

2016). Traditional standards place researchers or trained community members physically in 

the environment with a set protocol (McKenzie, Cohen, Sehgal, Williamson, & Golinelli, 

2006). Such research is resource intensive, especially in personnel, and introduces 

limitations including frequency and duration of time during which an environment and 

behavior may be observed. Auditing of environments supporting physical activity and 

healthy eating is moving from pen and paper observational audits to digital audits and online 

evaluation via Google Street View (GSV) (Bader, Mooney, Bennett, & Rundle, 2017; Bader 

et al., 2015; Eyler et al., 2015). Additional emerging technologies, including the 

improvements in the quantity, quality, and diversity of camera and video devices, have 

greatly expanded the potential sources and analytic techniques for systematic observation 

(Graham & Hipp, 2014; Loveday, Sherar, Sanders, Sanderson, & Esliger, 2015; Park & 

Ewing, 2017). This expansion in methods coincides with recent recommendations from the 

Centers for Disease Control and Prevention and the American College of Sports Medicine 

for an overarching physical activity research and surveillance strategy that prioritizes 

alternative sources of data, including investigating device-based assessment technologies 

(Fulton et al., 2016).

Images have been captured for evaluative health purposes since at least the advent of the X-

Ray in 1895 (Spiegel, 1995) and the annotation of human behavior in public spaces via 

video since at least William ‘Holly’ Whyte’s pioneering work in New York City plazas 

during the 1970s (Whyte, 1980). Fast forward to 2018 where built environment and physical 

activity/healthy eating research utilizing image capture from Unmanned Aerial Vehicles 

(UAV or drones), smartphone applications (apps), webcams, and other modalities is 

emerging, advancing public health research and methodology in new directions. Park and 

Ewing (2017), for example, detail the benefits and challenges of using UAV in completing 

the System for Observing Play and Recreation in Communities (SOPARC) in parks. The 

benefits include the ability to systematically observe larger spaces and the ability to save, 

review, and validate video to ensure correct numbers and intensity of physical activity. 

Further, archived records allow review of behaviors when new discoveries emerge, for 

example including observations of sedentary behavior as well as physical activity. In the 

field of nutrition, Cowburn and colleagues (Cowburn et al., 2015) have recently used 

wearable cameras to track teenagers as they commute to and from school. With the cameras 

capturing an image every 15 seconds, researchers were able to determine environmental 

exposures to food and food marketing and corresponding intake decisions. The built 
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environment is also being measured with captured images and video, often through GSV. 

Bader et al. (2017), used GSV images to compare disorder across neighborhoods in large US 

cities while also providing support for the use of GSV in conducting walkability audits, 

studying gentrification, and observing the effects of natural disasters. Table 1 provides 

additional examples of different image types for the collection of physical activity, diet, and 

environments.

Similar to the advances in spatial energetics that have been possible due to new Global 

Positioning Systems (GPS) and Geographic Information Systems (GIS) technologies (James 

et al., 2016), we believe that image- and video-based data collection could contribute 

important findings and methodological advances to the field of obesity prevention. Given the 

variety of image/video-capture devices (e.g., person-worn/SenseCam, car-top/GSV, street 

intersection/traffic cameras, UAV) and differences in researcher perspectives using images 

(e.g., public health, computer science, anthropology), this paper aims to provide a guided 

overview and discussion of current efforts. We sought to gain practical information beyond 

the published literature by contacting 51 researchers and asking them a series of questions 

focused on the use of images and video to assess behaviors and environments related to 

obesity. Similar to the GPS example above, practical information at the beginning of a new 

methodological era is helpful to researchers (Kerr, Duncan, & Schipperjin, 2011). Behaviors 

solicited included physical activity, sedentary behavior, transportation, food purchasing, and 

food consumption. Environments included home, work, and neighborhood. Still images and 

video data could be captured by person-worn cameras, mobile devices, or stationary 

cameras. We aimed to uncover and highlight methodological and practical challenges of 

image data collection and provide examples of successes to inspire further efforts at image 

based discovery. Not only is image data collection challenging due to its technical nature, 

but images are also considered Protected Health Information, so are subject to additional 

privacy concerns. These and other challenges were probed.

Methods

Participants

Key informants were 29 researchers (30 response forms, one researcher completed two 

forms capturing two distinct research topics) out of 51 contacted (56.9% response rate). The 

51 eligible researchers were those believed to be using image capture in their research, based 

on the authors’ knowledge and published materials. Google Scholar and PubMed were also 

used to identify such researchers, using the search terms “street view,” “photovoice,” “video 

direct observation,” and “images and diet assessment.” Key informants were also asked to 

suggest colleagues working with image capture. The purpose of the data collection was not 

to be exhaustive but rather to document examples of how image capture was being used in 

current research, and the challenges and benefits to using image capture in research. The 

data collection form was administered through REDCap and sent via email in early 2017, 

with one follow up email and phone call prompt, as necessary. This study received ethical 

approval from the human subjects’ protections committee at Children’s Mercy Kansas City. 

De-identified datasets for the current study are available from the corresponding author on 

reasonable request.
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The evaluation did not include clinical image analysis such as computerized tomography 

scans or patient-provider interactions. It did not include mobile health (mhealth) 

interventions where images are delivered, but not collected from participants or in their 

environments. Use of images from media such as advertising was excluded, but image 

assessment of advertisement exposure was included (e.g., sugar sweetened beverage 

advertisements along usual walking route as captured by person-worn camera or GSV). Use 

of remote sensing, e.g., webcams or use of commercial, ground-based image databases such 

as GSV were included, but satellite imagery was excluded (e.g., MODIS for land cover 

analysis). Finally, photovoice (Davis, Goldmon, & Coker-Appiah, 2011; Wang & Burris, 

1997) was included in our initial scoping of relevant literature and researchers.

Twenty of the key informants were from the US, with nine from other countries including 

Australia, Belgium, Canada, Chile, Columbia, England, and New Zealand. The respondents 

were trained in diverse disciplines including medicine (2), architecture and planning (2), 

computing (1), geography (1), clinical psychology (3), public health (6), nutrition (2), 

kinesiology (3) and other topics. Most (n = 19) of the respondents were in health oriented 

University Departments such as Public Health, Epidemiology, Gerontology, Nutrition and 

Kinesiology. The remainder respondents worked at hospitals (1), government agencies (2), 

or private research centers (2).

Data Collection Tool

The data collection tool included multiple questions about the type of research, the 

challenges faced, and the benefits experienced from using image capture. One question 

asked the name/description of the device for collecting image/video data, and was used to 

categorize the types of image collection covered as (1) participant generated: images taken 

by research participants; (2) researcher generated: images captured under the direction of the 

researcher or automatically by the camera; and (3) curated from third party: images publicly 

available and leveraged by the investigator for research purposes.

Key informants reported on the obesity-related constructs that were included in their 

research, categorized as physical activity (including sedentary behavior) and/or nutrition, 

and whether physical activity/nutrition behaviors, environments, or both were investigated. 

Other questions included the image frame (still/single frame vs. video/many frames), current 

research classification (development, validation, correlational [e.g., investigating 

associations with health/behavior/environments], intervention, and evaluation [e.g., of 

naturalistic interventions]), settings covered (home, work, school, parks/recreation, 

neighborhood, other buildings, social interaction, advertising, and social media), populations 

covered (children, teenagers, adults, older adults, patients, and special populations), and 

research stage (pilot, funded, in progress, completed, and published). The aforementioned 

response options were not mutually exclusive, so the respondent could check multiple 

options.

Key informants were asked to check each of the challenges they faced in their research 

involving image capture from a list of seven challenges (receptivity/recruitment, data 

collection, data processing, data quality, ethical issues, participant burden, and scalability). 

Lastly, two open-ended questions asked investigators to describe (1) the top challenges they 
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have faced, and (2) the top benefits they have experienced in using image capture in their 

research.

Analysis

Descriptive statistics were used to present frequencies of responses overall, by device/

platform, and by image collection category. Inductive thematic analysis was used for the two 

qualitative questions to identify emerging themes and frequencies of occurrence. The 

thematic analysis was performed by one author and confirmed by the other authors of this 

paper.

Results

Information on the image frame, current research classifications, settings covered, 

populations covered, and research stage for the included sample are presented in the 

Appendix. Most (93.3%) key informants who responded were using still images, with 26.7% 

using video (note some percentages will exceed 100% due to multiple methods within 

studies). The research classifications were fairly balanced across development (46.7%), 

validation (56.7%), correlational (46.7%), intervention (30.0%), and evaluation (33.3%). 

The settings covered were also balanced across home (36.7%), work (26.7%), school 

(33.3%), parks/recreation (53.3%), neighborhood (70.0%), other buildings (23.3%), and 

social interaction (30.0%). A good representation of research involving children (46.7%), 

teenagers (46.7%), adults (73.3%), and older adults (43.3%) was captured. Half (50.0%) of 

the research included had been published.

Image and Video Capture

The participant-generated image category (n = 13) consisted of research using smartphones 

to capture nutrition-related images or photovoice-type methods. Photovoice-type methods 

included community members capturing images of built environment attributes to support 

advocacy efforts for improvements. The researcher generated category (n = 10) consisted of 

research using wearable cameras (e.g., SenseCam) or stationary cameras. The curated from 

third party category (n = 7) consisted primarily of research using GSV and/or Google Earth 

but also included one respondent using images from social media and another using images 

from publicly available webcams (Table 1). Curated images were primarily focused on 

parks/recreation (57.1%) and neighborhoods (85.7%).

Over 80% of the image capture research involved physical activity behavior or 

environments, while just under 40% involved nutrition behavior or environments (Figure 1). 

Use of GSV was specific to physical activity environment research, use of stationary 

cameras was specific to physical activity behavior research with one exception (out of 5) 

which also assessed the physical activity environment, and use of smartphone images was 

specific to nutrition research (Figure 2). The frequencies are presented simply to describe the 

sample and range of research perspectives, they are not meant to represent the prevalence of 

ongoing research.
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Challenges

Data processing was the most frequently endorsed challenge from the provided list of 

challenges to using image capture in research, particularly in researcher generated studies 

(endorsed by 63.3% of all respondents and 100% of those using researcher generated image 

capture; Table 2). Data collection was the most frequently endorsed challenge for those 

using participant generated image capture (53.8%) and images curated from a third party 

(85.7%).

Seven themes emerged from the open item asking key informants to report the greatest 

challenges they faced in their image capture research (Table 3).

The most frequently occurring theme was the need for automated processing (mentioned by 

58.8% of respondents), which was particularly relevant to those using researcher generated 

image capture (85.7%) and those using images curated from a third party (75.0%). Quality 

of video/images was endorsed less by those in the researcher generated category (14.3%) as 

compared to the other image type categories (50.0%), whereas scalability was endorsed the 

most by those in the researcher generated category (42.9% vs. 0–16.7%). Selected quotes 

regarding challenges to using image capture in research are presented below (with 

corresponding theme):

• “The largest burden for our SenseCam studies has been the time and energy 

needed to annotate the images—it takes about 3 hours to annotate all of our 

position, activity, and environment labels for each participant day collected.” 

(need for automated processing)

• “Tracking pedestrians using computer vision techniques in urban environments is 

not trivial, too much visual noise.” (need for automated processing)

• “Sometimes [Street View] imagery is unavailable or of poor quality for the 

desired date … [and] it is challenging to assess subjective features using imagery 

(e.g., aesthetics, maintenance, sidewalk quality, indicators of physical disorder 

and the social environment).” (quality of video/images and device/platform 

challenges)

• “I have been collaborating, but this is not always easy. It takes time. There has to 

be a win and an improvement in science for both of us.” (successful 

collaborations)

• “Sites don’t want a camera recording their activities.” (participant challenges)

• “Our university IRB has strict concerns with the ‘bystanders’ captured in the 

images we collect. There have been several requirements we have been able to 

accommodate (i.e., encrypting the cameras so participants cannot access the 

images at home).” (ethics/IRB)

Benefits

Ten themes emerged from the item asking key informants to report the largest benefits they 

experienced by using image capture in their research (Table 4).
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The most frequently occurring themes for those using participant generated image capture 

were that the image capture supported participant engagement/intervention (endorsed 

by72.7% of respondents) and generated qualitative data to complement quantitative data 

(54.5%). The most frequently occurring theme for those using researcher generated image 

capture was that image capture improved accuracy of measurement (87.5%), and the most 

frequently occurring themes for those using images curated from a third party were that 

using image capture reduced researcher burden (57.1%) and provided more data (71.4%). 

Selected quotes regarding benefits to using image capture in research are presented below 

(with corresponding theme):

• “It [can] take away the subjectivity and burden of human observers.” (automate, 

reduce researcher burden/make feasible, and improve accuracy)

• “The additional information capture in the before and after images of an eating 

occasion has provided new context about eating not known before, e.g., detailed 

time, location. In turn, this has generated new research questions and new ways 

to evaluate diet, e.g., sustainability.” (provides more data)

• “It allows us to be in more places at once. And it allows us to collect data 24 hrs. 

a day.” (provides more data)

• “The resulting images were very telling and increased awareness in the 

community of issues to be addressed.” (participant engagement/intervention tool 

and qualitative data to complement quantitative data)

• “It has provided a ‘ground truth’ data set … [that] has enabled us to develop 

algorithms that can be applied to epidemiological cohorts of free living 

populations.” (validation/algorithm training)

• “Real-time analysis can be used to trigger actuations in urban infrastructures.” 

(real-time or rapid feedback)

Discussion

A primary aim of the present study was to document challenges, opportunities, and 

successes in the use of images and video for the collection of critical data connected to 

physical activity and diet-related behavior. Direct observations of physical activity and diet 

are the gold standards for measurement of these behaviors and offer the added advantage of 

facilitating simultaneous measures of built, natural, and social environments in which these 

behaviors occur. The results of this study captured the enthusiasm felt by researchers 

concerning the potential of data collection via images, but also highlighted several barriers, 

most notably, the need for advances in automated processing of images, for pathways to 

collaboration with computer scientists, and for standards for dealing with privacy concerns.

Image-based context measures can help validate other sensor measures in real world settings 

outside of the laboratory (Kerr et al., 2013), provide large scale behavioral measurement in 

place (Hipp et al., 2017), and provide additional contextual information not previously 

available to generate new research questions (Colabianchi, 2015; Hipp et al., 2017). For 

example, as more interventions measure environmental change and its subsequent impact on 
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behavior, and as Just in Time Adaptive Interventions through mobile devices attempt to 

change individual behaviors in place, valid measures of behaviors in context are key 

(Nahum-Shani, Hekler, & Spruijt-Metz, 2015; Riley et al., 2011). Some settings and 

behaviors, e.g., cycling, are easier to monitor than others due to existing camera 

infrastructure and the uniqueness of the observable behavior (Hipp, Adlakha, Eyler, Chang, 

& Pless, 2013). Other measures such as calories may not be identifiable by images alone, 

either because the content is masked or because healthy and unhealthy versions look 

identical (Boushey, Spoden, Zhu, Delp, & Kerr, 2016). In such situations, images can still be 

useful in conjunction with experts or used to aid or prompt recall in participants.

Automated Processing

Researchers repeatedly mentioned the need for automated image processing. Availability of 

software tools that accelerate extraction of behavioral, contextual, and compositional data 

could increase the use of images for data collection. Currently, very few tools that can 

process the scale of population level data employed in public health are available. When 

available, tools are either developed ad hoc or public health and computer science and 

engineering researchers have been unable to move forward with inter- or trans-disciplinary 

problem solving. Efforts have been made to develop software to characterize food intake 

based on intermittent photos from person-worn cameras or from photos taken by study 

subjects of meals (Boushey et al., 2017; Boushey et al., 2016; Martin et al., 2009). While 

these and other related tools have been developed to apply to diverse study designs and 

measurement challenges, results have been mixed as to whether they reduce measurement 

costs or increase validity. To our knowledge, there are no commercially available image 

analysis tools for dietary assessment. Computer aid has helped accelerate data extraction 

from sequences of images, but it has not eliminated the need for human judgment 

concerning behavioral content. Extraction of meaningful dietary data from images seems 

even more difficult. Images of food may be useful in cataloging instances of eating, but 

again human judgement is required to determine what on the plate or in the scene is actually 

being eaten and what volume.

Behavioral science has traditionally relied on labor-intensive coding methods where a small 

corps of research assistants is intensively trained on the behaviors or other features of 

interest. This strategy works well when the image datasets are relatively small, such as a few 

dozen videos of interviews. As the magnitude of the image datasets increase, different 

strategies become necessary. The field of computational vision is a source for potential 

solutions to this problem (Pless & Souvenir, 2009).

There are two basic strategies for efficiently coding large image datasets: crowdsourcing and 

computational strategies. Crowdsourcing techniques involve the researcher putting the image 

sets online and asking people to code them. This strategy replaces a small number of highly-

trained and (relatively) well-paid study staff with a large number (the “crowd”) of untrained 

volunteers or pieceworkers on, for example, Amazon Mechanical Turk or CrowdFlower. 

While crowdsourcing has privacy and ethical implications, using publicly available images 

or blurring faces can address some of these concerns. These matters are discussed in more 

detail in the Participants, Ethics, and Coverage section below. At least one of our 
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respondents indicated that they were employing a crowdsourcing strategy to annotate images 

(Hipp et al., 2017). Computational techniques, in contrast, tend to minimize the need for 

human intervention. While in some cases, there may be algorithms already well-suited to the 

scientific question the researcher is interested in, often existing algorithms will have to learn 

how to classify images to the researchers’ specifications (Moghimi, Kerr, Johnson, Godbole, 

& Belongie, 2015). These strategies should be considered complementary, rather than 

mutually exclusive. For many research projects, the best solution may be to combine 

crowdsourced image annotations with computational methods, using a small team of coders 

to vet the outputs. Here we discuss a sampling of techniques from outside of the public 

health domain that may provide useful inspiration for researchers planning a project with an 

intensive image collection component.

Existing Tools in Other Domains.—Defense-related applications and commercial 

security teams are ahead of the public health research community in both categorizing 

human behavior and event recognition. The DARPA Mind’s Eye Program was designed to 

support development of tools to recognize specific behaviors from video recording in real or 

near real time (Barrett, Xu, Yu, & Siskind, 2016). For example, the military has an interest in 

automatically detecting if someone is trying to climb a fence. However, these advances are 

not yet found in practical tools for health and environment researchers. Efforts are needed to 

connect the public health user community and developers and engineers engaged in more 

sophisticated image recognition research, as discussed in more detail in the Collaboration 

section below.

Examples of tools from computer imaging and informatics research that have yet to be 

adapted for public health research include the LabelMe tool (Torralba, Russell, & Yuen, 

2010) and the Body Talk approach (Streuber et al., 2016). LabelMe is an online tool that 

allows users to segment and label objects in an image. There are tens of thousands of images 

in the dataset, which is constantly growing. Users can label as few or as many images as 

they like, and they do not have to label every object in every image; the power of the tool 

comes from aggregating responses across thousands of users. The object annotations have 

been used for a wide range of applications, such as testing human observers’ statistical 

intuitions about the frequencies of objects in the world (Greene, 2016). The LabelMe 

approach has been extended to video data as well (Jenny, Russell, Ce, & Torralba, 2009). A 

researcher could use LabelMe, or a similar tool, to identify, for example, fastfood advertising 

from random pictures taken along students’ walks to school, without ever having to 

explicitly instruct coders on what to look for. Similarly, Streuber et al.’s (2016) Body Talk is 

a combination of crowdsourcing with computer graphics and principle component analysis 

able to recover 3D body shape from verbal descriptions of human bodies. A similar 

approach could be used to take video from a fixed location, such as a park, crowdsource 

descriptions of the people who walk by the camera, and recover the distribution of body size 

of people who frequent this park.

Machine Learning or Human Computation.—Machine learning techniques might be 

useful for automated image classification. For example, random forest algorithms can be 

used to classify images of food, perhaps increasing the efficiency of processing respondent 
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collected food photos or summaries of print or web food image environments (Bossard, 

Guillaumin, & Van Gool, 2014). The most prominent among current approaches are the 

various flavors of deep learning (LeCun, Bengio, & Hinton, 2015) algorithms. Deep learning 

grew out of the neural network or connectionist research project that came to prominence in 

the 1980s (Medler, 1998). A good example is the eight-layer network developed by 

Krizhevsky, Sutskever, and Hinton (2017). The network was trained on 1.2 million images 

classified (by humans) into 1,000 different categories, and tested on a separate set of 

150,000 images. It managed to pick the correct image label for the test set with 62.5% 

accuracy, and 83% of the time the correct label was in the network’s top five possibilities. 

This example nicely illustrates the enormous potential of deep neural networks, as well as 

the challenges for health behavior researchers. Deep neural networks require huge datasets 

for training, such as the 15 million-item ImageNet (Deng et al., 2009). A lot of computing 

power is required; the Krizhevsky et al. network required two NVIDIA GTX 580 3GB 

graphics processing units (touted as “The world’s fastest GPUs at the time of their release) 

running for six days.

There are also computational approaches intended to capture aspects of human visual 

cognition. For example, if a researcher were interested in the proportion of images from a 

participant’s image stream that were taken outdoors versus indoors, she might turn to the 

spatial envelope techniques developed by Oliva and Torralba (2006). The spatial envelope, 

or gist descriptors, can categorize a scene based on global image features. In other words, 

there is no need to segment the image and identify the individual objects. Instead, the spatial 

envelope is a description of the scene based on a statistical abstract of visual features similar 

to those known to be analyzed in the early stages of the human visual system. These 

descriptions can discriminate between scenes that are open or closed, more natural or more 

artificial, and so forth.

Event Segmentation and Action Recognition.—The approaches described above 

apply mostly to still frames. Techniques for analysis of video streams are less well-

developed. Recent work, based on psychological principles of event perception (Zacks & 

Swallow, 2007), has demonstrated that the data stream from a modern smartphone, with 

multiple parallel sensor records (e.g., images, audio, GPS locations), can be accurately 

segmented into events based on analysis of accelerometer data (Zhuang, Belkin, & Dennis, 

2013). However, such techniques do not provide a description of what these events might be 

(A fast-food meal? A jog in the park?). Here, older techniques for automatic storyboarding 

(Macer, Thomas, Chalabi, & Meech, 1996) could be applied to generate a summary frame 

for each event. This would substantially reduce the burden on the human coder; instead of 

watching hours of monotonous video, she would only have to classify a much smaller set of 

still images.

Recognizing human actions is perhaps further along than event segmentation (Rui & 

Anandan, 2000). It has been known for a long time that humans can correctly perceive 

actions when given only a dozen or so moving dots to represent the human body (Johansson, 

1973) (e.g., “point-light walkers” (Thornton, Rensink, & Shiffrar, 2002)). A large field of 

computerized action recognition has built on this insight. There are a variety of methods for 

segmenting and labeling human actions, such as might be obtained from surveillance-type 
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cameras (Thornton et al., 2002). These techniques produce reasonable accuracy in extracting 

and labeling basic full-body human actions (e.g., walking, running, doing jumping jacks 

(Zhang, Hu, Chan, & Chia, 2008)). However, these techniques are generally limited to 

recognizing the full-body actions of a single human being; identifying the actions of 

multiple people in a single video stream is challenging, and identifying interactions between 

people even more so. As with algorithms to characterize food images, perhaps semi-

automated recognition of human actions could accelerate processing of image files collected 

to describe physical activity in outdoor settings such as parks and playgrounds (Carlson et 

al., 2017). Several of our respondents (n =5) were capturing images from cameras worn by 

participants. Methods for analyzing such egocentric video content are being developed. For 

example, Vaca-Castano et al. (2017) combine insights from human scene recognition with 

machine learning to recognize objects in egocentric videos of people carrying out activities 

of everyday living (Ramanan, 2012). These techniques capitalize on the visual context, such 

as the fact that an object is more likely to be a microwave if it is in a kitchen scene and not a 

bedroom.

It is not yet possible to purchase a software package off the shelf that would allow automatic 

coding of images for research purposes. However, depending on the research question, there 

may be some combination of computational and crowdsourcing techniques that could 

substantially ease the burden on coders, and facilitate the development of this research field. 

Collaborations between public health researchers and computational vision specialists 

should be encouraged. Such collaboration might help guide computer science advances that 

would be immediately useful for applied research on public health. Martin et al. pointed out 

that “Two central problems in vision are image segmentation and recognition. Both 

problems are hard, and we do not yet have any general purpose solution approaching human 

level competence for either one” (Martin, Fowlkes, Tal, & Malik, 2001). It is not clear that 

either problem has been solved to date, but there may be partial solutions of use to health 

researchers.

Collaboration

While health experts possess knowledge of the health implications and real-world 

application potential for a given technology, they rarely have the expertise needed for 

developing or customizing technologies (e.g., computer vision algorithms). Creating 

successful collaborations, often between health experts and computer scientists or engineers, 

emerged as a critical factor for success in image-based research projects, and several 

challenges to these collaborations were noted. One challenge is that terminology differs 

substantially between fields, so each researcher needs to learn the terminology of their 

collaborator. Another challenge is that there is currently little integration between the fields 

of health and computer science/engineering (e.g., different academic departments, separate 

conferences, distinct journal outlets), but this appears to be improving. This lack of 

integration is apparent in the sample of the present study, which consisted primarily of 

health researchers with only a handful of computer scientists and engineers represented. 

Considerations in such collaborations include addressing the different motivators and desired 

outcomes of each researcher, for example framing the research question/problem in a way 

that excites all team members (e.g., addressing health implications as well as innovation/

Carlson et al. Page 11

J Meas Phys Behav. Author manuscript; available in PMC 2019 July 01.

A
u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t
A

u
th

o
r M

a
n
u
s
c
rip

t



advancement in computer vision) and publishing findings in both health and computer 

science/engineering outlets. The latter can be challenging because journal editors and 

reviewers look for quite different qualities when gauging merit of a research project (e.g., 

health implications and application vs. technological innovation and rigor). While 

technological research is being incorporated into health conferences at a fairly rapid rate 

(e.g., in the Society of Behavioral Medicine), such conferences still tend to draw very few 

computer scientists and engineers. More efforts should be made to merge conferences and 

societies drawing these distinct disciplines. One key lesson from our own work and from 

these interviews is that collaboration across diverse discipline takes a significant 

commitment of time and energy (Hall et al., 2012).

Participants, Ethics, and Coverage

Lastly, respondents raised questions concerning ethics, coverage, and participant 

engagement. We know of one IRB that did not permit automated data processing so that 

participants themselves had to annotate the images. Most of the concerns arise from the 

ability of cameras to capture images of participants not consented into the research process. 

However, much of this concern is misplaced as images of members of the public without any 

identifying information does not elevate them to third party members at risk. Many efforts 

are made to protect participant images, including blurring of images when stored on the 

device or masking of faces or identifiable features post processing, guiding participants on 

when image capture is appropriate (for example not in changing rooms), allowing 

participants to delete images, and providing participants with information to help them 

explain the research to others. Studies have shown that participants understand the 

consenting process for image capture studies and that some IRB concerns are not shared by 

participants (Nebeker et al., 2016). As more research demonstrates the benefits of image 

data collection, it may be easier to present more persuasive arguments to IRBs concerning 

the balance between benefit and risk. Efforts have been made by researchers to provide 

examples and arguments to support successful image-based research applications and 

appropriate participant protections. One such effort is the Connected and Open Research 

Ethics (CORE) platform (https://thecore.ucsd.edu/). Another useful effort is the ethical 

framework for supporting research using wearable cameras that was developed by health 

behavior researchers (Kelly, Marshall, et al., 2013).

Other ethical concerns include image capture of dangerous or illegal behavior. As of 2017, 

the National Institutes of Health automatically issues a Certificate of Confidentiality for all 

grants that involve identifiable and sensitive information. For projects with other funding 

sources in the U.S., researchers can apply for a Certificate of Confidentiality (National 

Institutes of Health, 2017). A Certificate of Confidentiality protects participants against legal 

actions (e.g., based on the image content), restricting the disclosure of identifiable, sensitive 

information outside of the study team unless required by other Federal, State, or local laws, 

such as for reporting of communicable diseases; unless the subject consents; or for the 

purposes of scientific research that is compliant with human subjects regulations. However, 

researchers also need to comply with requirements of medical professionals, for example to 

report child or elder abuse (e.g., (U.S. Dept. of Health and Human Services, 2016)).
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Images are considered Protected Health Information, so additional security procedures are 

required. With large image sets this can lead to additional data storage costs. In some cases 

researchers may only be able to share annotations of images (not the images themselves). 

However, many studies would benefit from sharing images and having other interested 

research groups aid in the annotation process or algorithm development, a common practice 

in computer science. Further, in computer vision the feature creation process is often where 

new developments are made that advance algorithm performance. Researchers would need 

access to the original images to create such innovative features. It has also been our 

experience that standard IRB training does not prepare transdisciplinary groups for 

protecting images and additional steps are required to highlight how the data can be stored 

and accessed.

Conclusions

Key informants, largely from the public health sector, shared experiences and challenges 

related to data collection from still and moving images for obesity research. Successful 

projects tended to include researchers from multiple disciplines. Keys to successful 

collaborations include joint goals, creation of a common language, and respect for each 

other’s expertise. While engineers can provide technical support and solutions, health 

researchers provide insight into human research and the design of studies to validate or test 

the boundaries of measures that are relevant to public health. Some challenges of this 

research include the need for human annotations, at least at early stages of the research or 

more complex recognition tasks. Many researchers are using online crowdsourcing tools for 

their scalability and immediacy. However, more local community members may also provide 

important perspective and image analysis might further engage communities in 

environmental advocacy. Given progress in collaboration across disciplines, advancing 

automation of data extraction from images and clear guidelines concerning ethical issues are 

the major challenges to fulfilling the potential of data collection concerning obesity and its 

behavioral and environmental determinants from images. The use of images and image/

video analysis in public health research has multiple benefits for advancing the science of 

physical activity and nutrition. The many successes reported in this paper illustrate the 

promise that a greater focus on development and application of image-based assessment 

methods will yield tangible increases in our understanding of health behaviors in context.
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Appendix

Table A1

Descriptive information on the types of research covered in sample

N (%) by Image Collection Category

Total N (%) (N = 
30)

Participant 
Generated (n =13)

Researcher 
Generated (n =10)

Curated from 
Third Party (n = 

7)

Image frame

 Still/single frame 28 (93.3%) 13 (100%) 8 (80.0%) 7 (100%)

 Video/many frames 8 (26.7%) 3 (23.1%) 5 (50.0%) 0

Current research classification

 Development 14 (46.7%) 5 (38.5%) 6 (60.0%) 3 (42.9%)

 Validation 17 (56.7%) 6 (46.2%) 7 (70.0%) 4 (57.1%)

 Correlational 14 (46.7%) 7 (53.8%) 3 (30.0%) 4 (57.1%)

 Intervention 9 (30.0%) 8 (61.5%) 0 1 (14.3%)

 Evaluation 10 (33.3%) 6 (46.2%) 2 (20.0%) 2 (28.6%)

Settings covered

 Home 11 (36.7%) 7 (53.8%) 3 (30.0%) 1 (14.3%)

 Work 8 (26.7%) 4 (30.8%) 4 (40.0%) 0

 School 10 (33.3%) 5 (38.5%) 5 (50.0%) 0

 Parks/recreation 16 (53.3%) 6 (46.2%) 6 (60.0%) 4 (57.1%)

 Neighborhood 21 (70.0%) 9 (69.2%) 6 (60.0%) 6 (85.7%)

 Other buildings 7 (23.3%) 3 (23.1%) 3 (30.0%) 1 (14.3%)

 Social interaction 9 (30.0%) 6 (46.2%) 3 (30.0%) 0

 Advertising 1 (3.3%) 0 (0%) 1 (10.0%) 0

 Social media 3 (10.0%) 1 (7.7%) 1 (10.0%) 1 (14.3%)

Populations covered

 Children 14 (46.7%) 6 (46.2%) 4 (40.0%) 4 (57.1%)

 Teenagers 14 (46.7%) 6 (46.2%) 3 (30.0%) 5 (71.4%)

 Adults 22 (73.3%) 8 (61.5%) 9 (90.0%) 5 (71.4%)

 Older adults 13 (43.3%) 6 (46.2%) 4 (40.0%) 3 (42.9%)

 Patients 3 (10.0%) 1 (7.7%) 2 (20.0%) 0

 Special populations 7 (23.3%) 6 (46.2%) 1 (10.0%) 0

Research stage

 Pilot 5 (16.7%) 4 (30.8%) 0 1 (14.3%)

 Funded 15 (50.0%) 9 (69.2%) 5 (50.0%) 1 (14.3%)

 In progress 16 (53.3%) 7 (53.8%) 4 (40.0%) 5 (71.4%)

 Completed 18 (60.0%) 8 (61.5%) 5 (50.0%) 5 (71.4%)

 Published 15 (50.0%) 6 (46.2%) 5 (50.0%) 4 (57.1%)
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Figure 1—. 

Coverage of physical activity and nutrition behaviors and environments by image capture 

device/platform used for items that were not mutually exclusive.
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Figure 2—. 

Coverage of physical activity and nutrition behaviors and environments by image capture 

device/platform used for items that were mutually exclusive.
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