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Abstract

A classical result due to M. Eidelheit and B. Yood states that the standard algebra

norm on the algebra of bounded linear operators on a Banach space is minimal, in

the sense that the norm must be less than a multiple of any other submultiplicative

norm on the same algebra. This definition does not assume that the arbitrary

algebra norm is complete. In cases when the standard algebra norm is, in addition,

maximal, it is therefore unique up to equivalence. More recently, M. Meyer showed

that the Calkin algebras of a very restricted class of Banach spaces also have unique

algebra norms.

We generalise the Eidelheit-Yood method of proof, to show that the

conventional quotient norm on a larger class of Calkin algebras is minimal. Since

maximality of the norm is a presumed property for the class, the norm is also unique.

We thus extend the result of Meyer. In particular, we establish that the Calkin

algebras of canonical Banach spaces such as James’ space and Tsirelson’s space have

unique algebra norms, without assuming completeness. We also prove uniqueness

of norm for quotients of the algebras of operators on classical non-separable spaces,

the closed ideals of which were previously studied by M. Daws.

One aspect of the Eidelheit-Yood method is a dependence on the uniform

boundedness principle. As a component of our generalisation, we prove an analogue

of that principle which applies to Calkin algebra elements rather than bounded

linear operators. In order to translate the uniform boundedness principle into this

new setting, we take the perspective that non-compact operators map certain well-

separated sequences to other well-separated sequences. We analyse the limiting

separation of such sequences, using these values to measure the non-compactness of

operators and define the requisite notion of a bounded set of non-compact operators.

In the cases when the underlying Banach space has a Schauder basis, we are able to

restrict attention to seminormalised block basic sequences. As a consequence, our

main uniqueness of norm result for Calkin algebras relies on the existence of bounded

mappings between, and projections onto, the spans of block basic sequences in the

relevant Banach spaces.
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Terminology

It is assumed that the reader is familiar with elementary results and definitions

relating to normed spaces, Banach spaces, algebras, and Banach algebras, as appear

in texts such as [Meg], [Pal], and [All]. The notions of quotient spaces, closed

subspaces, complements, projections, compact operators, and general bounded linear

operators between Banach spaces, will be particularly central. Further background

material, terminology, and notation, shall be introduced when needed. However, we

make the following initial definitions clear:

By a unique algebra norm or a unique Banach algebra norm on an algebra A,

we mean a norm ‖ · ‖ that is unique up to equivalence within its respective class

of norms on A. That is, given another such norm 9 · 9, there exists a constant

C ≥ 1 such that C−1‖a‖ ≤ 9a9 ≤ C‖a‖ for all a ∈ A. If two norms ‖ · ‖ and 9 · 9
are thereby equivalent, we write ‖ · ‖ ∼ 9 · 9. As shall be observed at the start of

Chapter 1, on a normed space the notions of a unique norm or a unique complete

norm are essentially trivial, and therefore we will often abuse this terminology when

discussing (Banach) algebras and use unique norm to mean a unique algebra norm

and unique complete norm to mean a unique Banach algebra norm.

On occasion it will be convenient to state several results or definitions in

parallel, with multiple components substituted in a respective fashion. In such cases

we shall write ‘p 〈resp. q〉’ to mean ‘p, respectively q’.

The natural numbers {1, 2, . . . } are represented by N, while N0 = {0} ∪ N.

When N0 is given its natural ordering, the first infinite ordinal ω and the first

infinite cardinal ℵ0 are identically considered to be ω = ℵ0 = N0.

Infinite sequences will be represented by (xn) or similar. When this notation is

used, the variable n is always assumed to range over the whole of N. In places where

a different indexing sequence or set is utilised, it will always be denoted explicitly.

The only vector spaces we shall consider will be over either the field of real

numbers R or the field of complex numbers C. For this reason, we adopt the conven-

tion that F denotes a field that can be either R or C, and that a reference to a vector

space implies that it is over F even if this is not explicitly stated. This includes

xi



xii Terminology

references to normed spaces, Banach spaces, algebras, and Banach algebras. When

several such spaces are discussed in the same context, unless otherwise indicated

they are assumed to be over the same field F, be it R or C. As is standard, | · |
denotes the absolute value function on F. The set {x ∈ R : x > 0} is denoted R+ .

The closed linear span of a set A in a normed space is represented by [A]. In

particular, [(xn)] is the closed linear span of the sequence (xn).

The default notation used for a norm is ‖ · ‖ ; in cases where the meaning is

unambiguous, ‖ · ‖ may be used simultaneously for the (different) norms on two or

more normed spaces. The closed ball with centre x and radius r in a normed space

X is denoted BX(x, r) = {y ∈ X : ‖y − x‖ ≤ r}, and we write BX for BX(0, 1), the

unit ball. Note, therefore, that rBX = BX(0, r). The boundary of BX is the unit

sphere: SX = {x ∈ X : ‖x‖ = 1}. The standard operator norm for a linear operator

T : X → Y is ‖T‖ = sup{‖Tx‖ : x ∈ BX}. The identity operator on a normed

space X is denoted I. As with norms, I may be used simultaneously for the identity

operators on multiple normed spaces.

In general, Banach spaces and their subspaces will be represented by the sym-

bols X, Y or Z, with additional subscripts or superscripts in some cases. If X and

Y are isomorphic 〈resp. isometric〉, we write X ≈ Y 〈resp. X = Y 〉. The space of

all bounded 〈resp. compact; finite rank〉 linear operators from X to Y is denoted

B(X,Y ) 〈resp. K (X,Y ) ; F (X,Y )〉, and we set

B(X) = B(X,X) , K (X) = K (X,X) , and F (X) = F (X,X) .

Other spaces of operators will be introduced at various points, and we shall also use

‘script’ letters to represent them in a similar fashion.

Finally, we highlight an important point about the notation used for the quo-

tient norm on the Calkin algebra C (X) = B(X)/K (X) of a Banach space X.

We call that quotient norm the essential norm and denote it ‖ · ‖e. The essential

norm induces a semi-norm on B(X) with kernel K (X). We also denote that semi-

norm ‖ · ‖e, and refer to the essential norm ‖T‖e of an operator T ∈ B(X). This

abuse of notation, in using ‖ · ‖e as a function on both B(X) and C (X), will oc-

cur frequently and within the same context. The same will be true of other norms

〈resp. semi-norms〉 defined on C (X) 〈resp. B(X)〉.



Chapter 1

Introduction

Wenn jede beschränkte Folge von Elementen einer linearen

Mannigfaltigkeit kompakt ist, so ist die Mannigfaltigkeit von endlicher

Dimensionszahl.

— Friedrich Riesz

A fundamental result in the theory of Banach spaces is that any two normed spaces

X and Y of the same finite dimension are isomorphic. That is, the natural linear

map between X and Y induced by identifying any choices of respective bases is

automatically continuous. Thus the norm on a finite dimensional space is unique.

The distinctive nature of this uniqueness of norm property was first exhibited

by Riesz in 1916, when he characterised finite dimensional spaces by showing that

a given normed space X is finite dimensional if and only if BX is compact in the

norm topology [Rie, Hilfssätze 4–5]. Conversely, when X is infinite dimensional,

the presence of non-compact, linearly independent sequences in the unit ball allows

the construction of unbounded linear operators and inequivalent norms on X. If, in

addition, X is a Banach space, then an inequivalent complete norm on X can be

constructed by the same process:

Theorem. Let (X, ‖ · ‖) be an infinite dimensional normed 〈resp. Banach〉 space.

Then X admits an inequivalent norm 〈resp. an inequivalent complete norm〉.

Proof. Let B be a normalised Hamel basis for X, and select (bn) ⊂ B such that

bn is distinct for each n ∈ N. Define an unbounded linear bijection T by setting

T (bn) = nbn for n ∈ N, T (b) = b for b ∈ B\ (bn), and extending linearly. Set

9x9 = ‖Tx‖ for x ∈ X. Then 9 · 9 is a norm 〈resp. a complete norm〉 on X,

however for all n ∈ N we have 9bn9 = n, while ‖bn‖ = 1, so that 9 · 9 � ‖ · ‖. �

1



2 Chapter 1. Introduction

Hence, since the inception of Banach space theory, it was known that a normed

space 〈resp. a Banach space〉 has a unique norm 〈resp. a unique complete norm〉 if

and only if it is finite dimensional.

While these results for normed spaces constitute a rudimentary component of

any introductory course in functional analysis, it is only at a particularly specialised

graduate level that one normally studies uniqueness properties of norms on algebras.1

In stark contrast to the straightforward results for normed spaces, a rich variety

of uniqueness and related properties can arise regarding potential algebra norms

on an algebra A, due to the added constraint of submultiplicativity requiring that

‖ab‖ ≤ ‖a‖‖b‖ for all a, b ∈ A. Indeed, there exist infinite dimensional algebras which

have a unique Banach algebra norm. Furthermore, there are infinite dimensional

Banach algebras which have a unique algebra norm, even without the assumption

of completeness. This is surprising when one considers that the basic axioms for

an unnormed algebra have no apparent topological properties, yet in the cases in

question the algebraic structure can completely determine the topology no matter

how an algebra norm is imposed3 — and despite the ease with which we can define

an inequivalent norm on the underlying vector space! A detailed treatment of many

such results and the related theory can be found in [Dal1], but for the sake of

context their history is summarised in §1.1 below, along with an exposition of the

more pertinent examples. Note, however, that some additional structure is always

assumed: to completely catalogue those algebras which admit a unique algebra or

Banach algebra norm is likely as impossible a task as a complete general classification

of Banach spaces.

In this work we shall primarily restrict the question of uniqueness of norm to

the Calkin algebras C (X) = B(X)/K (X) of various Banach spaces X.4 Of course,

the quotient norm on C (X) is defined relative to the norm on B(X). Thus, a more

fundamental question is whether B(X) admits an algebra norm that is not equivalent

1This is not to suggest that Banach algebra theory has in any way lagged behind the study
of Banach spaces. Algebras, as they are defined today, were first considered by Peirce in 1870
[Pei] under the guise of linear associative algebras.2 Complete normed algebras were implicitly
considered by Bennett as early as 1916 [Ben], albeit in a very convoluted fashion as one example
of a broader axiomatic framework: Bennett’s paper is cited and discussed in detail in [Pie2, §1.6].
Banach algebras were first explicitly defined (as linearen, metrischen Ringen) by Nagumo in 1936
[Nag, §1].2

2See [Pal, §1.1] for more details of these and several other interesting historical observations.
3There are also algebras which admit no algebra norm at all, although this is perhaps less remark-

able. For example, the algebra L (X), of all (possibly unbounded) linear operators from an infinite
dimensional vector space X to itself, cannot be given an algebra norm (see [Dal1, Prop. 2.1.14(ii)]).

4Calkin algebras are named after J. W. Calkin. His 1941 study of the Calkin algebra of a
separable Hilbert space, which is C (`2) up to isomorphism, was the first to consider such quotient
algebras: Calkin established certain results regarding the representation theory of C (`2), while also
proving that K (`2) is the only non-trivial closed ideal in B(`2) [Cal].



1.1 Classical uniqueness of norm results 3

to the standard supremum norm of an operator. If not, then the supremum norm is

the only way to measure the ‘size’ of an operator on X in a composition-compatible

way. This happens to be the situation for a large family of cases, as shown by the

classical findings of Johnson and their precursors. These results are detailed in §1.1

below.

Subsequent sections of this chapter provide further foundational material, upon

which the various results discussed in this thesis rely. §1.2 catalogues some definitions

and properties that concern ideals and quotients in the algebra of bounded linear

operators on a Banach space. §1.3 covers the necessary background about basic

sequences in Banach spaces, which will be central to our investigation of uniqueness

of norm properties for Calkin algebras. Finally, §1.4 gives a general overview of the

structure and results of this thesis.

1.1 Classical uniqueness of norm results

To determine whether a norm 〈resp. a complete norm〉 ‖ · ‖ is unique, it is natural

to consider the issue in two parts. Given an arbitrary norm 〈resp. complete norm〉
9 · 9, on the same algebra as ‖ · ‖, we can investigate if there is a constant C such

that ‖ · ‖ ≤ C9 · 9 separately to whether there is a C such that 9 · 9 ≤ C‖ · ‖. In

the light of this, we adopt the following terminology.

1.1.1 Definition. Let (A, ‖ · ‖) be a Banach algebra.

(i) ‖ · ‖ is minimal if for any (not necessarily complete) algebra norm 9 · 9 on A,

there exists a constant C (dependent on 9 · 9) such that ‖ · ‖ ≤ C9 · 9. That

is, the identity map I : (A,9 · 9)→ (A, ‖ · ‖) is bounded.

(ii) ‖ · ‖ is maximal if for any (not necessarily complete) algebra norm 9 ·9 on A,

there exists a constant C (dependent on 9 · 9) such that 9 · 9 ≤ C‖ · ‖. That

is, the identity map I : (A, ‖ · ‖)→ (A,9 · 9) is bounded.

Thus a norm is unique if and only if it is both minimal and maximal. In general,

it is possible that a norm might have one of these properties without having the

other. Illustrating this potential separation, the first result relating to the question

of norm uniqueness (for B(X), and indeed any Banach algebra) was established by

Eidelheit in 1940 [Eid],5 and its full significance demonstrated in an independent

proof by Yood in 1958 [Yoo]. Eidelheit’s result lays the conceptual foundation for

5The claim that this was the earliest such result appears in both [Pal, p12] and [Dal1, p608].
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a significant portion of this thesis. Hence, we state it in broadest generality and

provide a detailed proof, which will be referred to in subsequent discussion.

1.1.2 Theorem ([Eid, Lem. 1], [Yoo, Thm. 3], [Pal, §1.7.15], [Dal1, Thm. 5.1.14]).

Let X be a Banach space and let A be B(X), or any subalgebra of B(X) that contains

F (X). Then the standard operator norm ‖ · ‖ is minimal.

Proof. Let 9 · 9 be any algebra norm on A. Suppose, contrary to minimality,

that there is no C such that ‖ · ‖ ≤ C9 · 9. Then we can find (Tn) ⊂ A such

that ‖Tn‖ > n 9 Tn9 for each n ∈ N. By scaling Tn as necessary, without loss of

generality we may assume 9Tn9 = 1 for all n ∈ N. Thus (‖Tn‖) is unbounded,

so by the uniform boundedness principle there exists x0 ∈ X for which (‖Tnx0‖)
is unbounded. Employing the identification of (Tnx0) with its canonical image in

X∗∗, a further application of the uniform boundedness principle implies that there

is x∗0 ∈ X∗ such that (|x∗0(Tnx0)|) is unbounded.

Now define S ∈ B(X) by

Sx = x∗0(x)x0

for x ∈ X. Note that S 6= 0 and S has rank 1, so 9S9 > 0 and S ∈ F (X) ⊂ A.

Therefore STnS ∈ A and

9STnS9 ≤ 9S9·9Tn9·9S9 = 9S92

for all n ∈ N. However, for all x ∈ X we have

STnSx = STn(x∗0(x)x0) = x∗0(x)x∗0(Tnx0)x0 = x∗0(Tnx0)Sx .

Thus STnS = x∗0(Tnx0)S, and so

|x∗0(Tnx0)| =
9STnS9

9S9
≤ 9S9 , (1.1.2a)

in contradiction to the previous conclusion that (|x∗0(Tnx0)|) is unbounded. �

1.1.3 Remark. An important element of all published proofs of Theorem 1.1.2,

which we shall also refer to as the Eidelheit-Yood theorem, is the reliance on the

uniform boundedness principle (UBP). As it is normally stated, and as we used it

above, the UBP says that, if {Tλ}λ∈Λ is a collection of operators in B(X), then

{‖Tλ‖ : λ ∈ Λ} is bounded if and only if {‖Tλx‖ : λ ∈ Λ} is bounded for each x ∈ X.

Thus if {Tλ}λ∈Λ is unbounded, then there is an x ∈ X such that {‖Tλx‖}λ∈Λ is
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unbounded, and therefore we can extract a sequence (Tn) ⊂ {Tλ}λ∈Λ such that

‖Tnx‖ ↑ ∞. This standard argument tells us nothing about the rate of growth of

‖Tnx‖, and most published proofs of the UBP do not concern themselves with this

detail, whether they be based on the Baire category theorem or the so-called ‘glid-

ing hump’ argument. However, careful analysis shows that a quantitative estimate

relating the growth of ‖Tnx‖ to the growth of ‖Tn‖ is possible, and we shall use this

stronger version at one stage in Chapter 6. The following statement, extracted from

a recent interesting note in The American Mathematical Monthly, will suffice for our

purposes.

1.1.4 Theorem (The (quantitative) uniform boundedness principle; e.g. see [Sok]).

Let X be a Banach space and let (Tn) ⊂ B(X) be such that, for all n ∈ N, ‖Tn‖ ≥ 4n.

Then there exists x ∈ SX such that, for all n ∈ N, ‖Tnx‖ ≥ 4n/3n+1 .

Applying the two-step process from the Eidelheit-Yood proof gives:

1.1.5 Corollary. Let X be a Banach space and let (Tn) ⊂ B(X) be such that, for

all n ∈ N, ‖Tn‖ ≥ 10n. Then there exist x ∈ SX and x∗ ∈ SX∗ such that, for all

n ∈ N, |x∗(Tnx)| ≥ 10n/9n+1 .

Proof. By Theorem 1.1.4, there exists x ∈ SX such that, for all n ∈ N,∥∥∥3n+1 · 4n
10n Tnx

∥∥∥ ≥ 4n. Identifying
(

3n+1 · 4n
10n Tnx

)
with its canonical image in X∗∗,

another application of Theorem 1.1.4 gives an x∗ ∈ X∗ such that, for all n ∈ N,∣∣∣x∗ (3n+1 · 4n
10n Tnx

)∣∣∣ ≥ 4n

3n+1 . The required result follows. �

1.1.6 Remark. While the uniform boundedness principle is an important tool in

the proof of Theorem 1.1.2, its use is not the most significant aspect. Rather, the

key idea in the Eidelheit-Yood method is the construction of the operator S, and

this construction underlies all of the various published accounts. The purpose of S

is threefold. First, on the right it maps onto a restricted subspace (the span of x0),

on which we know the operators Tk are unbounded thanks to the UBP. Second, after

the Tk have been applied, on the left it brings the various images of that subspace

back together, preserving the unbounded nature of (Tk) as it does so. Third, this

‘shift’ back into a common space factorises S itself, which has whatever constant

norm 9S9 it has, in such a way that, as a result of the submultiplicative property of

9 · 9, the unboundedness of ‖Tk‖ is transferred to 9Tk9. The fact that these three

purposes can be achieved with the same operator, which in no way varies with k,

yields an extremely elegant argument. However, the contradiction of 1.1.2a would
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remain even if S varied with k, so long as 9S9 remained nonzero and bounded

(which may not be easy to control, given that 9 ·9 is arbitrary). Furthermore, there

appears to be no reason why a similar shift/factorisation effect could not be achieved

with different operators on the left and right. Exploiting the flexibility offered by

these possibilities will be central to our proof that various Calkin algebras have a

unique algebra norm. Further discussion of this approach appears in §3.4. Note

that the Eidelheit-Yood proof does not immediately generalise to show minimality

of the essential norm on C (X), because the operator S is finite rank. This means

that its norm collapses to zero under any arbitrary algebra norm on C (X). Hence,

the contradiction of 1.1.2a does not exist in the Calkin algebra setting, if we simply

follow the proof given for Theorem 1.1.2.

Remarks 1.1.3 and 1.1.6 discussed the essential similarities possessed by the

versions of the Eidelheit-Yood theorem (1.1.2) that can be found in the literature.

However, those previous presentations have also been somewhat varied. Among the

references cited prior to the statement of the theorem, the proof as given above is

closest to the one in [Dal1]. The original proofs by Eidelheit and Yood were used

for purposes beyond the content of Theorem 1.1.2, and that theorem is not directly

contained, as expressed here, in either [Eid] or [Yoo]. In fact, Eidelheit relied on

a similar argument to establish only the weaker result that B(X) has a unique

complete norm. This follows due to an application of the open mapping theorem:

1.1.7 Theorem. Suppose that (A, ‖ · ‖) is a Banach algebra, and that either ‖ · ‖
is minimal or that ‖ · ‖ is maximal. Then A has a unique Banach algebra norm.

Proof. Suppose that 9 · 9 is an arbitrary complete algebra norm on A. If ‖ · ‖ is

minimal, then I : (A,9 · 9)→ (A, ‖ · ‖) is bounded and therefore continuous, so by

the open mapping theorem I has a continuous inverse (e.g., see [All, Coroll. 3.41]).

Similarly, if ‖ · ‖ is maximal, then I : (A, ‖ · ‖) → (A,9 · 9) is continuous, so by

the open mapping theorem has a continuous inverse. Thus, in either case, we can

conclude that 9 · 9 ∼ ‖ · ‖. �

1.1.8 Corollary. Let X be a Banach space. Then B(X), and all its norm-closed

subalgebras that contain F (X), have unique Banach algebra norms.

Proof. This is an immediate consequence of Theorems 1.1.2 and 1.1.7. �

Hence, if we wish to show that an algebra has a unique complete norm, it

suffices to address just one of the two separate questions of whether ‖ · ‖ is minimal
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or maximal.6 We have seen that, in the case of B(X), the Eidelheit-Yood theorem

answers the first of these questions no matter the choice of the Banach space X. As

alluded to at the end of Remark 1.1.6, much of this thesis will be concerned with

how to apply a similar method to establish the minimality of the quotient norm for

the Calkin algebras of a restricted class of Banach spaces. In Chapter 3, we will

present results of prior authors which show that, in contrast to the case of B(X),

there are Banach spaces X such that the quotient norm on C (X) is not minimal.

Therefore, some restrictions on X are necessary for the quotient norm on C (X) to

be minimal, and the Eidelheit-Yood theorem can not be completely generalised in

this context.

The reason we will be less focussed on the question of the maximality of the

norm on C (X) is due to the next definition and sequence of results.

1.1.9 Definition. Let X be a Banach space. A continued bisection of the iden-

tity on X is a pair {(Yn), (Zn)} of sequences of closed subspaces of X such that

X = Y1 ⊕ Z1 and such that, for each n ∈ N, we have

Yn = Yn+1 ⊕ Zn+1 and Yn ≈ Zn .

Definition 1.1.9 is a cross between the original [Joh1, Defn. 3.1] and the now standard

definition of a continued bisection of the identity for a general unital algebra (see,

e.g., [Dal2, Defn. 5.2.3]). The correspondence between those definitions comes from

associating the subspaces Yn and Zn with their complementing projections on X.

We have given the version of the definition best suited for our purposes, which will

involve applications of the following classical automatic continuity results.

1.1.10 Theorem ([Joh1, Thm. 3.3]). Let X be a Banach space with a continued

bisection of the identity. Then all homomorphisms from B(X) into a Banach algebra

are continuous.

1.1.11 Proposition (see, e.g., [Pal, Prop. 6.1.6]). Let A be a Banach algebra such

that all homomorphisms from A into a Banach algebra are continuous. If I is a

closed ideal of A, then all homomorphisms from A/I into a Banach algebra are

continuous.

Proof. Note that this is a direct result of the open mapping theorem: the quotient

6However, note that for a norm to be a unique complete norm, it is not a necessary condition
that it is either minimal or maximal.
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map is open, thus composing it with a hypothetical discontinuous homomorphism

from A/I would yield a discontinuous homomorphism from A. �

1.1.12 Corollary. Let X be a Banach space with a continued bisection of the iden-

tity. Then the standard norm on B(X), and the quotient norms on all quotients of

B(X) by its closed ideals, are maximal. In particular, B(X) has a unique algebra

norm.

Proof. Let (B, ‖ · ‖) be either the Banach algebra B(X), or the Banach algebra

B(X)/I (X) for a closed ideal I (X) ⊂ B(X). Suppose that 9 · 9 is an arbitrary

algebra norm on B. By Theorem 1.1.10 and Proposition 1.1.11, the homomorphism

I : (B, ‖ · ‖)→ (B,9 · 9)

must be continuous, and is therefore bounded. Hence ‖·‖ is maximal. If B = B(X),

then ‖ · ‖ is also minimal by Theorem 1.1.2, and thus is unique. �

The above proof contains the result that the automatic continuity of homo-

morphisms from a Banach algebra (A, ‖ · ‖) implies that ‖ · ‖ is maximal. It is also

the case that, if there is a discontinuous homomorphism θ from A into a Banach

algebra, then we may use it to define an algebra norm 9 · 9 on A such that there

is no C for which 9 · 9 ≤ C‖ · ‖. For example, set 9a9 = max{‖a‖, ‖θ(a)‖} for all

a ∈ A. That is, we have the following equivalence.

1.1.13 Proposition (see, e.g., [Dal1, Prop. 2.1.7]). Let (A, ‖ · ‖) be a Banach

algebra. Then ‖ · ‖ is maximal if and only if all homomorphisms from A into a

Banach algebra are continuous.

A particular case of the above Theorem 1.1.10 and Corollary 1.1.12 is:

1.1.14 Corollary. Let X be a Banach space such that X ≈ X ⊕X. Then X has

a continued bisection of the identity, all homomorphisms from B(X) into a Banach

algebra are continuous, and the standard norms on all quotients of B(X) by its

closed ideals are maximal.

Proof. Since X ≈ X ⊕X, for each n ∈ N we may choose subspaces Yn ≈ Zn ≈ X

inductively, such that Yn = Yn+1 ⊕ Zn+1. Therefore X has a continued bisection of

the identity, and the remaining conclusions follow from Theorem 1.1.10 and Corol-

lary 1.1.12. �
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In his original paper on the topic, Johnson claims that the various spaces which

have a continued bisection of the identity form “quite a large class of Banach spaces”

([Joh1, p1]). While the later construction of various pathological counterexamples7

might be considered to refute this statement, it is nonetheless the case that many of

the Banach spaces which enjoy mainstream attention have a continued bisection of

the identity. For example, the function spaces Lp[0, 1], 1 ≤ p ≤ ∞, are such that

Lp[0, 1] ≈ Lp[0, 1/2]⊕ Lp[1/2, 1] ≈ Lp[0, 1]⊕ Lp[0, 1] ,

and numerous other classical spaces X also have the property that X ⊕X ≈ X. So

we have that the standard norm on B(X), and therefore also C (X), is maximal in

a “large” number of interesting cases.

These cases additionally include some spaces X for which the norm on B(X)

is maximal, yet X does not have a continued bisection of the identity. One such

example is James’ quasi-reflexive space J , for which the norms on B(J) and C (J)

are maximal as a result of [Wil2, Prop. 8] and Propositions 1.1.11 and 1.1.13. We

shall further study James’ space in §5.5.

Because of the various results related above, the question of whether the norm

on C (X) is maximal often reduces to the same question on B(X), particularly in

many of the cases of interest. It is for this reason that, subsequently, we shall be

more concerned with the minimality of the norm on a given Calkin algebra, when

investigating the question of whether that norm is unique.

However, before we conclude our discussion of situations in which the max-

imality property holds, there is one further aspect to be considered. Note that

the Eidelheit-Yood theorem (1.1.2) not only established minimality of the operator

norm for B(X), but also for closed ideals in B(X). So it is natural to question

whether, on the spaces X for which Corollary 1.1.12 guarantees the operator norm

is maximal, that result also passes to closed ideals. That is, when X has a continued

bisection of the identity, do the closed ideals of B(X) have a maximal, and therefore

unique, norm? The answer is that we can still can say something under an additional

assumption:

1.1.15 Definition (see, e.g., [Dal1, Defn. 2.9.1]). Let A be a normed algebra. A

left approximate identity for A is a net (eβ)β∈B ⊂ A such that limβ∈B eβa = a for

each a ∈ A. Given m > 0, (eβ)B∈B is bounded by m if supβ∈B eβ ≤ m, and is

bounded if supβ∈B eβ <∞.

7Such counterexamples include the recent plethora of indecomposable spaces that have their
origin in [GoMa], and which clearly fail to have a continued bisection of the identity.
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We will utilise the following test of the existence of a left approximate identity in

Chapter 6.

1.1.16 Proposition ([Dal1, Prop. 2.9.14]). Let A be a normed algebra, and c ≥ 1.

Suppose that there exists a dense subset A of A such that, for each a ∈ A and ε > 0,

there exists u ∈ cBA with ‖a − ua‖ < ε. Then A has a left approximate identity of

bound c.

The relevance of left approximate identities to the theory that has been previously

discussed is shown by:

1.1.17 Theorem ([Dal1, Thm. 5.4.11]). Let (B, ‖ · ‖) be a unital Banach algebra

with a continued bisection of the identity, and let A be a closed ideal in B with a

bounded left approximate identity. Then each homomorphism from A into a Banach

algebra is automatically continuous and ‖ · ‖ is maximal on A.

Hence, given a Banach space X, maximality of the norm on B(X) does pass

to closed ideals in some circumstances, although not in every case. So the situation

is somewhat different compared to the analogous one for minimality. In Chapter 6,

we will apply Theorem 1.1.17 in the following context.

1.1.18 Corollary. Let X be a Banach space such that X ≈ X ⊕ X, and let

I1(X),I2(X) be closed ideals in B(X) such that I1(X) ⊂ I2(X). Suppose that

I2(X)/I1(X), a closed ideal in B(X)/I1(X), has a bounded left approximate iden-

tity. Then the standard quotient norm on I2(X)/I1(X) is maximal.

Proof. This is a direct consequence of Corollary 1.1.14 and Theorem 1.1.17. �

In particular, if I1(X) = {0} in the above corollary, we have that the operator

norm on I2(X) is maximal and therefore unique, because it is minimal by the

Eidelheit-Yood theorem (1.1.2).

From Definition 1.1.9 onwards we have discussed specific conditions which en-

sure the maximality of the algebra norm on B(X) and related algebras, when X

is a Banach space. However, we have not yet given an example to show that the

standard algebra norm on these algebras can fail to be maximal, to justify the need

for specificity. It would not be surprising if there were no such example in the case

of B(X): at the other end of the spectrum, the Eidelheit-Yood theorem guarantees
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the norm is always minimal. However, the appearance of [Rea], published in 1989,

established the existence of a Banach space X such that there is a discontinuous

derivation from B(X) to a Banach B(X)-bimodule. A derivation from a Banach

algebra A to a Banach A-bimodule Y is a linear map D : A → Y such that, for

all a, b ∈ A,

D(ab) = a ·Db +Da · b .

Given such a derivation D that is also discontinuous, the space A ⊕ Y is a Banach

algebra, with the product defined by (a, x)(b, y) = (ab, a · y + x · b) for all a, b ∈ A

and x, y ∈ Y , and furthermore the map A → A ⊕ Y given by a 7→ (a,Da) is a

discontinuous homomorphism (see, e.g., [Dal1, Thm. 2.7.5]). Hence, the existence of

a discontinuous derivation from a Banach algebra A to a Banach A-bimodule implies

that there is a discontinuous homomorphism from A, and thus the norm on A fails

to be maximal by Proposition 1.1.13.

Therefore, we have that:

1.1.19 Theorem ([Rea]). There exist Banach spaces X for which the standard

norm on B(X) fails to be maximal.

Hence we have examples of spaces for which B(X) does not have a unique

algebra norm. We shall discuss further details of the Read example in Chapter 3.

At that point we shall also study a recent construction from [Tar2] that gives another

example of a Banach space X, of a different nature to the example from [Rea], for

which the standard norm on B(X) is not maximal. For the moment, it is sufficient

to note that these spaces are very unnatural: Read’s space is a particular quotient

of an infinite direct sum of James-like spaces generated by an elaborate choice of

members from an infinite family of incomparable symmetric norms, and Tarbard’s

space is an indecomposable, but not hereditarily indecomposable, space that builds

on the recent Argyros-Haydon construction ([ArHa]) of a Banach space on which

every operator is a scalar multiple of the identity plus a compact operator. So

Banach spaces X for which B(X) does not have a unique algebra norm seem to be

very peculiar indeed.

The radical of a unital Banach algebra A with identity e, denoted radA, is the

intersection of all the maximal left ideals of A, and is a closed (two-sided) ideal of A.

Equivalently, the radical may be defined as the intersection of all the maximal right
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ideals of A, or by:

radA = {a ∈ A : e− ba ∈ InvA (∀b ∈ A)} ,

where InvA denotes the set of invertible elements in A. We say that A is semisimple

if radA = {0}. The relevance of semisimplicity to our discussion is that B(X) is

always semisimple, for every Banach space X (see, e.g., [Dal2, Prop. 2.2.4]).

We have seen that the standard norm on B(X) is always minimal, but may fail

to be maximal. In the cases when it is maximal, we have two independent ways to

establish that B(X) has a unique complete norm, by Theorem 1.1.7. In fact, there

is a yet another way:

1.1.20 Theorem ([Joh2, Thm. 2]). A semisimple Banach algebra has a unique

complete algebra norm.

This completes our discussion of uniqueness of norm properties on B(X), when

X is a Banach space. As with the minimality of the norm on B(X), the semisim-

plicity of B(X) does not pass to the Calkin algebra C (X). We previously noted

that in the cases when the algebra norm on B(X) is maximal, maximality does pass

to the quotient norm on C (X). Hence, in such cases, C (X) is also known to have

a unique complete norm. Like maximality, we therefore will be less concerned with

whether a given Calkin algebra has a unique complete algebra norm, and our focus

is on the stronger property of uniqueness of the algebra norm. In this context it is

worth noting the following.

1.1.21 Lemma. Let (A, ‖ · ‖1) be a Banach algebra such that any algebra norm

‖ · ‖2 on A is necessarily complete. Then A has a unique algebra norm.

Proof. Let ‖ · ‖2 be an arbitrary algebra norm on A. Then, by assumption, both

‖ · ‖2 and 9 · 9 = ‖ · ‖1 + ‖ · ‖2 are complete. 9 · 9 is an algebra norm because, for

all a, b ∈ A,

9ab9 ≤ ‖a‖1‖b‖1 + ‖a‖2‖b‖2 ≤ (‖a‖1 + ‖a‖2)(‖b‖1 + ‖b‖2) = 9a9 9b9 .

Now, ‖ · ‖1 ≤ 9 ·9 and ‖ · ‖2 ≤ 9 ·9, so by the open mapping theorem we must have

‖ · ‖1 ∼ 9 · 9 ∼ ‖ · ‖2 . �
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1.2 Closed ideals and quotients of B(X)

For a given Banach space X, §1.1 detailed several results that applied not only

to B(X), but also to its closed ideals and quotients by them. In this section, we

consider some specific examples of ideals in B(X), to which much of that theory can

be applied. While our primary focus in this thesis is on the Calkin algebra C (X)

and by association the ideal K (X) of compact operators, there are also other ideals

in which we shall have a passing interest.

Suppose that X and Y are Banach spaces. An operator T ∈ B(X,Y ) is weakly

compact if T (BX) is a relatively weakly compact subset of Y . We write W (X,Y )

for the space of all weakly compact operators in B(X,Y ). T is approximable if it is

lies in the closure of the finite rank operators F (X,Y ), and we write A (X,Y ) for

the space of all approximable operators in B(X,Y ). T is strictly singular if it is not

an isomorphism onto its range when restricted to any infinite dimensional subspace

of X. We write S (X,Y ) for the space of all strictly singular operators in B(X,Y ).

Finally, T is inessential if (I − ST ) is a Fredholm operator for every S ∈ B(Y,X),

which means that ker(I − ST ) and X/(I − ST )(X) are both finite dimensional. We

write E (X,Y ) for the space of all inessential operators in B(X,Y ).

B(X)

E (X)

OO

W (X)

AA

S (X)

OO

K (X)

OO

]]

A (X) = F (X)

OO

{0}

OO

Figure 1: The hierarchy amongst certain standard closed operator ideals
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When Y = X, we write simply W (X), A (X), S (X), and E (X) respectively,

and each of these spaces of operators forms an ideal in B(X). E (X) can be char-

acterised as the inverse image of rad C (X) under the quotient map from B(X) to

C (X). The relationship between these ideals and K (X) is shown in the preceding

diagram. Each inclusion depicted may be strict.

While our main concern will be whether the Calkin algebra of a given Banach

spaceX has a unique algebra norm, the same question can be asked of other quotients

of B(X). The following proposition shows that there is a degree of connection

between these questions. It does not seem to have been previously noted in the

literature.

1.2.1 Proposition. Let A be a Banach algebra, and let I1, I2 be closed ideals in A

with I1 ⊂ I2. Suppose that both A/I2 and I2/I1 have unique algebra norms. Then

A/I1 has a unique algebra norm.

Proof. Let 9 · 9 be an arbitrary algebra norm on A/I1. Then 9 · 9|I2/I1 is an

algebra norm on I2/I1, and is therefore equivalent to ‖ · ‖ on I2/I1. In particular

it is complete on I2/I1, so I2/I1 is closed in (A/I1,9 · 9). We may identify A/I2

with A
I1
/I2I1 , and thus consider the quotient norm on A/I2 induced by 9 · 9, which

we will also denote 9 · 9.

9 · 9 is an algebra norm on A/I2, so it is equivalent to ‖ · ‖ and hence is

complete. Therefore
(
A
I1
/I2I1 ,9 · 9

)
and (I2/I1,9 · 9) are both Banach spaces. Since

completeness is a three-space property,8 we conclude that 9 · 9 is a complete norm

on A/I1. Thus any algebra norm on A/I1 must be complete, and so A/I1 has a

unique algebra norm by Lemma 1.1.21. �

In the context of Proposition 1.2.1, it is natural to ask whether, for a Banach

algebra A and closed ideal I ⊂ A, the weaker assumption that both A/I and I have

unique complete norms implies that A has a unique complete norm. However, this

is false: an example from the introductory section of [Fel] (see also [Dal1, Ex. 5.4.6])

gives a complex Banach algebra A, without a unique complete norm, and such that

radA ≈ C. Clearly radA has a unique complete norm, and A/radA is semisimple

and thus has unique complete norm by Theorem 1.1.20.

Another consideration is whether a Calkin algebra having a unique algebra

norm might dualise in any way. In this regard, the following result is relevant.

8See, for example, [Meg, Defn. 1.7.8 and Thm. 1.7.9].
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1.2.2 Theorem. Let X be a reflexive Banach space. Then C (X) has a unique

algebra norm if and only if C (X∗) has a unique algebra norm.

Proof. Because X is reflexive, the isometric antihomomorphism T 7→ T ∗ maps

B(X) onto B(X∗). By Schauder’s theorem ([Scha, Satz I–II]), T is compact if and

only if T ∗ is compact. Thus, C (X) and C (X∗) are isometric under the antihomo-

morphism T +K (X) 7→ T ∗+K (X∗). Therefore, any inequivalent algebra norm on

C (X) induces a likewise inequivalent algebra norm on C (X∗), and vice versa. �

1.3 Bases in Banach spaces

Much of the technical theory we shall rely upon relates to the properties of basic

sequences in specific Banach spaces. In this section, we collate the various elementary

definitions and results relating to basic sequences that are needed, and introduce

some useful notation. See, for example, [Meg, Chp. 4] and [AlKa, Chps. 1,9] for

more details.

As is standard, we shall use the term basis to mean a Schauder basis. Given

a Banach space X, a Schauder basis for X is a sequence (xn) ⊂ X such that every

x ∈ X has a unique representation

x =
∑
n

cnxn

for some (cn) ⊂ F. Note that the order of summation, and therefore the order of the

basis, may be important, as the sum may not converge unconditionally. If the sum

converges unconditionally for all x ∈ X, we call the basis unconditional.

Given a basis (xn) for a Banach space X, for each m ∈ N we can define the

basis projection Pm : X → X by

Pm :
∑
n

cnxn 7→
m∑
n=1

cnxn .

We also set P0 = 0. The basis projections of (xn) are all bounded, finite rank linear

operators on X, and have the property that supn ‖Pn‖ is finite. We call the value

supn ‖Pn‖ the basis constant of (xn). A basis is monotone if it has basis constant

equal to 1, meaning that ‖Pn‖ = 1 for all n ∈ N. If, in addition, ‖Pm − Pn‖ = 1 for

all m,n ∈ N such that m 6= n, then the basis is bimonotone.

For E ⊂ N, we also use E to denote the projection E : X → X that is formally
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given by

E

( ∞∑
n=1

cnxn

)
=
∑
n∈E

cnxn ,

in the cases where it is well defined. When E is infinite, the sum over n ∈ E in the

above is taken in the natural order inherited from N. Note that every E ⊂ N gives a

well defined projection if and only if the underlying basis is unconditional, in which

case the suppression constant supE⊂N ‖E‖ of the basis is finite. A basis (xn) is also

unconditional if and only if, for all sequences of signs (σn) ⊂ {−1, 1}, the mapping∑
n cnxn 7→

∑
n σncnxn is a bounded operator, in which case the supremum of the

norms of all such operators is called the unconditional constant Ku of the basis. For

all K ≥ Ku, we say (xn) is K-unconditional, and have that

‖
∑
n

anxn‖ ≤ 2K‖
∑
n

bnxn‖

whenever
∑

n bnxn ∈ X and |an| ≤ |bn| for all n ∈ N.

A sequence (xn) ⊂ X is, more generally, a basic sequence 〈resp. an uncon-

ditional basic sequence〉 if it is a basis 〈resp. an unconditional basis〉 for its closed

linear span [(xn)]. Two basic sequences (xn) and (yn), in potentially different Banach

spaces, are called equivalent, and we write (xn) ∼ (yn), if for all choices of scalars

(cn) ⊂ F it is the case that
∑

n cnxn converges if and only if
∑

n cnyn converges.

If (xn) is equivalent to (yn), then there is an isomorphism T : [(xn)] → [(yn)] such

that, for all n ∈ N, Txn = yn. This means there exists C ≥ 1 such that, for all

(cn) ⊂ F for which
∑

n cnxn and
∑

n cnyn converge,

C−1

∥∥∥∥∥∑
n

cnyn

∥∥∥∥∥ ≤
∥∥∥∥∥∑

n

cnxn

∥∥∥∥∥ ≤ C

∥∥∥∥∥∑
n

cnyn

∥∥∥∥∥ .
For any such C, we say that (xn) and (yn) are C-equivalent. If, for some C ≥ 1,

a closed subspace of a Banach space X is complemented by a projection P , with

‖P‖ ≤ C, we say that the subspace is C-complemented. A basic sequence (xn) ⊂
X is also termed complemented 〈resp. C-complemented〉 if [(xn)] is complemented

〈resp. C-complemented〉.
A basis or basic sequence (xn) is symmetric if (xπ(n)) ∼ (xn) for any permu-

tation π of N. Symmetric bases (xn) are necessarily unconditional, and have the

property that there is a constant K ≥ 1 such that, for each
∑

n cnxn ∈ [(xn)],∥∥∥∥∥∑
n

σncnxπ(n)

∥∥∥∥∥ ≤ K

∥∥∥∥∥∑
n

cnxn

∥∥∥∥∥
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holds for all sequences of signs (σn) ⊂ {−1, 1} and all permutations π of N. For such

a K we say that (xn) is K-symmetric. Symmetric bases all have the more general

property that they are subsymmetric:

For a sequence (yn) in an arbitrary set (not necessarily in a Banach space),

we shall write (ynk) ⊂ (yn) to indicate that (ynk) is a subsequence (ynk)∞k=1 of (yn),

with (nk) implied to be a strictly increasing sequence in N. A basis or basic sequence

(xn) is subsymmetric if (xn) is unconditional and if, for every (xnk) ⊂ (xn), we have

(xnk) ∼ (xn). Subsymmetric bases (xn) have the property that there is a constant

C ≥ 1 such that, for each
∑

n cnxn ∈ [(xn)],∥∥∥∥∥∑
n

σncnxnk

∥∥∥∥∥ ≤ C

∥∥∥∥∥∑
n

cnxn

∥∥∥∥∥
holds for all sequences of signs (σn) ⊂ {−1, 1} and all strictly increasing sequences

(nk) ⊂ N. For such a C we say that (xn) is C-subsymmetric.

Given a Banach space X with a basis 〈resp. an unconditional basis; a sub-

symmetric basis; or a symmetric basis〉, it is possible to give X an equivalent norm

such that the basis is monotone and bimonotone 〈resp. has suppression constant and

unconditional constant equal to 1; is 1-subsymmetric; is 1-symmetric〉. Since much

of what we shall consider in this thesis holds up to isomorphism, this means that

in most cases we can assume that all the relevant basis constants associated with a

basis are all equal to 1, without affecting the validity of results.

1.3.1 Example. The Banach space c0 is the sequence space of all (αn) ⊂ F such

that αn → 0, with the norm given by

‖(αn)‖c0 = sup
n
|αn| .

The Banach space `p, when 1 ≤ p <∞, is the sequence space of all (αn) ⊂ F, such

that the norm

‖(αn)‖`p =

(∑
n

|αn|p
)1/p

is finite. For each of these spaces, the standard unit vector basis (en) of a sequence

space, given by

en = (δnm)∞m=1 ,

is monotone, bimonotone, has unconditional basis constant and unconditional con-

stant equal to 1, and is both 1-subsymmetric and 1-symmetric. Here δnm is the

Kronecker delta, which is 1 if n = m and 0 otherwise.
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Let X be a Banach space with a basis (xn). The support of a vector

x =
∑

n cnxn ∈ X is the set

supp(x) = {n ∈ N : cn 6= 0} .

For A,B ⊂ N0 we write A < B when n < m for all n ∈ A and m ∈ B. We also

write n < B in the case that {n} < B, and A < m in the case that A < {m}. For

x, y ∈ X and n ∈ N0, we write x ≺ y if supp(x) < supp(y), n ≺ x if n < supp(x),

and x ≺ n if supp(x) < n.

A sequence of non-zero vectors (yn) ⊂ X for which yn ≺ yn+1 for all n ∈ N is

called a block basic sequence of (xn), or just a block basic sequence or block basis (for

its closed linear span) in cases where the respective basis is clear. We write A <∞
if A is a finite subset of N, and x ≺ ∞ if supp(x) <∞. Note that if (yn) is a block

basic sequence then necessarily yn ≺ ∞ for all n ∈ N; vectors x for which x ≺ ∞ are

called blocks. Vectors x and y for which supp(x) ∩ supp(y) = ∅ are called disjoint ;

clearly, any two members of a block basis are disjoint.

Further to Example 1.3.1, we have the following very strong property of the

standard unit vector basis in c0 and `p, 1 ≤ p <∞, which characterises those spaces,

as the subsequent theorem shows.

1.3.2 Proposition (see, e.g., [AlKa, Lem. 2.1.1]). Let X be c0 or `p, 1 ≤ p <∞,

and suppose (yn) is a normalised block basic sequence of the standard unit vector

basis in X. Then (yn) is 1-complemented and 1-equivalent to the standard unit

vector basis in X.

1.3.3 Theorem ([Zip, Thm. 3.1]). Let (xn) be a normalised basis for a Banach

space X. Then (xn) is equivalent to the standard unit vector basis of c0 or `p,

1 ≤ p <∞, if and only if every normalised block basis (yn) of (xn) is equivalent

to (xn).

We now establish two preparatory results that relate the essential norm of an oper-

ator its action on blocks and block bases.

1.3.4 Lemma. Suppose X is a Banach space with a bimonotone basis (xn) and

that T ∈ B(X). Then for all i, j ∈ N0 and δ > 0 there exists x ∈ SX such that

i ≺ x ≺ ∞ and ‖(I − Pj)Tx‖ > ‖T‖e − δ.

Proof. Let i, j ∈ N0 and δ > 0 be given. For all n ∈ N0, Pn ∈ F (X). Thus,
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TPi ∈ F (X) and T (I − Pi) ∈ T + F (X) ⊂ T + K (X). We can similarly conclude

that (I − Pj)T (I − Pi) ∈ T + K (X) and hence ‖(I − Pj)T (I − Pi)‖e = ‖T‖e. Since

‖(I − Pj)T (I − Pi)‖ ≥ ‖(I − Pj)T (I − Pi)‖e, this means that there exists y ∈ BX
such that

‖(I − Pj)T (I − Pi)y‖ > ‖T‖e − δ.

Now, because (xn) is a basis, limn→∞ Pn(I − Pi)y = (I − Pi)y. Therefore, there is

N ∈ N such that ‖(I − Pj)TPN (I − Pi)y‖ > ‖T‖e − δ. Set x = PN (I − Pi)y. Since

(xn) is bimonotone, ‖x‖ ≤ ‖y‖. Thus x ∈ BX , and without loss of generality we

may scale x so that ‖x‖ = 1 . Furthermore, i ≺ x ≺ N + 1 <∞, as required. �

1.3.5 Corollary. Suppose X is a Banach space with a bimonotone basis (xn),

T ∈ B(X)\K (X) and that (δn) ⊂ R+. Then there exist block basic sequences (yn)

and (zn) of (xn), and an increasing sequence (Nn)∞n=0 ⊂ N0 with N0 = 0, such that,

for all n ∈ N,

(i) ‖yn‖ = 1,

(ii) zn = (PNn − PNn−1)Tyn,

(iii) ‖(I − PNn)Tyn‖ < δn , and

(iv) ‖zn‖ > ‖T‖e − δn.

Proof. We proceed by induction by repeatedly applying Lemma 1.3.4. First choose

y1 ∈ SX such that y1 ≺ ∞ and ‖Ty1‖ > ‖T‖e − δ1
2 . Let z1 be a large enough initial

segment of Ty1, with z1 = PN1Ty1 = (PN1 − PN0)Ty1 for some N1 ∈ N, such that

‖z1 − Ty1‖ = ‖(I − PN1)Tyn‖ <
δ1

2
.

Thus we also have

‖z1‖ > ‖Ty1‖ −
δ1

2
> ‖T‖e − δ1 .

Now assume y1 ≺ · · · ≺ ym ≺ ∞ , z1 ≺ · · · ≺ zm ≺ ∞ , and (Nn)mn=0 have been

chosen in accordance with requirements. Then, by Lemma 1.3.4, there is ym+1 ∈ SX
such that ym ≺ ym+1 ≺ ∞ and ‖(I − PNm)Tym+1‖ > ‖Te‖ − δm+1

2 . Let zm+1 be an

initial segment of (I − PNm)Tym+1, large enough that

‖zm+1 − (I − PNm)Tym+1‖ <
δm+1

2
,

and choose Nm+1 ∈ N such that zm+1 = PNm+1zm+1. Note that it follows that

‖zm+1‖ > ‖T‖e − δm+1, zm+1 = (PNm+1 − PNm)Tym+1, and clearly zm ≺ zm+1. So



20 Chapter 1. Introduction

by induction we can construct block bases (yn) and (zn) as required. �

The final result in this section that concerns basic sequences is commonly called

the principle of small perturbations. It was originally established in 1940 by Krein,

Milman, and Rutman, however it has become ubiquitous in the literature in various

forms. We will give the version from [AlKa]. For ease of future reference, we base

our presentation on the following definition.

1.3.6 Definition. Let (xn) be a basic sequence in a Banach space X, with basis

constant K. If (yn) is a sequence in X such that

2K
∑
n

‖xn − yn‖
‖xn‖

≤ δ < 1 ,

then we call (yn) a δ-small perturbation of (xn).

1.3.7 Theorem (see, e.g., [AlKa, Thm. 1.3.9]). Let (xn) be a basic sequence in a

Banach space X with basis constant K. If (yn) is a δ-small perturbation of (xn),

then (yn) is a basic sequence with basis constant at most (1 + δ)(1 − δ)−1K, and

(xn) ∼ (yn). In particular, there is an invertible U ∈ B(X) such that Uxn = yn,

‖U‖ ≤ 1 + δ, ‖U−1‖ ≤ (1− δ)−1, and (I − U) ∈ K (X).

If, furthermore, [(xn)] is complemented in X by a projection P , then [(yn)] is

complemented in X by a projection Q with norm at most (1 + δ)(1− δ)−1‖P‖.

Proof. We have added slightly to the content of [AlKa, Thm. 1.3.9]. In particular,

the claim about the norm of Q and the fact that (I − U) ∈ K (X) do not appear

there. To substantiate the additional details, note that U is given by, for each x ∈ X,

Ux = x+
∑
n

x∗n(x)(yn − xn) ,

for certain x∗n ∈ X∗ such that ‖x∗n‖ ≤ 2K‖xn‖−1 for all n ∈ N. For each m ∈ N,

define Fm ∈ F (X) by

Fmx =

m∑
n=1

x∗n(x)(xn − yn) .

Then

‖(I − U − Fm)x‖ ≤
∞∑

n=m+1

‖x∗n‖‖x‖‖yn − xn‖
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for all x ∈ X, and so

‖I − U − Fm‖ ≤
∞∑

n=m+1

‖x∗n‖‖yn − xn‖ ≤ 2K
∞∑

n=m+1

‖xn − yn‖
‖xn‖

.

This gives ‖I − U − Fm‖ → 0, since by assumption

∑
n

‖xn − yn‖
‖xn‖

converges. Thus (I−U) ∈ A (X) ⊂ K (X). Now suppose that P is a complementing

projection for [(xn)]. Then set Q = UPU−1, so that

‖Q‖ ≤ ‖U‖‖P‖‖U−1‖ ≤ (1 + δ)(1− δ)−1‖P‖ .

We have Q(X) ⊂ UP (X) = U([(xn)]) = [(yn)], and Qyn = yn for all n ∈ N, so Q is

a projection onto [(yn)]. �

In the above theorem, it is also possible to conclude that (I − U−1) ∈ K (X)

from the fact that (I−U) ∈ K (X), as the following corollary shows.9 However, note

that the U in this corollary is the inverse of the U in the above. We state the result

in this form because it is the specific version of the principle of small perturbations

we shall require in §3.3 and §5.1.

1.3.8 Corollary. Let (xn) be a basic sequence in a Banach space X, and suppose

0 < δ < 1. If (yn) is a δ-small perturbation of (xn), then (yn) is a basic sequence,

and there is U ∈ B(X) such that

(i) Uyn = xn for all n ∈ N, and

(ii) (I − U) ∈ K (X).

Proof. Theorem 1.3.7 gives that (yn) is a basic sequence, and that there exists

an invertible V ∈ B(X) such that (i) V xn = yn for all n ∈ N, and for which

(ii) T = (I − V ) ∈ K (X). Set U = V −1, so that Uyn = xn for all n ∈ N. Also,

I − U = I − U(I − T + T ) = I − V −1V + V −1T = V −1T ∈ K (X) . �

9As indicated in the proof of Theorem 1.3.7, we actually have the stronger result that
(I − U), (I − U−1) ∈ A (X). In all situations in which we shall apply the result, the whole of
X has a basis, so the distinction between A (X) and K (X) is not relevant.
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1.4 Overview

The main idea which drives all of the results we shall present, is that the uniform

boundedness principle, and as a consequence the Eidelheit-Yood method, can be

generalised to apply to Calkin algebras, if we take the perspective that non-compact

operators must map some bounded well-separated sequences to other well-separated

sequences.

With that concept in mind, in Chapter 2 we shall investigate, from a completely

elementary standpoint, the action of non-compact operators on sequences. The

primary result of Chapter 2 is to establish a measure of the non-compactness of an

operator, which relates to the limiting separation of relevant image sequences. We

will continue investigation of the properties of that measure in Chapter 4, which

also contains the analogous version of the uniform boundedness principle for Calkin

algebras that was mentioned above. In between, Chapter 3 gives further background

material, relating to results of which the author was unaware while completing the

work presented in Chapter 2.

In the case that the Banach space underlying a given Calkin algebra has a

basis, we can, within our framework, restrict attention to the action of non-compact

operators on normalised block bases, whose images are themselves small perturba-

tions of constant-norm block bases. This is due to arguments involving the principle

of small perturbations (1.3.7). We term this result a ‘block-to-block’ lemma.

In combination with the Calkin algebra version of the uniform boundedness

principle, we are thus able to derive a ‘block-to-blocks’ lemma in the case that a basis

exists: given a (countable) set of non-compact operators which is unbounded in the

essential norm, there must be a common normalised block basis in the underlying

Banach space, the images of which, under the various members of the set, are ‘almost’

block bases, and whose norms are uniformly unbounded. This is the final result of

Chapter 4.

Previously, in [Mey], it was shown that the Calkin algebras C (c0) and C (`p),

1 ≤ p < ∞, have minimal and thus unique algebra norms (note that each of the

respective Banach spaces X satisfy X⊕X ≈ X, and so the essential norm is maximal

on these Calkin algebras). This result, among others, will be further discussed in

Chapter 3. [Mey] utilises a block-to-block lemma for the spaces c0 and `p, 1 ≤ p <∞,

and then exploits the characteristic property of block bases in these spaces that was

quoted in Proposition 1.3.2.

One of our major results, given in Chapter 5, will be to show how these strong

requirements of the basis for a space can be somewhat relaxed, yet still achieve the

uniqueness of norm result for the Calkin algebra. We call this sufficient, but by
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no means necessary, condition on the underlying Banach space the ‘UN property’.

Given a space with UN property, our method for establishing the result is to apply

an anologue of the Eidelheit-Yood method in combination with the block-to-blocks

lemma from Chapter 4.

The remainder of Chapter 5 gives examples of spaces with the UN property,

and thus new examples of spaces whose Calkin algebras have unique algebra norms.

We thus extend the result of [Mey]. In particular, we establish that the Calkin

algebras of canonical Banach spaces such as James’ space and Tsirelson’s space have

unique algebra norms. In Chapter 6, we also prove uniqueness of norm for quotients

of the algebras of operators on classical non-separable spaces, the closed ideals of

which were previously studied in [Daw]. The methods used in Chapter 6 are closer

to the original ones from [Mey], in contrast to those of Chapter 5. In Chapter 7, we

outline some possibilities for further applications of the results and perspectives of

this thesis.





Chapter 2

An Alternative Algebra Norm

on C (X)

While it is possible, in some cases, to define an algebra norm on B(X) that is not

equivalent to the operator norm (assuming that the Banach space X is sufficiently

peculiar), we have seen that such examples do not arise naturally (see §1.1). Indeed,

if one starts with only classical facts, writing down an algebra norm on a general

B(X) that might not be equivalent to ‖ · ‖ is a seemingly impossible task. If we were

unaware of the Read and Tarbard examples, then the Eidelheit-Yood theorem (1.1.2)

would significantly support this belief since it holds for all Banach spaces. However,

as discussed in Remark 1.1.6, in the case of C (X) the collapse of K (X) to {0}
means that the Eidelheit-Yood proof does not easily generalise. Thus on C (X) there

appears, at least initially, to be more scope for the existence of an inequivalent norm.

So a reasonable first step in investigating uniqueness of norm properties for Calkin

algebras is to attempt a definition of an alternative algebra norm; in particular we

wish to make a definition that is not obviously equivalent to the essential/quotient

norm. The purpose is to explore how much leeway is readily discernible.

In this chapter we will pursue this initial task along the same lines as originally

taken by the author, without the knowledge of prior results that will be discussed

in Chapter 3.

2.1 Another way to measure the ‘compactness’ of an

operator

Since any norm on C (X) can be associated with a semi-norm on B(X) with kernel

K (X), and vice versa (refer to §1.2), we seek a definition of a semi-norm on B(X)

25
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whose value for an operator T will be 0 if and only if T is compact. Such a semi-norm

should thus involve a measure of how close an operator is to being compact, but we

must use a quantity that is sufficiently different to the essential norm in order that the

new definition might not be equivalent. To achieve this, we consider the formulation

of compactness in terms of the presence of convergent subsequences amongst the im-

ages of bounded sequences. In the following, Definition 2.1.1, Proposition 2.1.3, and

its proof, were inspired by [Fer, Defn. 2 and Lem. 2], which drew similar conclusions

about an analogous norm on quotient algebras of the form B(X)/S (X).

2.1.1 Definition. LetX and Y be Banach spaces. For (xn) ⊂ X and T ∈ B(X,Y ),

set

dT , (xn)e = lim
N→∞

sup
n1,n2≥N

‖T (xn1 − xn2)‖ .

For λ > 0, denote by ∆λ
X the collection of all sequences in X of diameter at most λ,

that is,

∆λ
X = {(xn) ⊂ X : (∀n1, n2 ∈ N) ‖xn1 − xn2‖ ≤ λ}.

Now define

‖T‖K = sup
(xn)⊂∆1

X

inf
(xnk )⊂(xn)

dT , (xnk)e .

2.1.2 Remark. Note that ‖T‖K ≤ ‖T‖ for all T ∈ B(X,Y ). The quantity

dT , (xn)e is in some sense a measure of the divergence of the sequence (Txn), and

equals 0 if and only if (Txn) converges. As such, the following facts regarding d· , ·e
are not surprising. Given T ∈ B(X,Y ) and (xn) ⊂ X, suppose (xnk) ⊂ (xn). Then,

comparing dT , (xnk)e to dT , (xn)e, for a given N ∈ N the supremum in the definition

for d· , ·e ranges over a restricted subset, so it follows that

dT , (xnk)e ≤ dT , (xn)e .

Also, note that removing a finite number of members from (xn) will not change the

value of the limit in the definition of dT , (xn)e, so,

dT , (xn)∞n=Me = dT , (xn)e

for all M ∈ N.

With the idea that dT , (xn)e measures the divergence of the sequence (Txn)



2.1 Another way to measure the ‘compactness’ of an operator 27

in mind, it follows that the quantity

inf
(xnk )⊂(xn)

dT , (xnk)e

measures how ‘close’ (Txn) is to having a convergent subsequence. Thus, the outer

supremum in the definition (2.1.1) of ‖T‖K detects the maximum ‘distance’ images

of sequences in T (∆1
X) are from having convergent subsequences.1 This provides the

intended conceptual basis for the following elementary properties of ‖ · ‖K .

2.1.3 Proposition. Let X and Y be Banach spaces. Then the function ‖ · ‖K is a

semi-norm on B(X,Y ). Furthermore, its kernel is the space of compact operators

K (X,Y ).

Proof. We will identify the kernel of ‖ · ‖K first. Since an operator T ∈ B(X,Y ) is

compact if and only if every bounded sequence (xn) in X has a subsequence (xnk)

such that the sequence (Txnk) ⊂ Y converges, it is immediate from Definition 2.1.1

that if T is compact then ‖T‖K = 0. Conversely, if ‖T‖K = 0 then we have that

inf
(xnk )⊂(xn)

dT , (xnk)e = 0

for all (xn) ∈ ∆1
X . A diagonalisation argument then shows that this infimum is

actually attained, so that each (xn) ∈ ∆1
X has a subsequence (xnk) such that the

sequence (Txnk) ⊂ Y converges (the argument will not be given here since, in a more

general context, it forms part of the proof of Lemma 2.2.2 below). Hence ‖T‖K = 0

only if T is compact, and so the kernel of ‖ · ‖K is K (X,Y ).

To show that ‖ · ‖K is a semi-norm, it suffices to check the triangle inequality;

clearly ‖cT‖K = |c|‖T‖K for c ∈ F and T ∈ B(X,Y ). Let (xn) ⊂ X be an arbitrary

sequence and note that d· , (xn)e satisfies the triangle inequality (apply the triangle

inequality for the norm ‖ · ‖ of Y to the respective part of Definition 2.1.1). Now let

T and U be elements of B(X,Y ) and suppose (xn) ∈ ∆1
X is such that the supremum

in the definition of ‖T + U‖K is attained up to a given ε > 0. It follows that

‖T + U‖K ≤ dT + U , (xnk)e+ ε ≤ dT , (xnk)e+ dU , (xnk)e+ ε (2.1.3a)

for all (xnk) ⊂ (xn).

1Using ∆1
X as the canonical source of bounded sequences in X is more natural than using BX ,

in this setting.
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Now let (xn1
k
) ⊂ (xn) be such that

inf
(xnk )⊂(xn)

dT , (xnk)e

is attained up to ε. By Remark 2.1.2, for all (xn2
k
) ⊂ (xn1

k
) we have

⌈
T , (xn2

k
)
⌉
≤
⌈
T , (xn1

k
)
⌉
,

so the above infimum will also be attained up to ε by every (xn2
k
) ⊂ (xn1

k
). Thus

from (2.1.3a) it follows that

‖T + U‖K ≤
⌈
T , (xn2

k
)
⌉

+
⌈
U , (xn2

k
)
⌉

+ ε

≤ inf
(xnk )⊂(xn)

dT , (xnk)e+ ε+
⌈
U , (xn2

k
)
⌉

+ ε

≤ ‖T‖K +
⌈
U , (xn2

k
)
⌉

+ 2ε

for all (xn2
k
) ⊂ (xn1

k
). Hence

‖T + U‖K ≤ ‖T‖K + inf
(x
n2
k

)⊂(x
n1
k

)

⌈
U , (xn2

k
)
⌉

+ 2ε

≤ ‖T‖K + ‖U‖K + 2ε .

This holds for all ε > 0, therefore

‖T + U‖K ≤ ‖T‖K + ‖U‖K . �

So, if we restrict attention to operators in B(X) for some Banach space X and

naturally identify ‖ · ‖K with a norm on C (X), we have that ‖ · ‖K is a potential

candidate for a new algebra norm. It remains to check that ‖ · ‖K is submultiplica-

tive. This is the conclusion of the next section, which also amasses some technical

facts of later importance.

2.2 Technicalities relating to ‖ · ‖K

2.2.1 Definition. Let X and Y be Banach spaces and T ∈ B(X,Y ). We call a

sequence (xn) ⊂ X T -substable if (xn) is bounded and

dT , (xnk)e = dT , (xn)e
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for every (xnk) ⊂ (xn). Denote by ∆T the set of all T -substable sequences in

X and by ∆λ
T the set of all T -substable sequences that are members of ∆λ

X (see

Definition 2.1.1), that is, ∆λ
T = ∆T ∩∆λ

X .

Note that if (xn) ∈ ∆T then we trivially have

inf
(xnk )⊂(xn)

dT , (xnk)e = dT , (xn)e ,

and clearly any subsequence of a T -substable sequence will itself be T -substable.

Less immediate, but still elementary, is the following lemma.

2.2.2 Lemma. Let X and Y be Banach spaces and T ∈ B(X,Y ). Then every

bounded sequence (xn) ⊂ X has a T -substable subsequence.

Proof. Given a bounded sequence (xn) ⊂ X, set

C = dT , (xn)e

and

δ = C − inf
(xnk )⊂(xn)

dT , (xnk)e .

If δ = 0 then (xn) ∈ ∆T and we are done. So assume δ > 0 and set δ1 = δ. Note

that

C − δ1 = inf
(xnk )⊂(xn)

dT , (xnk)e .

Thus there is (x1
n) ⊂ (xn) such that

C − δ1 ≤
⌈
T , (x1

n)
⌉
< C − δ1 +

1

2
δ

and it also follows that, for all (x1
nk

) ⊂ (x1
n),

C − δ1 ≤
⌈
T , (x1

nk
)
⌉
.

We proceed by induction, followed by a diagonalisation argument. Assume that,

for some m ∈ N, we have already chosen (xmn ) ⊂ (xm−1
n ) ⊂ · · · ⊂ (x1

n) ⊂ (xn) and

δm ≤ δm−1 ≤ · · · ≤ δ1 = δ such that, for all 1 ≤ l ≤ m,

C − δl ≤
⌈
T , (xln)

⌉
< C − δl +

1

2l
δ (2.2.2a)
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and furthermore that, for all (xlnk) ⊂ (xln),

C − δl ≤
⌈
T , (xlnk)

⌉
. (2.2.2b)

Note that our choices of (x1
n) and δ1 above are appropriate when m = 1. With this

assumption, either there is (xm+1
n ) ⊂ (xmn ) such that

⌈
T , (xm+1

n )
⌉
< C − δm +

1

2m+1
δ

and so, by setting δm+1 = δm, we can conclude that (2.2.2a) and (2.2.2b) hold for

l = m+ 1; otherwise, for all (xmnk) ⊂ (xmn ),

C − δm +
1

2m+1
δ ≤

⌈
T , (xmnk)

⌉
and so, by setting δm+1 = δm − 1

2m+1 δ and (xm+1
n ) = (xmn ), we can also conclude

that (2.2.2a) and (2.2.2b) hold for l = m+1. Thus in either possible case there exist

appropriate choices of (xm+1
n ) and δm+1. Hence by induction there are

(xn) ⊃ (x1
n) ⊃ (x2

n) ⊃ . . .

and

δ = δ1 ≥ δ2 ≥ . . .

such that, for all m ∈ N and all (xmnk) ⊂ (xmn ),

C − δm ≤ dT , (xmn )e < C − δm +
1

2m
δ

and

C − δm ≤
⌈
T , (xmnk)

⌉
.

Let

D = lim
m→∞

δm and (yn) = (xnn) .

Now, given (ynk) ⊂ (yn) and m ∈ N, we have that

(ynk)∞k=m ⊂ (xmn ) ,

so the properties noted in Remark 2.1.2 apply. Also, D ≤ δm, therefore

C − δm ≤ dT , (ynk)∞k=me ≤ dT , (xmn )e < C − δm +
1

2m
δ ≤ C −D +

1

2m
δ.
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Since dT , (ynk)e = dT , (ynk)∞k=me , we can conclude that, for all m,

C − δm ≤ dT , (ynk)e ≤ C −D +
1

2m
δ .

Hence, taking the limit as m→∞,

C −D ≤ dT , (ynk)e ≤ C −D .

So for all (ynk) ⊂ (yn),

dT , (ynk)e = C −D ,

which shows that (yn) ∈ ∆T . Therefore, for all bounded sequences (xn) ⊂ X, there

is a subsequence (yn) ⊂ (xn) such that (yn) ∈ ∆T . �

2.2.3 Corollary. Let X and Y be Banach spaces. Then for each T ∈ B(X,Y ) and

all λ > 0,

‖T‖K =
1

λ
sup

(xn)∈∆λ
T

dT , (xn)e .

Proof. Given T ∈ B(X,Y ), note that

λ sup
(xn)∈∆1

T

dT , (xn)e = sup
(xn)∈∆1

T

lim
N→∞

sup
n1,n2≥N

‖T (λxn1 − λxn2)‖

= sup
(xn)∈∆λ

T

lim
N→∞

sup
n1,n2≥N

‖T (xn1 − xn2)‖

= sup
(xn)∈∆λ

T

dT , (xn)e

and so it suffices to check the case when λ = 1. We have

‖T‖K = sup
(xn)⊂∆1

X

inf
(xnk )⊂(xn)

dT , (xnk)e

≥ sup
(xn)∈∆1

X∩∆T

{
inf

(xnk )⊂(xn)
dT , (xnk)e

}
= sup

(xn)∈∆1
T

dT , (xn)e .

Also,

‖T‖K = sup
(xn)⊂∆1

X

{
inf

(xnk )⊂(xn)
dT , (xnk)e

}
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≤ sup
(xn)⊂∆1

X

{dT , (xnk)e : (xnk) ⊂ (xn), (xnk) ∈ ∆T }

= sup
(xn)∈∆1

T

dT , (xn)e .

Thus,

‖T‖K = sup
(xn)∈∆1

T

dT , (xn)e . �

2.2.4 Corollary. Let X and Y be Banach spaces. Then for all T, S ∈ B(X,Y ),

‖T‖K = sup
(xn)∈∆T∩∆1

S

dT , (xn)e .

Proof. From Corollary 2.2.3 we know that

‖T‖K = sup
(xn)∈∆1

T

dT , (xn)e .

Given (xn) ∈ ∆T , by Lemma 2.2.2 (xn) has an S-substable subsequence. Since

passing to this subsequence does not affect the value of dT , (xn)e, we have

‖T‖K = sup
(xn)∈∆1

T∩∆S

dT , (xn)e .

But, from Definition 2.2.1, ∆1
T ∩∆S = ∆T ∩∆1

X ∩∆S = ∆T ∩∆1
S and so

‖T‖K = sup
(xn)∈∆T∩∆1

S

dT , (xn)e . �

With the above initial facts established, we are able to confirm that ‖ · ‖K
behaves as expected:

2.2.5 Proposition. For all Banach spaces X, ‖ · ‖K is an algebra norm for C (X)

and (C (X), ‖ · ‖K) is unital.

Proof. Let S and T be members of B(X) and let ε > 0 be given. Set

∆1
T
′

= {(xn) ∈ ∆1
T : (∀n1, n2 ∈ N) ‖Txn1 − Txn2‖ ≤ ‖T‖K + ε}

and note that

∆1
T
′

=
{

(xn) ∈ ∆1
T : (Txn) ∈ ∆

(‖T‖K+ε)
X

}
. (2.2.5a)
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By Corollary 2.2.3,

‖T‖K = sup
(xn)∈∆1

T

dT , (xn)e ,

therefore each (xn) ∈ ∆1
T has the property that there is some N ∈ N for which

sup
n1,n2≥N

‖Txn1 − Txn2‖ ≤ ‖T‖K + ε .

Hence, each (xn) ∈ ∆1
T must have a subsequence (xnk), also in ∆1

T , such that

(xnk) ∈ ∆1
T
′
. If it is additionally the case that (xn) ∈ ∆ST , then passing to a

subsequence does not affect the value of dST , (xn)e, so we have that

sup
(xn)∈∆ST∩∆1

T

dST , (xn)e = sup
(xn)∈∆ST∩∆1

T∩∆1
T
′
dST , (xn)e

≤ sup
(xn)∈∆ST∩∆1

T
′
dST , (xn)e . (2.2.5b)

Thus

‖ST‖K = sup
(xn)∈∆ST∩∆1

T

dST , (xn)e [by Coroll. 2.2.4]

≤ sup
(xn)∈∆ST∩∆1

T
′
dST , (xn)e [by 2.2.5b]

= sup
(xn)∈∆ST∩∆1

T
′

lim
N→∞

sup
n1,n2≥N

‖S(Txn1 − Txn2)‖

≤ sup
(yn)∈∆S∩∆

(‖T‖K+ε)

X

lim
N→∞

sup
n1,n2≥N

‖S(yn1 − yn2)‖ [by 2.2.5a]

= sup
(yn)∈∆

(‖T‖K+ε)

S

dS , (yn)e

= (‖T‖K + ε)‖S‖K . [by Coroll. 2.2.3]

Because ε > 0 is arbitrary, we have ‖ST‖K ≤ ‖S‖K‖T‖K . Also, ‖I‖K ≤ ‖I‖ = 1,

hence (C (X), ‖ · ‖K) is a unital algebra. �

2.3 Cases for which ‖ · ‖K ∼ ‖ · ‖e

Having established that ‖ · ‖K is actually an algebra norm, we turn our attention

to the question of its equivalence to ‖ · ‖e. Chapter 3 will detail earlier results from

which we can show that ‖ · ‖K ∼ ‖ · ‖e on the Calkin algebras of all Banach spaces

X that have the bounded compact approximation property. Here, we will give a
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direct proof of this fact when X has a basis. In the case when X = c0, our argument

yields the stronger result of equality between the (semi-)norms. This stronger result

is also true for other spaces, including X = `p, 1 ≤ p <∞, but the intricacies of the

following only allow for a proof of equivalence for such X. To achieve the equality

result more generally, we also defer to the prior publications to be discussed in the

next chapter. The critical difference in approach relates to the manner in which we

prove the following elementary lemma, various analogues of which are very important

for the remainder of this thesis.

2.3.1 Lemma (The block-to-block lemma for c0). Suppose that T ∈ B(c0),

T /∈ K (c0) and (δn) ⊂ R+. Then there exist block basic sequences (xn) and (zn)

of (en) such that (xn) is normalised and, for all n ∈ N, ‖zn − Txn‖ < δn and

‖zn‖ > ‖T‖e − δn.

Proof. By Lemma 1.3.4, we may choose x1 ∈ Sc0 such that x1 ≺ ∞ and

‖Tx1‖ > ‖T‖e − δ1
2 . Let z1 be an initial segment of Tx1, large enough that

‖z1 − Tx1‖ < δ1
2 . Note, therefore, that ‖z1‖ > ‖T‖e − δ1. We proceed by induc-

tion. Assume x1 ≺ · · · ≺ xm ≺ ∞ and z1 ≺ · · · ≺ zm ≺ M + 1 have been chosen

in accordance with requirements, for some M ∈ N. By Corollary 1.3.5, there exist

block bases (yn) and (z′n), and (Nn)∞n=0 ⊂ N0, such that, for all n ∈ N, ‖yn‖ = 1,

z′n = (PNn − PNn−1)Tyn, ‖(I − PNn)Tyn‖ < δm+1

2 , and ‖z′n‖ > ‖T‖e −
δm+1

2 . Now,

PM ∈ K (c0), thus PMT ∈ K (c0), hence there is a subsequence (ynk) of (yn) for

which PMTynk converges. Therefore, for sufficiently large k1, k2 ∈ N, we have

‖PMT (ynk1 − ynk2 )‖ <
δm+1

2
.

Without loss of generality we may ensure xm ≺ ynk1 ≺ ynk2 and M ≤ nk1 .

Set

xm+1 = ynk1 − ynk2

and let zm+1 be an initial segment of (I−PM )Txm+1, say zm+1 = (PL−PM )Txm+1,

where L ≥ Nnk2
, large enough that

‖zm+1 − (I − PM )Txm+1‖ <
δm+1

2
.

Thus

‖zm+1 − Txm+1‖ <
δm+1

2
+ ‖PMTxm+1‖ < δm+1



2.3 Cases for which ‖ · ‖K ∼ ‖ · ‖e 35

and, since (en) is bimonotone in c0,

‖zm+1‖ ≥ ‖(PNnk2 − PNnk2−1)zm+1‖

= ‖(PNnk2 − PNnk2−1)(I − PM )zm+1‖

= ‖(PNnk2 − PNnk2−1)(I − PM )Txm+1‖

= ‖(PNnk2 − PNnk2−1)Txm+1‖

= ‖(PNnk2 − PNnk2−1)T (ynk1 − ynk2 )‖

≥ ‖(PNnk2 − PNnk2−1)Tynk2‖ − ‖(PNnk2 − PNnk2−1)Tynk1‖

≥ ‖z′nk2‖ − ‖(I − PNnk2−1)Tynk1‖

> ‖T‖e −
δm+1

2
− ‖(I − PNnk1 )Tynk1‖

> ‖T‖e − δm+1 ,

as required. From the basic properties of the supremum norm we also obtain

‖xm+1‖ = ‖ynk1 − ynk2‖ = sup{‖ynk1‖, ‖ynk2‖} = 1 .

Thus xm+1 and zm+1 can be chosen to satisfy the requirements of the lemma, and

so by induction there exist suitable block basic sequences (xn) and (zn). �

Note that the above proof used only the fact that (en) is bimonotone in c0,

until the final calculation of the norm of ‖xm+1‖. In `p, 1 ≤ p < ∞, (en) is also

bimonotone, however we would instead have:

‖xm+1‖ = ‖ynk1 − ynk2‖ =
(
‖ynk1‖

p + ‖ynk2‖
p
) 1
p

= 2
1
p .

Thus, to normalise (xn)∞n=2, each block must be scaled by a factor of 2
− 1
p and this

will similarly scale (zn)∞n=2, which justifies the following.

2.3.2 Lemma (The block-to-block lemma for `p — weak version). Suppose that

T ∈ B(`p), 1 ≤ p < ∞, T /∈ K (`p) and (δn) ⊂ R+. Then there exist block basic

sequences (xn) and (zn) of (en) such that (xn) is normalised and, for all n ∈ N,

‖zn − Txn‖ < δn and ‖zn‖ > 2
− 1
p ‖T‖e − δn.

Indeed, as xm+1 is defined to be the difference of two normalised blocks, it will

always be the case that ‖xm+1‖ ≤ 2, no matter the ambient space. Thus we obtain:
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2.3.3 Lemma (The block-to-block lemma). Suppose that X is a Banach space

with a bimonotone basis, T ∈ B(X)\K (X) and (δn) ⊂ R+. Then there exist block

basic sequences (xn) and (zn) in X such that (xn) is normalised and, for all n ∈ N,

‖zn − Txn‖ < δn and ‖zn‖ > 1
2‖T‖e − δn.

We will discuss the differences between Lemma 2.3.2 and previously published

proofs of alternative versions in Chapter 3. For now, Lemma 2.3.3 allows us to

establish the main result of this section.

2.3.4 Theorem. Suppose that X is a Banach space with a basis. Then ‖·‖K ∼ ‖·‖e.
Furthermore, when X = c0, if T ∈ B(c0) then ‖T‖K = ‖T‖e.

Proof. Without loss of generality we may give X an equivalent norm so that its

basis is bimonotone, since this will only affect the constant of equivalence and not

the fact that ‖ · ‖K ∼ ‖ · ‖e. With the additional assumption that the basis is bi-

monotone, we shall show that 1
4‖T‖e ≤ ‖T‖K ≤ ‖T‖e for all T ∈ B(X).

If T ∈ K (X), then trivially ‖T‖K = ‖T‖e = 0. So suppose that T /∈ K (X).

Writing t = T + K (X), we have that ‖T‖K = ‖T ′‖K ≤ ‖T ′‖ for all T ′ ∈ t

and that ‖T‖e = inf{‖T ′‖ : T ′ ∈ t}. Hence ‖T‖K ≤ ‖T‖e. To show that
1
4‖T‖e ≤ ‖T‖K , we will demonstrate the existence of a sequence (yn) ∈ ∆1

X such

that dT , (ynk)e ≥ 1
4‖T‖e for all subsequences (ynk) ⊂ (yn). In the case when X = c0,

we will obtain the stronger result that dT , (ynk)e ≥ ‖T‖e for such (ynk).

Fix a sequence (δn) ⊂ R+ which monotonically decreases to limit 0. By Lemma 2.3.3

〈resp. Lemma 2.3.1〉, there exist block bases (xn) and (zn) in X 〈resp. in c0〉 such

that (xn) is normalised and, for all n ∈ N, ‖zn − Txn‖ < δn and ‖zn‖ > 1
2‖T‖e − δn

〈resp. ‖zn‖ > ‖T‖e − δn〉. Note that, for all n1, n2 ∈ N for which n1 6= n2, we have

‖xn1 − xn2‖ ≤ ‖xn1‖+ ‖xn2‖ = 2 〈resp. ‖xn1 − xn2‖ = sup{‖xn1‖, ‖xn2‖} = 1〉, so

that (1
2xn) ∈ ∆1

X 〈resp. (xn) ∈ ∆1
c0〉. Furthermore, if n2 > n1 ≥ N ∈ N, then

‖T (xn1 − xn2)‖ ≥ ‖zn1 − zn2‖ − ‖(zn1 − zn2)− T (xn1 − xn2)‖

≥ sup{‖zn1‖, ‖zn2‖} − ‖zn1 − Txn1‖ − ‖zn2 − Txn2‖

>
1

2
‖T‖e − δn2 − δn1 − δn2

≥ 1

2
‖T‖e − 3δN

〈resp. ‖T (xn1 − xn2)‖ > ‖T‖e − 3δN 〉 .2 (2.3.4a)

2 See Remark 2.3.5 on the next page.
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Thus, for any subsequence (xnk) ⊂ (xn),

dT , (xnk)e = lim
N→∞

sup
k1,k2≥N

‖T (xnk1 − xnk2 )‖ ≥ lim
N→∞

(
1

2
‖T‖e − 3δN ) =

1

2
‖T‖e

〈resp. dT , (xnk)e ≥ ‖T‖e〉 .

Setting (yn) = (1
2xn) 〈resp. (yn) = (xn)〉, we have (yn) ∈ ∆1

X , so

‖T‖K ≥ inf
(ynk )⊂(yn)

dT , (ynk)e = inf
(xnk )⊂(xn)

1

2
dT , (xnk)e ≥ 1

4
‖T‖e

or

‖T‖K ≥ inf
(xnk )⊂(xn)

dT , (xnk)e ≥ ‖T‖e

in the respective case when X = c0. �

2.3.5 Remark. For future reference in Chapter 4, note that from equation 2.3.4a

in the preceding proof we can conclude that, in the case of c0, the sequence (xn) is

T -substable, and additionally has the property that

lim
N→∞

inf
n1,n2≥N

‖T (xn1 − xn2)‖ ≥ ‖T‖e ≥ ‖T‖K ≥ lim
N→∞

sup
n1,n2≥N

‖T (xn1 − xn2)‖ ,

hence

lim
N→∞

inf
n1,n2≥N

‖T (xn1 − xn2)‖ = lim
N→∞

sup
n1,n2≥N

‖T (xn1 − xn2)‖ .

In fact, the use of the block-to-block lemma (2.3.3) in the above proof

introduced an extra factor of 1
2 , which can be seen to be unnecessary when compared

to a similar argument direct from Corollary 1.3.5 (on which Lemma 2.3.3 is based).

So the same method of proof can be used to show 1
2‖T‖e ≤ ‖T‖K ≤ ‖T‖e for all

T ∈ B(X), when X has a bimonotone basis. However, we chose to emphasise the

utility of the block-to-block lemma for consistency with future chapters, in which

reliance on certain properties of block basic sequences in specific Banach spaces will

be vital.





Chapter 3

Previous Uniqueness of Norm

Results for C (X)

After the research detailed in the previous chapter was completed,

Prof. Hans-Olav Tylli drew attention to prior results concerning the question

of uniqueness of norm on Calkin algebras. These results are summarised in [Tyl2],

a survey paper published in 2004, which appears in the proceedings of a conference

held in 2001 at the University of Oulu in Finland. This paper brings together

multiple strands that were formerly “scattered in the literature, and no [other]

expositions seem to exist” [Tyl2, p212]. Until now, there have been no apparent

additional publications on the subject.

[Tyl2] details the state of knowledge concerning “positive” examples of Calkin

algebras which have a unique algebra norm, as well as providing several “negative”

examples of inequivalent algebra norms on various quotient algebras of B(X), for

certain Banach spaces X that fail particular approximation properties. A summary

of relevant material from [Tyl2], and from the previous works to which it refers, is

provided in §§3.2–3.3 below. §3.2 covers the negative results, and also includes two

examples of Calkin algebras that lack a unique algebra norm which are not included

in [Tyl2]. Then §3.3 outlines the examples of Calkin algebras with a unique algebra

norm that are known in the literature. Included are some improvements to the

previous proof that C (X) has a unique algebra norm when X is c0 or `p, 1 ≤ p <∞.

In §3.4 we shall discuss a novel approach to that proof, which provides the conceptual

basis for results in later chapters. First, however, in §3.1 we will examine another

definition made by earlier authors to alternatively measure the ‘compactness’ of an

operator, and how it relates to the seminorm ‖ · ‖K . As indicated in Chapter 2, the

definition (2.1.1) we gave for ‖ · ‖K was developed independently.

39
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3.1 Other measures of non-compactness

3.1.1 Definition. Let X and Y be Banach spaces. For T ∈ B(X,Y ), define the

measure of non-compactness of T , denoted γ(T ), to be the infimum of all ε > 0 such

that TBX can be covered by a finite number of balls of radius ε. Equivalently,

γ(T ) = inf{ε > 0 : (∃ compact K ⊂ Y ) TBX ⊂ K + εBY } .

This measure of non-compactness was first systematically analysed in

[LeSc, §3]; the introductory section of that paper gives several additional references,

which detail the evolution of the concept. It is also noted that:

3.1.2 Proposition ([LeSc, p7]). Let X and Y be Banach spaces. Then

(i) γ(·) is a seminorm on B(X,Y ) with ker γ(·) = K (X,Y ) ,

(ii) γ(·) ≤ ‖ · ‖e , and

(iii) when X = Y , γ(·) induces an algebra norm on C (X) .

Recall that a Banach space X has the bounded compact approximation property

(abbreviated BCAP) if there is a constant C ≥ 1 such that, for all compact subsets

K ⊂ X and ε > 0, there exists T ∈ K (X) such that ‖T‖ ≤ C and

sup{‖x− Tx‖ : x ∈ K} < ε .

The BCAP has implications in determining whether γ(·) is equivalent to ‖ · ‖e:

3.1.3 Theorem ([LeSc, Thm. 3.6]). Let X and Y be Banach spaces. If Y has the

bounded compact approximation property, then there exists C ≥ 1 such that, for all

T ∈ B(X,Y ),

γ(T ) ≤ ‖T‖e ≤ Cγ(T ) .

3.1.4 Corollary. Let X be a Banach space with the bounded compact approximation

property, and let the seminorms γ(·) and ‖ · ‖e on B(X) be identified with norms on

C (X). Then γ(·) ∼ ‖ · ‖e.

The measure of non-compactness γ(·) is central to the example from [Tyl2],

originally provided in [AsTy], of a Calkin algebra for which ‖ · ‖e is not minimal (see

§3.2 below). It happens that the seminorm ‖ · ‖K defined in Chapter 2 is closely

related to γ(·):
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3.1.5 Theorem. ‖ · ‖K ∼ γ(·) on B(X) for all Banach spaces X.

Proof. Let T ∈ B(X) be given. If T ∈ K (X) then γ(T ) = ‖T‖K = 0, hence

we may assume T is non-compact, so that γ(T ) > 0. Suppose that ε > γ(T ) and

(xn) ∈ ∆1
T . Without loss of generality, we may translate (xn) by −x1 and thus

assume that x1 = 0 and (xn) ⊂ BX . Choose a compact set Kε ⊂ X such that

TBX ⊂ Kε + εBX . For each n ∈ N, let yn ∈ Kε and zn ∈ εBX be such that

Txn = yn + zn. Then, since (yn) ⊂ Kε, there is (ynk) ⊂ (yn) such that (ynk)

converges and hence such that

lim
N→∞

sup
k1,k2≥N

‖ynk1 − ynk2‖ = 0 .

Thus

dT , (xn)e =
⌈
T , (xnk )

⌉
[because (xn) is T -substable]

= lim
N→∞

sup
k1,k2≥N

‖Txnk1 − Txnk2‖

= lim
N→∞

sup
k1,k2≥N

‖ynk1 − ynk2 + znk1 − znk2‖

≤ lim
N→∞

(
sup

k1,k2≥N
‖ynk1 − ynk2‖+ sup

k1,k2≥N
‖znk1 − znk2‖

)
≤ sup

n1,n2∈N
(‖zn1‖+ ‖zn2‖)

≤ 2ε .

This holds for all (xn) ∈ ∆1
T , therefore by Corollary 2.2.3 we have ‖T‖K ≤ 2ε for all

ε > γ(T ), and so ‖T‖K ≤ 2γ(T ).

Now suppose 0 < ε < γ(T ). Choose x1 ∈ BX . We will inductively construct a

sequence (xn). Assume x1, . . . , xk ∈ BX have been chosen. Since ε < γ(T ), we have

that

TBX 6⊂
k⋃

n=1

BX(Txn, ε) .

Hence we may choose xk+1 ∈ BX such that

Txk+1 /∈
k⋃

n=1

BX(Txn, ε) .

Thus, by induction there exists a sequence (xn) ⊂ BX such that, for all n1, n2 ∈ N,
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‖Txn1 − Txn2‖ > ε and therefore ‖T (1
2xn1 − 1

2xn2)‖ > ε
2 . This implies

inf
(xnk )⊂( 1

2
xn)

lim
N→∞

sup
k1,k2≥N

‖T (xnk1 − xnk2 )‖ ≥ ε

2

and hence ε
2 ≤ ‖T‖K , because (1

2xn) ∈ ∆1
X whenever (xn) ⊂ BX . This holds for all

ε < γ(T ), therefore 1
2γ(T ) ≤ ‖T‖K and we have

1

2
γ(T ) ≤ ‖T‖K ≤ 2γ(T )

for all T ∈ B(X). �

Thus, the theory regarding γ(·) that has been established in previous studies

is applicable to ‖ · ‖K . In particular, we have the following result:

3.1.6 Corollary. Let X be a Banach space with the bounded compact approximation

property. Then ‖ · ‖K ∼ ‖ · ‖e on C (X).

Proof. This follows immediately from Corollary 3.1.3 and Theorem 3.1.5. �

There are several other ‘measures’ of the non-compactness of an operator that

have been considered by various authors; for further details, see [AsTy, Rem. 2.7].

In many cases, these measures can also be shown to be equivalent to γ(·). One such

example is given by [LeSc, Thm. 3.1]: for Banach spaces X and Y , and T ∈ B(X,Y ),

if we define

‖T‖m = inf{‖T|M‖ : M is a finite codimensional subspace of X} ,

then

γ(·)/2 ≤ ‖ · ‖m ≤ γ(·) .

This example is a little surprising, since intuitively one might assume that ‖ · ‖m
has A (X,Y ) as its kernel. That the kernel is actually K (X,Y ) can be seen as one

of the quirks of spaces which fail the approximation property. Such quirks will be

important in the next section.

3.2 Previous negative results

An example of a Calkin algebra for which γ(·) � ‖ · ‖e, and hence which does not

have a unique algebra norm, was first given in [AsTy]. We follow the presentation
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of [Tyl2, §1], which summarises [Tyl1], where the construction of a counterexample

was extended to more general quotients of B(X). Let I be a closed surjective

operator ideal (in the sense of [Pie1]), and let X and Y be Banach spaces. Then, as

originally conceived in [Ast], we define the outer I -variation γI (T ) of an operator

T ∈ B(X,Y ) by

γI (T ) = inf{ε > 0 : TBX ⊂ UBZ + εBY , U ∈ I (Z, Y )} ,

where the infimum is taken over all Banach spaces Z. If I is a closed injective

operator ideal (in the sense of [Pie1]), then we similarly define the inner I -variation

βI (T ) of an operator T ∈ B(X,Y ) by

βI (T ) = inf{ε > 0 : ‖Tx‖ ≤ ‖Ux‖+ ε‖x‖ (∀x ∈ X) , U ∈ I (X,Z)} ,

where the infimum is again taken over all Banach spaces Z.

3.2.1 Proposition ([Tyl2, Prop. 1.1]). Given a closed surjective 〈resp. injective〉
operator ideal I and Banach spaces X, Y :

(i) γI (·) 〈resp. βI (·)〉 is a seminorm on B(X,Y ) with kernel I (X,Y ) ,

(ii) γI (·) ≤ ‖ · ‖I 〈resp. βI (·) ≤ ‖ · ‖I 〉 , where ‖ · ‖I is the standard quotient

norm on B(X,Y )/I (X,Y ) , and

(iii) when X = Y , γI (·) 〈resp. βI (·)〉 induces an algebra norm on B(X)/I (X) .

Note that K is both an injective and surjective operator ideal, and that

γK (·) = γ(·). Since γ(·) ∼ ‖ · ‖e on the Calkin algebras of all Banach spaces that

have the BCAP (Theorem 3.1.3), it is no surprise that the failure of certain approx-

imation properties is required to produce examples of quotient algebras for which

γI (·) � ‖ · ‖I or βI (·) � ‖ · ‖I , and thus which fail to have a unique algebra norm.

The relevant approximation properties are as follows. We say that a Banach

space X has the outer I -approximation property (outer I -AP) if there is a constant

C <∞ such that, for all Banach spaces Z and operators U ∈ I (Z,X),

inf{‖U − V U‖ : V ∈ I (X), ‖I − V ‖ ≤ C} = 0 .

Similarly, we say that X has the inner I -approximation property (inner I -AP)

if there is a constant C < ∞ such that, for all Banach spaces Z and operators
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U ∈ I (X,Z),

inf{‖U − UV ‖ : V ∈ I (X), ‖I − V ‖ ≤ C} = 0 .

For the question of uniqueness of norm on Calkin algebras, the following equivalences

in the case that I = K are of interest:

3.2.2 Proposition ([Tyl2, Ex. 1.7]). Let X be a Banach space.

(i) The following conditions are equivalent: (a) X has the outer K -AP; (b) X

has the BCAP; (c) K (X) has a bounded left approximate identity.

(ii) X has the inner K -AP if and only if K (X) has a bounded right approximate

identity.

The main result of [Tyl1] is:

3.2.3 Theorem ([Tyl1, Thms. 1.2–1.3]). Suppose that I is a closed surjective

〈resp. injective〉 operator ideal. Then a Banach space X has the outer I -AP

〈resp. the inner I -AP〉 if and only if γI (·) ∼ ‖ · ‖I 〈resp. βI (·) ∼ ‖ · ‖I 〉 on

B(Z,X) 〈resp. on B(X,Z)〉 for all Banach spaces Z.

As a direct consequence of Theorems 3.1.5 and 3.2.3, we have the following extension

of Theorem 2.3.4:

3.2.4 Corollary. Let X be a Banach space with the BCAP. Then ‖ · ‖K ∼ ‖ · ‖e
on C (X).

As a corollary to Theorem 3.2.3, in [Tyl2] Tyilli deduces:

3.2.5 Theorem ([Tyl2, Coroll. 1.4]). Let X be a Banach space, and suppose that

I is a surjective 〈resp. an injective〉 closed operator ideal such that X fails to have

the outer I -AP 〈resp. the inner I -AP〉. Then there is a Banach space Y such that

the quotient norm on B(X ⊕ Y )/I (X ⊕ Y ) is not minimal.

The space Y in Theorem 3.2.5 is constructed as an infinite direct sum, whose sum-

mands are copies of X with equivalent, yet increasingly distorted, norms. These

norms are chosen based on the failure of the outer I -AP 〈resp. the inner I -AP〉,
such that the identity maps between X and the summands have standard quotient

norm 1, but whose outer 〈resp. inner〉 I -variations tend to 0. Extending these
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maps to the whole of X ⊕ Y shows that there is no c ∈ R such that ‖ · ‖I ≤ cγI (·)
〈resp. ‖ · ‖I ≤ cβI (·)〉 on B(X ⊕ Y ).

3.2.6 Corollary. There exist Calkin algebras on which ‖ · ‖e is not minimal; in

particular, there exist Calkin algebras on which γ(·) � ‖ · ‖e and ‖ · ‖K � ‖ · ‖e.

Proof. [Sza, §1] provides examples of Banach spaces that do not have the BCAP.

By Proposition 3.2.2, such spaces do not have the outer K -AP. Therefore, by The-

orem 3.2.5, there are Calkin algebras for which ‖ · ‖e is not minimal, such that

γ(·) � ‖·‖e. Theorem 3.1.5 shows that ‖·‖K ∼ γ(·), so we also have ‖·‖K � ‖·‖e. �

Furthermore, [Tyl1, Ex. 2.5] also provides an example to show that the semi-

norm given by the map T 7→ ‖T ∗‖e, for bounded linear operators T , fails to be

equivalent to ‖ · ‖e on certain Calkin algebras. This relies on a similar construction

to the one needed to establish Theorems 3.2.3 and 3.2.5, as described above. How-

ever, the situation is more delicate: the ‘dual’ norm is shown to be equivalent to

βK (·), which in turn fails to be equivalent to ‖ · ‖e. To achieve this, [Tyl1] exploits

certain properties of spaces which have the BCAP, yet fail to have the approximation

property. That such spaces exist was first established in [Wil1].

A remark on [Tyl2, p220] notes that there is an example of a Banach space X,

such that γW (T ) = βW (T ) = ‖T‖W for all T ∈ B(X), yet X has neither the outer

W -AP nor the inner W -AP. Here W is the closed injective and surjective operator

ideal of weakly compact operators. Thus Theorem 3.2.3 does not hold if we restrict

attention to the case Z = X.

However, when I = K , there is no known example of a Banach space Xγ

without the BCAP and such that γ(·) ∼ ‖T‖e on C (Xγ). Thus, although Corol-

lary 3.2.4 stipulates that ‖ · ‖K , as defined in Chapter 2, must be equivalent to ‖ · ‖e
whenever X has the BCAP, whether the converse is true is unknown. Note that the

method of constructing the space Y in Theorem 3.2.3, as described above, is similar

in nature to an argument that can be used to show that the existence of a Banach

space without the approximation property implies that there is a Banach space X

for which A (X) 6= K (X) (see, e.g., [Ale]). Therefore, it seems possible that a

line of reasoning which demonstrated whether or not Xγ can exist, might be suffi-

cient to also resolve the question of whether A (X) = K (X) only when X has the

approximation property. Unfortunately, to date this question remains intractable.

Negative examples of Banach spaces X for which C (X) fails to have a unique

algebra norm shall not concern us much further, however it is worthwhile to note
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two particular cases that were not reported in [Tyl2]. Indeed, all such examples

of Calkin algebras that have been previously recorded were counterexamples to the

minimality of ‖ · ‖e, whereas the cases we examine below show that ‖ · ‖e can fail to

be maximal.

The example due to Read, as discussed in §1.1 (see Theorem 1.1.19 and [Rea]),

of a Banach space XR such that the standard operator norm on B(XR) is not

maximal, is presented in [Tyl2, Ex. 2.6]. In a subsequent remark in [Tyl2], it is

questioned whether there exists an analogous example of a Banach space X such that

the quotient norm on C (X) is not maximal. In fact, XR itself has this property. The

main result of [Rea] is that the Banach algebra A = B(XR) satisfies the requirements

of the following theorem:

3.2.7 Theorem ([Rea, Thm. 1]). If a unital Banach algebra A contains a closed

(two-sided) ideal I such that I has codimension 1 in A but I 2 is of infinite codi-

mension in A, then there is a discontinuous derivation D : A→M for some Banach

A-bimodule M .

In particular, by [Rea, Coroll. 4.2] we have

(i) B(XR) has a closed ideal I of codimension 1 in B(XR),

(ii) B(XR)/W (XR) is infinite dimensional, and

(iii) I 2 ⊂ W (XR).

Since K (XR) ⊂ W (XR), we therefore have that

(i) C (XR) has a closed ideal I /K (XR) of codimension 1 in C (XR),

(ii) C (XR)/W (XR)
K (XR) is infinite dimensional, and

(iii) (I /K (XR))2 ⊂ W (XR)/K (XR).

Thus Theorem 3.2.7 applies to C (XR). Our discussion prior to the statement of The-

orem 1.1.19 showed that the existence of a discontinuous derivation from a Banach

algebra A to a Banach A-bimodule implies that the norm on A fails to be maximal,

so we have:

3.2.8 Example. ‖ · ‖e is not maximal on C (XR), and therefore C (XR) does not

have a unique algebra norm.
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Our other example is very new, and has not yet been published except in the

recent PhD thesis [Tar2]. One of the major results given there is:

3.2.9 Theorem ([Tar2, Thm. 4.1.1]). There exists a Banach space XTa over R,

which has a basis and the following properties

(i) X∗Ta = `1.

(ii) There exists a non-compact operator S on XTa which is not a scalar multiple

of the identity. The sequence (Sj + K (XTa))∞j=0 ⊂ C (XTa) is a basic sequence

1-equivalent to the canonical basis of `1.

(iii) If T ∈ B(XTa) then there are unique scalars (ci)
∞
i=0 ⊂ R and an operator

K ∈ K (XTa) with
∑∞

i=0 |ci| <∞ and

T =

∞∑
i=0

ciS
i +K .

The operator S appearing in the above sum is the same operator as described

in Property (ii).

(iv) C (XTa) is isometrically isomorphic as a Banach algebra to the convolution

algebra `1(N0).

Let S + K (XTa) be denoted by s. Property (ii) then implies that (sj)∞j=0 spans

C (XTa) and is such that ∥∥∥∥∥
∞∑
i=0

cis
i

∥∥∥∥∥
e

=

∞∑
i=0

|ci| .

In particular, C (XTa) is isometrically isomorphic to a Banach algebra of power series

in the sense of [Dal1, Defn. 4.6.4]. Hence, there exists a discontinuous derivation

from C (XTa) into a Banach C (XTa)-module, by [Dal1, Thm. 5.6.79]. As in the case

of the Read example, we therefore have that ‖ · ‖e is not maximal on C (XTa).

Additionally, in recent correspondence Prof. H. Garth Dales pointed out that

the norm ‖ · ‖`1 on the convolution algebra `1(N0) is not minimal. We translate

his illustration of a relevant inequivalent norm on `1(N0) into the above context of

C (XTa). For each i ∈ N0, set

wi = exp(−i2) .

Many other weights will also lead to inequivalent norms: for example, take any other
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radical weight, in the sense of [Dal1, Ex. 2.1.13(v)]. Define ‖ · ‖w on C (XTa) by∥∥∥∥∥
∞∑
i=0

cis
i

∥∥∥∥∥
w

=
∞∑
i=0

|ci|wi .

Then ‖ · ‖w is an algebra norm, but ‖si‖e = 1 for all i ∈ N0, while ‖si‖w = wi → 0.

Therefore ‖ · ‖e is not minimal on C (XTa).

The fact the algebra norm on C (XTa) is neither minimal nor maximal leaves

open the possibility that C (XTa) might have an inequivalent complete algebra norm.

However, the convolution algebra `1(N0) is semisimple by [Dal1, Coroll. 4.5.5].

Therefore C (XTa) has a unique complete algebra norm by Theorem 1.1.20. Also

implied is that K (XTa) = E (XTa).

It remains unknown whether there exists a Banach space X such that ‖ · ‖e
is not the unique complete algebra norm on C (X). For such an X, it would be

necessary that K (X) 6= E (X), so that C (X) was not semisimple. Furthermore, we

are not aware of an example, other that C (XTa), such that ‖ · ‖e is neither maximal

nor minimal.

3.2.10 Remark. XTa has a basis. Hence, it provides an example of a space that

has the BCAP, while its Calkin algebra fails to have ‖·‖e as a minimal algebra norm.

In particular, γ(·) ∼ ‖·‖e on C (XTa), by Proposition 3.2.2 and Theorem 3.2.3. Thus

it is also the case that γ(·) is not minimal on C (XTa).

3.3 Previous positive results

We have seen that it is possible to define an inequivalent algebra norm on C (X), in

some limited cases. However, for each known example, the underlying Banach space

X has rather extreme properties, either failing the BCAP or being an otherwise

particularly pathological counterexample. By Corollary 1.1.12, we also know that

B(X) has a unique algebra norm for a wide variety of more classical Banach spaces.

In light of these points, it might be expected that C (X) has a unique algebra norm in

many cases, and that a severe pathology of some description is a necessary condition

for uniqueness to fail. It is thus surprising that the class of Banach spaces known

in the literature whose Calkin algebras have unique algebra norms is very limited.

Even more surprising is that this class is split into two radically different halves. We

shall discuss the more recent subclass of known positive examples first.
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3.3.1 Example. Let Z be:

(i) the Banach space constructed in [ArHa], such that every T ∈ B(Z) is the sum

of a compact operator and a scalar multiple of the identity,

(ii) one of the Banach spaces Xk constructed in [Tar1], such that C (Xk) is

k-dimensional, or

(iii) any other Banach space such that C (Z) is finite dimensional.

Then C (Z) has a unique norm as a normed space, because it is finite dimensional

(see p1). In particular, C (Z) has a unique algebra norm. Note that each of the

spaces in (i) or (ii) above is hereditarily indecomposable (HI), which means that Z is

not the direct sum of any two infinite dimensional subspaces and that this is also true

for every subspace of Z. Hence Z does not have a continued bisection of the identity,

and so gives an example of a space Z for which the conditions of Corollary 1.1.12

do not hold, yet the norm on C (Z) is still maximal.

HI spaces were first shown to exist in [GoMa] and have some very unusual

properties. If X is HI, then B(Y,X)/S (Y,X) is finite dimensional for all closed

subspaces Y of X (see [Fer]). Thus the quotient algebra B(X)/S (X) is finite

dimensional and has a unique algebra norm, for all HI Banach spaces X.

Example 3.3.1 contrasts markedly with the other previously known class of

Banach spaces X such that C (X) has a unique algebra norm:

3.3.2 Theorem ([Mey, Thm. 2.2]). Let X be c0 or `p, 1 ≤ p <∞. Then ‖ · ‖e is

the unique algebra norm on C (X).

So, other than ‘trivial’ examples, previous studies have only revealed that C (X)

has a unique algebra norm when X is one of the ‘nicest’ of all possible Banach

spaces. Aspects of the proof of Theorem 3.3.2 will be our focus us for the remainder

of this section. The original result from [Mey] is discussed in [Tyl2, §2], where the

presentation is a bit different to [Mey], although the primary features are the same.

[Mey] contains a proof of a statement that is similar to the following improve-

ment to Lemma 2.3.2.

3.3.3 Lemma (The block-to-block lemma for `p — strong version [Mey, Eqn. 0]).

Suppose that T ∈ B(`p), 1 ≤ p < ∞, T /∈ K (`p) and (δn) ⊂ R+. Then there exist

block basic sequences (xn) and (zn) of (en) such that (xn) is normalised and, for all

n ∈ N, ‖zn − Txn‖ < δn and ‖zn‖ > ‖T‖e − δn.
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The sketched proof of [Tyl2, Lem 2.1] also includes a method that can be used

to establish the above lemma. Both sources rely on some version of Corollary 1.3.5,

and an inductive process similar to the one we used to prove the weaker Lemma 2.3.2.

However, the important difference in our proof is as follows. At each stage in the

process, one must choose a new pair of blocks xm+1 and zm+1, supported after some

M ∈ N that bounds the maximum of the supports of the previous vectors. To

do this, we relied on the compactness of the projections Pn. That is, given that

Corollary 1.3.5 guarantees that there is a block basis (yn) such that the images Tyn

are ‘large’ on disjointly supported sets, we chose xm+1 as the difference of two blocks

ynk1 and ynk2 , from a subsequence such that (PMTynk) converges. By ensuring these

two blocks were late enough in the subsequence, this meant that Txm+1 was not only

‘large’ after M but also ‘small’ before it, and the required block-to-block behaviour

could be inductively produced as a result. However, after normalising xm+1, the

final size of ‖zm+1‖ may be reduced by a factor that can be as bad as 2−1, because

we defined xm+1 as a combination of two of the yn.

The method given in [Mey] and [Tyl2] varies from the above in the manner by

which xm+1 is produced from (yn). Excluding the case when p = 1, `p is reflexive.

Thus (yn) and (Tyn) are weakly null. Therefore, e∗m(yn) → 0 and e∗m(Tyn) → 0

for each functional e∗m in the sequence biorthogonal to (em). This shows that, in

fact, one of the yn themselves is such that both yn and Tyn are ‘small’ before M .

In the case of `1, a similar argument based on the weak∗ nullity of the relevant

sequences can be used. Because xm+1 is simply one of the yn, the factor of 2−1 is

not introduced.

In fact, by utilising Rosenthal’s `1 theorem (see, e.g., [AlKa, Thm. 10.2.1]) and

the Bessaga-Pe lzyński selection principle (see, e.g., [AlKa, Prop. 1.3.10]), it would be

possible to extend this method to more general circumstances. In contrast, our proof

of the block-to-block lemma (2.3.3) for all Banach spaces with a basis was entirely

elementary, and this ‘weaker’ strategy suffices for our purposes in future chapters

(however, see Remark 3.3.4 and Lemma 3.3.6 below). At the end of Chapter 4

we shall again use the trick of selecting successive terms xm+1 as the difference of

two blocks: it shall appear in our proof of a similar ‘block-to-blocks’ lemma, as an

application of our generalisation of the uniform boundedness principle.

3.3.4 Remark. The stronger version (3.3.3) of the block-to-block lemma for `p

(and our own version (2.3.1) for c0), can be used to show that ‖ ·‖e has a very strong

isometric property on the Calkin algebras in question:

([Mey, Thm. 2.1]). Let X be c0 or `p, 1 ≤ p <∞, and let 9 · 9 be any
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algebra norm on C (X). Then 9 · 9 ≤ ‖ · ‖e implies that 9 · 9 = ‖ · ‖e.

This result extends [Bon, Thm. 8], which shows that a similar result is true for

B(X), where X can be any Banach space. The result for B(X) can be seen as

an isometric version of the Eidelheit-Yood theorem (1.1.2). In parallel, the above

theorem is an isometric version of Theorem 3.3.2.

We shall now substantiate Theorem 3.3.2. Our proof is modified from that of

[Tyl2, §2], but we shall make clear some pertinent differences between our version

and the ones in [Tyl2] and [Mey]. Firstly, note that c0 ≈ c0⊕ c0 and `p ≈ `p⊕ `p, for

all 1 ≤ p < ∞. Thus, by Corollary 1.1.14, ‖ · ‖e is maximal on the Calkin algebras

of these spaces, and it remains to show that ‖ · ‖e is also minimal.

[Tyl2] includes the following factorisation result, based on a ‘strong’ version

of the block-to-block lemma for c0 and `p (slightly different to the one we gave in

Lemmas 2.3.1 and 3.3.3), and the characteristic properties of block bases in those

spaces (see Proposition 1.3.2 and Theorem 1.3.3).

3.3.5 Lemma ([Tyl2, Lem. 2.1]). Let X be c0 or `p, 1 ≤ p <∞. Then for each

T ∈ B(X)\K (X) and ε > 0 there are operators Aε, Bε ∈ B(X) such that

I = BεTAε and ‖Aε‖‖Bε‖ ≤ (1 + ε)‖T‖−1
e .

From the above, we have that

‖Aε‖e‖Bε‖e ≤ ‖Aε‖‖Bε‖ ≤ (1 + ε)‖T‖−1
e ,

which is how Lemma 3.3.5 is used in [Tyl2, §2]. However, our next result shows that

we can improve this estimate, if we apply the ‘strongest’ version of the block-to-block

lemma for c0 and `p instead.

3.3.6 Lemma. Let X be c0 or `p, 1 ≤ p <∞. Then for each T ∈ B(X)\K (X)

there are operators A,B ∈ B(X) such that

I = BTA and ‖A‖e‖B‖e = ‖T‖−1
e .

Proof. By Lemma 2.3.1 or 3.3.3, there exist block bases (xn), (zn) ⊂ X such that

(xn) is normalised and, for all n ∈ N,

‖zn − Txn‖ < 2−(n+2)‖T‖e and ‖zn‖ > (1− 2−(n+2)‖T‖e .
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In fact, it can be shown that ‖zn‖ → ‖T‖e. One way to do so is to use the the-

ory developed in Chapter 2: if instead ‖zn‖ 9 ‖T‖e, then because we also have

lim inf ‖zn‖ ≥ ‖T‖e there must be ε > 0 and (znk) ⊂ (zn) such that ‖znk‖ ≥ ‖T‖e+ε

for all k ∈ N. Set α = ‖e1 + e2‖−1. The properties of the norm on X and

the fact that (αxnk) is a block basis make it easy to check that (αxnk) ∈ ∆1
X

and dT , (αxnk)e ≥ ‖T‖e + ε, in contradiction to Corollary 2.2.3 and the fact that

‖T‖K ≤ ‖T‖e (see Remark 2.1.2).

Because ‖zn‖ → ‖T‖e, we may pass to subsequences if necessary to ensure

that, for all n ∈ N,

(1− 2−(n+2))‖T‖e < ‖zn‖ < (1 + 2−(n+2))‖T‖e ,

and recall that we already had

‖zn − Txn‖ < 2−(n+2)‖T‖e ,

which is unaffected by passing to subsequences, so long as we choose the respective

subsequence of (xn) that corresponds to the one chosen from (zn).

For each n ∈ N, set yn = ‖zn‖−1‖T‖ezn, so that (yn) is the block basis (zn),

rescaled to have constant norm ‖T‖e. Then

‖yn − zn‖ ≤ 2−(n+2)‖T‖e ,

and thus

‖yn − Txn‖ ≤ 2−(n+1)‖yn‖ .

It follows from Definition 1.3.6 that (Txn) is a 1
2 -small perturbation of (yn). There-

fore, by Corollary 1.3.8, there is U ∈ B(X) such that (I − U) ∈ K (X) and

UTxn = yn, for all n ∈ N.

Now, by Proposition 1.3.2, both (xn) and (‖T‖−1
e yn) are 1-complemented and

1-equivalent to the standard unit vector basis in X. Thus there is A ∈ B(X) such

that ‖A‖ = 1 and Aen = xn, for all n ∈ N. Furthermore, there is a projection

P ∈ B(X) onto [(yn)] with ‖P‖ = 1, and an operator S ∈ B([(yn)], X) such that

‖S‖ = ‖T‖−1
e and Syn = en, for all n ∈ N. Set B = SPU . Then, for all n ∈ N,

BTAen = SPUTxn = SPyn = Syn = en .

Thus I = BTA. Also, it is that case that ‖A‖e ≤ ‖A‖ = 1 and

‖B‖e ≤ ‖S‖e‖P‖e‖U‖e = ‖S‖e‖P‖e‖I‖e ≤ ‖S‖‖P‖ = ‖T‖−1
e .
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In fact, we must have ‖B‖e = ‖T‖−1
e and ‖A‖e = 1, as otherwise

1 = ‖I‖e < ‖T‖−1
e · ‖T‖e · 1 = 1 ,

a contradiction. �

At this stage in their proofs of Theorem 3.3.2, both [Tyl2] and [Mey] rely on

the following lemma, and give an elegant proof due to Meyer.

3.3.7 Lemma ([Mey, Lem. 4]; [Tyl2, Lem. 2.3]). Let (A, ‖ · ‖) be a simple unital

Banach algebra, and 9 ·9 be any algebra norm on A. Then there is an algebra norm

9 · 90 on A and a constant C <∞ such that 9 · 90 ≤ 9 · 9 and 9 · 90 ≤ C‖ · ‖.

Recall that a Banach algebra A is simple if the only closed two-sided ideals

in A are the trivial ones: A and {0}. [GMF, Thm. 5.1] showed that K (X) is the

only non-trivial closed ideal in B(X), when X is c0 or `p, 1 ≤ p <∞.1 Thus the

Calkin algebra C (X) is simple, and the above lemma applies. However, relying on

the simplicity of C (X) in those cases is unnecessary. Instead, we may use the fact

that (by Corollary 1.1.14) ‖ · ‖e is maximal on C (X): for any algebra norm 9 · 9
on C (X) there exists C such that 9 · 9 ≤ C‖ · ‖e. Hence, in the cases of C (c0) and

C (`p), 1 ≤ p <∞, in Lemma 3.3.7 it suffices to take 9 · 90 = 9 · 9.

Indeed, Lemma 3.3.6 and the maximality of ‖ · ‖e are all that is required to

establish the minimality of ‖ · ‖e in these cases, as the following shows:

Proof of Theorem 3.3.2. Let 9 ·9 be an arbitrary algebra norm on C (X). Since

‖ · ‖e is maximal on C (X), there is C > 0 such that 9 · 9 ≤ C‖ · ‖e. Identify 9 · 9
with a seminorm on B(X), such that ker 9 · 9 = K (X). Suppose T ∈ B(X). If

T ∈ K (X), then 9T9 = ‖T‖e = 0, so we may assume T /∈ K (X). By Lemma 3.3.6,

there are operators A,B ∈ B(X) such that

I = BTA and ‖A‖e‖B‖e = ‖T‖−1
e .

Hence

1 ≤ 9I9 ≤ 9B9·9T9·9A9

≤ C29T9·‖A‖e ·‖B‖e (3.3.2a)

= C2‖T‖−1
e 9T9 .

1[GMF, Thm. 5.1] is actually an immediate consequence of Lemma 3.3.5 or Lemma 3.3.6: the
identity on c0 or `p, 1 ≤ p <∞, must be in any ideal which contains a non-compact operator.
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Therefore C−2‖T‖e ≤ 9T9, and so

C−2‖ · ‖e ≤ 9 · 9 ≤ C‖ · ‖e . (3.3.2b)

That is, 9 · 9 ∼ ‖ · ‖e. �

3.3.8 Remark. The way in which the maximality of ‖ · ‖e was required in the

above proof is important to note. Firstly, it was necessary for ‖ · ‖e to be maximal

in order to show that ‖ · ‖e is unique (see 3.3.2b). However, the maximality of ‖ · ‖e
was also relied upon to show that ‖ · ‖e is minimal (see 3.3.2a). That is, without

knowing that ‖ · ‖e is maximal, we would not have been able to use the above method

of proof to show that ‖ · ‖e is minimal.

Remark 3.3.8 was not observed in previous accounts of Theorem 3.3.2. This

is because they relied instead on the simplicity of the Calkin algebras in question,

and the results of Lemmas 3.3.5 and 3.3.7, to give a similar proof of the theorem.

However, this meant the simplicity of C (c0) and C (`p), for 1 ≤ p < ∞, was seen

as a crucial element of the approach. Indeed, [Tyl2, p220] questions which other

Calkin algebras have ‖ · ‖e as a minimal norm, and gives C (`p ⊕ `q) as a test case

(for 1 ≤ p < q < ∞), noting that it is not simple. As we have seen, instead it is

the maximality of ‖ · ‖e on C (X) which may be important, rather than the very

restrictive criteria of simplicity. We have `p ⊕ `q ⊕ `p ⊕ `q ≈ `p ⊕ `q, so ‖ · ‖e is

maximal on C (`p ⊕ `q) by Corollary 1.1.14.

That said, another obstruction to the generalisation of Theorem 3.3.2, raised

by [Tyl2, p220] in the context of C (`p ⊕ `q), is of greater significance: given a more

general Banach space X, we need a factorisation result similar to Lemmas 3.3.5

and 3.3.6, in order to apply the method of proof used above. It is the development

of replacements for this factorisation lemma that will primarily concern us for the

remainder of this thesis. The proof we gave for Lemma 3.3.6, and the ones given

by previous authors for Lemma 3.3.5, all rely on the strong properties of block

bases in the spaces c0 and `p, 1 ≤ p <∞, which are unique to those spaces (see

Proposition 1.3.2 and Theorem 1.3.3) and were used in [GMF] to show that C (c0)

and C (`p) are simple (see Footnote 1 on p53). Thus, the simplicity of the Calkin

algebras still seems to be important: if we wish arbitrary non-compact operators

in B(X) to be factors of the identity, then we necessarily require that there are no

non-trivial ideals in C (X).

Therefore, the question of whether it must be the identity operator which is

factored arises. A different, possibly variable, operator could be factored instead,
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so long as its arbitrary algebra (semi-)norm was known to be bounded below, away

from 0. This lower bound is needed in order that the inequalities 3.3.2a and 3.3.2b

remain meaningful: we knew that 1 ≤ 9I9, but with an arbitrary substitute a value

of 0 on the left hand side may result. Because the aim is to establish minimality,

controlling the norm of a replacement for I, away from 0, is not always an easy

task: we are trying to prove that a situation in which ‖Tk‖e = 1 while 9Tk9 ↓ 0

is impossible, so we certainly can not assume to have a lower bound to begin with.

Two possible approaches are:

(i) Non-zero idempotent elements must have algebra norms greater than 1 (this

is what guarantees that 1 ≤ 9I9). Hence, if a factorisation lemma could be

established, in the style of Lemmas 3.3.5 and 3.3.6, by replacing the identity

with a non-compact projection (which could vary with T ), then the method

used to prove Theorem 3.3.2 would generalise. We shall use this approach

in Chapter 6, in order to prove that non-separable analogues of c0 and `p,

1 ≤ p <∞, have Calkin algebras with unique algebra norms. However, in

those cases strong properties of transfinite analogues of block-basic sequences

are still required.

(ii) Rather than attempt to prove a factorisation lemma for all non-compact

T ∈ B(X) simultaneously, we shall see that it suffices to be able to show that

(a subsequence of) the members of a given sequence (Tk) ⊂ B(X) each factor

a common non-compact operator. This perspective parallels the discussion in

Remark 1.1.6 of the proof of the Eidelheit-Yood theorem (1.1.2), and will be

the focus of Chapters 4 and 5. First, in the next section, we shall examine the

concept behind this approach in more detail.

3.4 A connection to the Eidelheit-Yood theorem

Recall that the proof of the Eidelheit-Yood theorem (1.1.2), for an arbitrary Banach

space X, relied on the construction of an operator S ∈ B(X) defined by

Sx = x∗0(x)x0

and such that

STkS = x∗0(Tkx0)S and |x∗0(Tkx0)| ↑ ∞

for (a subsequence of) a given sequence (Tk) ⊂ B(X) for which ‖Tk‖ ↑ ∞.
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It was noted in Remark 1.1.6 that the same construction does not produce a

contradiction if instead we assume 9Tk9 = 1 and ‖Tk‖e ↑ ∞ for an arbitrary algebra

norm 9 · 9 on C (X), as opposed to B(X). This is because S has rank 1, giving

9S9 = 0 and

9STkS9 = 9x∗0(Tkx0)S9 = 0 .

However, we have not yet considered how such a construction might be modified,

to give a similar factorisation for an operator S that is not compact. If that were

possible for a particular Banach space X, then the Eidelheit-Yood method of proof

would generalise to C (X).

We shall sketch a ‘best-case’ scenario. Suppose we could choose normalised

basic sequences (xn) ⊂ X and (x∗n) ⊂ X∗, for which

x∗m(Tkxn) = δnmα‖Tk‖e ,

for all n,m, k ∈ N and some α ∈ F\{0}, where δnm is the Kronecker delta. In

particular, we assume that (Tkxn)∞n=1 is a seminormalised basic sequence for each

k ∈ N. Furthermore, suppose that the mapping S given by

Sx =
∑
n

x∗n(x)xn (3.4a)

is a well defined bounded linear operator. If it is, then it can not be compact, because

of its action on [(Tkxn)∞n=1] for any k ∈ N. So 9S9 6= 0 for an arbitrary algebra

norm 9 · 9 on C (X). We would also have

STkSx = S

(∑
n

x∗n(x)Tkxn

)

=
∑
m

(∑
n

x∗n(x)x∗m(Tkxn)xm

)

=
∑
m

(∑
n

x∗n(x)δnmα‖Tk‖exm

)
= α‖Tk‖e

∑
m

x∗m(x)xm

= α‖Tk‖eSx .

This would guarantee that 9Tk9 ↑ ∞ when ‖Tk‖e ↑ ∞ , because we can derive

9Tk9 ≥
|α|·‖Tk‖e

9S9
. (3.4b)
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If we allow compact perturbations of the various operators involved, this ideal-

ised set-up is actually attainable on c0 and `p, 1 ≤ p <∞. Thus, we could use this

approach to give an alternative proof of Theorem 3.3.2. The ‘quantitative’ version

of the uniform boundedness principle, which we gave as Corollary 1.1.5, is required.

Such a proof has one clear benefit: it does not require using the maximality of

‖ · ‖e to establish its minimality, in contrast to the original proof (as discussed in

Remark 3.3.8). The difference arises due to the following. Without the maximality

of ‖ · ‖e , in 3.3.2a we would have had no control over how large 9A9·9B9 could

be. The same is true in 3.4b, in the sense that we have no control over how large

9S9 is. However, because we have constructed S to ‘transfer’ the unboundedness

of ‖Tk‖e , in 3.4b we know that ‖Tk‖e will outgrow 9S9 eventually, whatever value

it might have.

Despite this benefit of using a ‘best-case’ Eidelheit-Yood proof for C (c0) and

C (`p), we shall not go through the details here. The reasons we choose not to are:

(i) We will show how an analogous construction can be made precise at the end of

Chapter 6, to give an alternative proof of the minimality of the algebra norm

on certain quotients of B(X), when X is a non-separable analogue of c0 or `p,

1 < p <∞. In the context of those quotients, the ‘up to compact perturbation’

part of the argument becomes unnecessary and we can employ a completely

pure version of the Eidelheit-Yood method. This will demonstrate the possi-

bility of proving minimality without relying on maximality. In comparison to

the proof required in the separable case, fewer technicalities obscure the nature

of the factorisation that can be achieved.

(ii) To ensure that the operator S will always be well-defined (as given by 3.4a)

requires a large amount of control over the possible sequences (Tkxn)∞n=1. While

we can employ small perturbation arguments to restrict attention to block

bases, the prescribed behaviour of (x∗n) seems to require that all block bases

are equivalent to one another, if we wish S to be properly defined in all circum-

stances. Hence, even allowing for compact perturbation adjustments, because

of Theorem 1.3.3 it does not seem to be possible to employ the ‘best-case’

single-operator-S version of the Eidelheit-Yood method, other than for c0 and

`p, 1 ≤ p <∞. Modifications to the method, whereby the different purposes of

S are achieved with different operators, are therefore of more concern. For the

remainder of this section we shall discuss the possibilities and obstacles that

arise in making such modifications.

Given a Banach space X, an arbitrary algebra norm 9·9 on C (X), and (Tk) ⊂ B(X)
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with ‖Tk‖e ↑ ∞, we now consider possible replacements for the factorisation

α‖Tk‖eS = STkS ,

with whatever substitutes we find for S required to be non-compact, and what-

ever scalars (αk) ⊂ F we substitute for α‖Tk‖e required to have the property

that |αk| ↑ ∞. The broadest possibility is that we can find sequences of operators

(Ak), (Bk), (Rk) ⊂ B(X)\K (X) such that

αkRk = BkTkAk .

Seen from this perspective, the connection of the Eidelheit-Yood method with the

factorisation lemma technique (Lemma 3.3.5 or 3.3.6) is clear. We could then derive

9Tk9 ≥
|αk|·9Rk9

9Ak9·9Bk9
.

To guarantee that |αk| ↑ ∞ implied 9Tk9 ↑ ∞, we would need to be able to bound

9Ak9·9Bk9 from above and 9Rk9 from below. As discussed in point (i) at the end

of §3.3 (see p55), bounding 9Rk9 from below is possible in the case that the Rk are

known to be projections. However, such a strong factorisation result appears to be

impossible in the desired general setting. The other option is to ensure that the Rk

are ‘essentially’ all the same operator R. That is, we require Rk ∈ R + K (X) for

all k ∈ N. Then we would have 9Rk9 = 9R9 for all k ∈ N, and

9Tk9 ≥
|αk|·9R9

9Ak9·9Bk9
,

so that |αk| would eventually overpower 9R9, no matter how small a (non-zero)

value 9R9 had. This feature is the major benefit that this version of the Eidelheit-

Yood method has in comparison to a ‘pure’ factorisation technique, with which the

above equation is derived for only a single k.

Assuming an essentially constant operator R, we have the situation described

in Remark 1.1.6. The operators Ak have the first task of mapping onto a restricted

subspace, on which we know the operators Tk are unbounded. Because we need

the Ak to be non-compact, we analogously require a ‘Calkin algebra version’ of the

uniform boundedness principle to guarantee the existence of a (normalised) sequence

(xn) ⊂ X, such that ‖Tkxn‖ ≥ |αk| for all n, k ∈ N. This might then allow the Ak

to be chosen as mappings onto subspaces of [(xn)]. Then, after the Tk have been

applied, on the left the Bk ‘shift’ the various images of [(xn)] together, producing a
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factorisation of αkR. In the case that X has a basis, we may as well assume that

the sequences (xn) and (Tkxn) are block bases, as a result of small perturbation

arguments. That is, if X has a basis, then our version of the uniform boundedness

principle can take the form of a block-to-block lemma, by which each block xn is

known to map to small perturbations of the blocks Tkxn, k ∈ N. We shall term this

result the ‘block-to-blocks’ lemma, and it will have a role analogous to the one the

block-to-block lemmas for c0 and `p played in establishing Theorem 3.3.2.

However, we still require 9Ak9·9Bk9 to be bounded from above. In this

regard, the fact we have actually mixed the ‘pure’ Eidelheit-Yood method with the

factorisation technique causes issues: we can no longer dispense with the requirement

that ‖ · ‖e is maximal on C (X). We can choose the projections (Ak) and shifts (Bk)

such that ‖Ak‖e‖Bk‖e is bounded, but to control 9Ak9·9Bk9 we need to be able to

relate the essential norm to the arbitrary norm using maximality. Thus we abandon

the elegance of the ‘pure’ Eidelheit-Yood method, which proves minimality of the

canonical algebra norm without requiring that norm to be maximal (whenever it can

actually be applied).

In summary, we have seen that the Eidelheit-Yood method has connections

with the factorisation technique we used to prove that C (c0) and C (`p), 1 ≤ p <∞,

have unique algebra norms. In order to use a version of that method to extend this

result to the Calkin algebras of other Banach spaces X that have a basis, we will

need the following components:

(i) a Calkin algebra version of the uniform boundedness principle, with which to

prove a ‘block-to-blocks’ lemma, and

(ii) weakened factorisation properties that guarantee the existence of ‘shift’ oper-

ators on X, which map certain block basic sequences to a common subspace.

In addition, we must restrict attention to spaces for which ‖ · ‖e is maximal on C (X).

Fortunately, this is known to hold for a wide variety of spaces, as discussed in §1.1.





Chapter 4

The ‖ · ‖K-UBP and the

Block-to-Blocks Lemma

This chapter provides the technical base that we shall rely upon to generalise

the uniqueness of norm property of C (X), beyond the case when X is c0 or `p,

1 ≤ p <∞. As previously indicated, such a generalisation appears to require two

main features: first, an appropriate version of the block-to-block lemma for the

spaces in question, and second, an analogue of the factorisation lemma to ‘shift’

between images of non-compact operators.

It is the first feature that will concern us for the time being; the second will be

discussed in Chapter 5. Taking the perspective presented in §3.4, we intend to emu-

late the Eidelheit-Yood method of proof. So, we require a substitute for the uniform

boundedness principle that will be applicable to collections of elements of Calkin

algebras, rather than collections of bounded linear operators. We shall see that, in

establishing such a result, the appropriate notion of the ‘size’ of T + K (X) ∈ C (X)

is the semi-norm ‖T‖K introduced in Chapter 2, or equivalently γ(T ), instead of the

more customary ‖T‖e. Of course, for spaces over which ‖ · ‖K ∼ ‖ · ‖e, in particu-

lar those that have a basis, this distinction is unnecessary. However, our focus on

‖ · ‖K means that our uniform boundedness result applies to all Banach spaces. This

contrasts with subsequent conclusions, which progressively require more structure.

Since we again concern ourselves with ‖ · ‖K , we shall require further refine-

ments of the concepts from, and technical lemmas proven in, §2.2: these refinements

are presented in §4.1. In §4.2 we use the results from §4.1 to prove the ‖ · ‖K version

of the uniform boundedness principle, from which follows the required version of the

block-to-block lemma (for spaces which have a basis) in §4.3.

61



62 Chapter 4. The ‖ · ‖K-UBP and the Block-to-Blocks Lemma

4.1 T -stability

4.1.1 Definition. Let X and Y be Banach spaces and T ∈ B(X,Y ). We call a

sequence (xn) ⊂ X T -stable if (xn) is bounded and

lim
N→∞

inf
n1>n2≥N

‖T (xn1 − xn2)‖ = lim
N→∞

sup
n1,n2≥N

‖T (xn1 − xn2)‖ .

Denote by∇T the set of all T -stable sequences in X, and by∇λT the set of all T -stable

sequences that are members of ∆λ
X (see Definition 2.1.1), that is, ∇λT = ∇T ∩∆λ

X ,

for λ > 0. Also, as an analogue of our usage of d· , ·e, we set

bT , (xn)c = lim
N→∞

inf
n1>n2≥N

‖T (xn1 − xn2)‖ ,

so that the T -stability condition for (xn) can be written as

bT , (xn)c = dT , (xn)e .

4.1.2 Remark. As previously noted in Remark 2.1.2, if T ∈ B(X,Y ), (xn) ⊂ X,

and (xnk) ⊂ (xn), then

dT , (xnk)e ≤ dT , (xn)e .

Similarly, we have

bT , (xnk)c ≥ bT , (xn)c ,

and it is also immediate that, in general,

bT , (xn)c ≤ dT , (xn)e .

Conceptually, a sequence is T -stable if the images of its elements under T are

eventually almost equally-separated from all subsequent images: in the limit those

images form an infinite dimensional ‘simplex’ whose vertices approximate those of a

regular ‘hyper-pyramid’. Passing to a subsequence removes some of those vertices,

but an infinite ‘hyper-pyramid’ remains, so the following immediate consequences of

the inequalities established in Remark 4.1.2 are not surprising.

4.1.3 Proposition. Let X and Y be Banach spaces and T ∈ B(X,Y ). Then

(i) any T -stable sequence is T -substable, that is, ∇T ⊂ ∆T , and

(ii) any subsequence of a T -stable sequence is itself T -stable.

Proof. Let (xn) ⊂ X be a T -stable sequence. Suppose (xnk) is a subsequence of
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(xn). Then

dT , (xn)e = bT , (xn)c ≤ bT , (xnk)c ≤ dT , (xnk)e ≤ dT , (xn)e .

Thus all the values appearing in the above are equal, in particular

dT , (xnk)e = dT , (xn)e and bT , (xnk)c = dT , (xnk)e .

Hence (xn) is T -substable by Definition 2.2.1, and (xnk) is T -stable by Defini-

tion 4.1.1. �

In Remark 2.3.5, it was noted that in the proof of Theorem 2.3.4 the sequence

(xn) ⊂ c0, which was constructed to be T -substable, was additionally T -stable. That

it was possible to choose it as such was no coincidence:

4.1.4 Lemma. Let X and Y be Banach spaces and T ∈ B(X,Y ). Then every

T -substable sequence has a T -stable subsequence.

We shall prove Lemma 4.1.4 by relying on the following initial step.

4.1.5 Lemma. Let X and Y be Banach spaces, T ∈ B(X,Y ), and suppose ε > 0.

If (xn) ⊂ X is T -substable, then there is an m ∈ N such that, for infinitely many

l ∈ N,

‖T (xm − xl)‖ > dT , (xn)e − ε .

Proof. We will prove the contrapositive statement. Assume that there is no such m.

Set n1 = 1. We proceed by induction. Assume that, for some k ∈ N, we have chosen

n1 < · · · < nk ∈ N such that, whenever 1 ≤ j < k, l ≥ nj+1, with j, l ∈ N, we have

‖T (xnj − xl)‖ ≤ dT , (xn)e − ε,

and note that this is vacuously true for k = 1. Then because there is no m ∈ N such

that, for infinitely many l ∈ N,

‖T (xm − xl)‖ > dT , (xn)e − ε,

we can find nk+1 ∈ N for which nk+1 > nk and such that, for all l ≥ nk+1, l ∈ N, we

have

‖T (xnk+1
− xl)‖ ≤ dT , (xn)e − ε .
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Hence by induction there is (xnk) ⊂ (xn) such that, for all k, l ∈ N,

‖T (xnk − xnl)‖ ≤ dT , (xn)e − ε .

In particular this means that

dT , (xnk)e < dT , (xn)e ,

which shows that (xn) is not T -substable. �

Proof of Lemma 4.1.4. Let (xn) ⊂ X be a T -substable sequence. We shall in-

ductively construct a T -stable subsequence (xnk) ⊂ (xn) by repeatedly applying

Lemma 4.1.5. First, use it to choose n1 and an infinite subsequence (xnl)
∞
l=2 such

that, for all l > 1,

‖T (xn1 − xnl)‖ > dT , (xn)e − 1

2
.

Now assume that, for some k ∈ N, we have chosen n1, . . . , nk and have a subsequence

(xnl)
∞
l=k+1 ⊂ (xn), such that if j ≤ k and l > j, with j, l ∈ N, it is the case that

‖T (xnj − xnl)‖ > dT , (xn)e − 1

2j
.

Since (xn) is T -substable, so too is (xnl)
∞
l=k+1 ⊂ (xn). Therefore, by Lemma 4.1.5,

we may pass to a further subsequence and then fix a new nk+1, such that if l > k+1

we have

‖T (xnk+1
− xnl)‖ > dT , (xn)e − 1

2k+1
.

Hence by induction there is (xnk) ⊂ (xn) such that, if N, k, l ∈ N with k, l ≥ N and

k 6= l,

‖T (xnk − xnl)‖ > dT , (xn)e − 1

2N
.

Thus

bT , (xnk)c = lim
N→∞

inf
k>l≥N

‖T (xnk − xnl)‖ ≥ dT , (xn)e − lim
N→∞

1

2N
= dT , (xn)e ,

which together with

dT , (xn)e = dT , (xnk)e ≥ bT , (xnk)c

gives

bT , (xnk)c = dT , (xnk)e . �
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Lemma 4.1.4 spawns further technical properties, which are analogous to

Lemma 2.2.2, Corollary 2.2.3, and Corollary 2.2.4:

4.1.6 Corollary. Let X and Y be Banach spaces and T ∈ B(X,Y ). Then every

bounded sequence (xn) ⊂ X has a T -stable subsequence.

Proof. By Lemma 2.2.2, (xn) has a T -substable subsequence, which in turn has a

T -stable subsequence by Lemma 4.1.4. �

4.1.7 Corollary. Let X and Y be Banach spaces. Then, for all T ∈ B(X,Y ) and

all λ > 0,

‖T‖K =
1

λ
sup

(xn)∈∇λT

dT , (xn)e =
1

λ
sup

(xn)∈∇λT

bT , (xn)c .

Proof. By Corollary 2.2.3 we have

‖T‖K =
1

λ
sup

(xn)∈∆λ
T

dT , (xn)e .

If (xn) ∈ ∆λ
T , then passing to a subsequence does not affect the value of dT , (xn)e,

and, by Lemma 4.1.4, each (xn) ∈ ∆λ
T has a subsequence (xnk) ∈ ∇T . Thus

sup
(xn)∈∆λ

T

dT , (xn)e = sup
(xn)∈∆λ

T∩∇T
dT , (xn)e = sup

(xn)∈∇λT

dT , (xn)e ,

where we know that ∆λ
T ∩ ∇T = ∇λT as a consequence of Proposition 4.1.3. The

required result follows. �

4.1.8 Corollary. Let X, Y and Z be Banach spaces. Then for all T ∈ B(X,Y )

and S ∈ B(X,Z),

‖T‖K = sup
(xn)∈∇T∩∇1

S

dT , (xn)e .

Proof. From Corollary 4.1.7 we know that

‖T‖K = sup
(xn)∈∇1

T

dT , (xn)e .

Given (xn) ∈ ∇T , by Corollary 4.1.6 (xn) has an S-stable subsequence. Since passing

to this subsequence does not affect the value of dT , (xn)e, we have

‖T‖K = sup
(xn)∈∇1

T∩∇S
dT , (xn)e .
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From Definition 4.1.1, ∇1
T ∩∇S = ∇T ∩∆1

X ∩∇S = ∇T ∩∇1
S , as required. �

In Chapter 2, we did not comment on the results of Corollaries 2.2.3 and 2.2.4.

However, at this point it is worthwhile to consider the conceptual meaning of the

analogous Corollaries 4.1.7 and 4.1.8. Suppose that T ∈ B(X,Y ). In essence,

Corollary 4.1.7 tells us that the value of ‖T‖K can be calculated by restricting at-

tention to T -stable sequences, and looking at the values of the ‘limiting separations’

of their images under T . Recall that ‖ · ‖K ∼ γ(·), so that this also gives us a way

to estimate γ(·).
Corollary 4.1.8 tells us more: in calculating the value of ‖T‖K , we can fur-

ther restrict attention to those T -stable sequences (xn) which are also S-stable for

S ∈ B(X,Z), despite the fact that the choice of S is completely independent of

T . At first glance, this is somewhat surprising, until it is noted that the value of

dS , (xn)e for the sequences in question need not be anywhere near to ‖S‖K . That is,

although we can approximate ‖T‖K with a T -stable sequence in ∆1
X that is further-

more S-stable, and we can also approximate ‖S‖K with an S-stable sequence in ∆1
X

that is furthermore T -stable, we cannot necessarily simultaneously well-approximate

‖T‖K and ‖S‖K with the same sequence.

4.1.9 Example. To show that such a simultaneous approximation might not be

possible, we will exploit the properties of the `1 norm. Let X be `1, and let O and

E be the sets of odd and even natural numbers respectively. Recall that we identify

O 〈resp. E〉 with a projection onto [(en)n∈O] 〈resp. [(en)n∈E ]〉. The sequence

(xn) =
(e2n−1

2

)
∈ ∆1

X

is O-stable, and dO , (xn)e = 1, so 1 ≤ ‖O‖K ≤ ‖O‖e ≤ ‖O‖ = 1. Hence ‖O‖K = 1.

Similarly, the sequence

(yn) =
(e2n

2

)
∈ ∆1

X

is E-stable, and dE , (yn)e = 1, so ‖E‖K = 1. Note that, for all n ∈ N, Exn = 0

and Oyn = 0, thus dO , (yn)e = dE , (xn)e = 0, so (xn) is trivially E-stable and (yn)

is trivially O-stable. Therefore, we have that both (xn) and (yn) are elements of

∇O ∩ ∇E ∩ ∆1
X , and dO , (xn)e and dE , (yn)e are good approximations for ‖O‖K

and ‖E‖K respectively, while dO , (yn)e and dE , (xn)e are very bad approximations

respectively. To approximate both simulaneously, we might try

(zn) =

(
1

4
(e2n−1 + e2n)

)
∈ ∆1

X ,
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which is both O-stable and E-stable, and for which dO , (zn)e = dE , (zn)e = 1
2 .

However, a better simultaneous approximation is impossible: given (wn) ∈ ∆1
X ,

suppose (wn) is both O-stable and E-stable. Then we can find, for all ε > 0, an

N ∈ N such that, for all n1 > n2 ≥ N , n1, n2 ∈ N,

dO , (wn)e − ε ≤ ‖O(wn1 − wn2)‖`1

and

dE , (wn)e − ε ≤ ‖E(wn1 − wn2)‖`1 ,

which gives

dO , (wn)e+ dE , (wn)e ≤ ‖O(wn1 − wn2)‖`1 + ‖E(wn1 − wn2)‖`1 + 2ε

= ‖(wn1 − wn2)‖`1 + 2ε

≤ 1 + 2ε .

Hence, for all sequences (wn) ∈ ∆1
X which are both O-stable and E-stable, it must

be that dO , (wn)e+ dE , (wn)e ≤ 1.

Despite the above example and preceding discussion, in the specific case when

S = I ∈ B(X) we have the following specialised version of Corollary 4.1.8.

4.1.10 Corollary. Let X and Y be Banach spaces, T ∈ B(X,Y ), and ε > 0. Then

there exists (xn) ∈ ∇1
T such that

dT , (xn)e ≥ ‖T‖K − ε

and

1 ≥ lim
N→∞

sup
n1,n2≥N

‖xn1 − xn2‖ = lim
N→∞

inf
n1>n2≥N

‖xn1 − xn2‖ ≥ 1− ε .

Proof. If ‖T‖K = 0, then dT , (xn)e ≥ ‖T‖K − ε for all (xn) ∈ ∇1
T , and by Corol-

lary 4.1.8 we have

1 = ‖I‖K = sup
(xn)∈∇I∩∇1

T

dI , (xn)e ,

so that there must be (xn) ∈ ∇I ∩∇1
T for which

lim
N→∞

sup
n1,n2≥N

‖xn1 − xn2‖ = lim
N→∞

inf
n1>n2≥N

‖xn1 − xn2‖ ≥ 1− ε .
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Therefore we may assume ‖T‖K > 0. Fix a sequence (εk) ⊂ R+ with εk → 0. By

Corollary 4.1.8, we know that

‖T‖K = sup
(xn)∈∇T∩∇1

I

dT , (xn)e .

Hence, for all k ∈ N, there is (xkn) ∈ ∆1
X such that (xkn) ∈ ∇T ,⌈

T , (xkn)
⌉
≥ ‖T‖K − εk ,

and

lim
N→∞

inf
n1>n2≥N

‖xkn1
− xkn2

‖ = lim
N→∞

sup
n1,n2≥N

‖xkn1
− xkn2

‖ ≤ 1 .

Choose k ∈ N such that εk < min{ε, ε‖T‖K}. Then⌈
T , (xkn)

⌉
≥ ‖T‖K − ε .

The result will follow if we can also show that

lim
N→∞

sup
n1,n2≥N

‖xkn1
− xkn2

‖ ≥ 1− ε .

Suppose, in order to gain a contradiction, that this is not true. Then we must have

lim
N→∞

sup
n1,n2≥N

∥∥∥∥∥ xkn1

1− ε
−

xkn2

1− ε

∥∥∥∥∥ < 1 .

Hence there exists an N ∈ N such that(
xkn

1− ε

)∞
n=N

∈ ∆1
X .

Since (xkn) ∈ ∇T , we also have
(
xkn

1−ε

)∞
n=N

∈ ∇T ∩∆1
X = ∇1

T . So, by Corollary 4.1.7,

‖T‖K ≥
⌈
T ,

(
xkn

1− ε

)∞
n=N

⌉
=

⌈
T , (xkn)

⌉
1− ε

≥ ‖T‖K − εk
1− ε

>
‖T‖K − ε‖T‖K

1− ε
,

which gives ‖T‖K > ‖T‖K , a contradiction. �

Thus it is possible to simultaneously approximate ‖T‖K and ‖I‖K using a

sequence that is both T -stable and I-stable. In particular, in calculating ‖T‖K
we can further restrict attention within ∇1

T to sequences which, prior to T being
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applied, are themselves asymptotically equally separated (by a distance as close to

1 as we like; however, see Remark 4.1.13 below). This version of Corollary 4.1.7 can

be restated by utilising the following notation.

4.1.11 Definition. Let X be a Banach space. Denote by ∇λX the set of all se-

quences (xn) ∈ ∆λ
X such that

lim
N→∞

inf
n1>n2≥N

‖xn1 − xn2‖ = lim
N→∞

sup
n1,n2≥N

‖xn1 − xn2‖ .

Note that, for (xn) ∈ ∇λX , the common value of the above two limits must be less

than or equal to λ.

4.1.12 Corollary. Let X and Y be Banach spaces, T ∈ B(X,Y ), and λ > 0. Then

‖T‖K =
1

λ
sup

(xn)∈∇λX∩∇T
dT , (xn)e .

Proof. The statement follows as an immediate consequence of Definition 4.1.11 and

Corollaries 4.1.7 and 4.1.10. �

4.1.13 Remark. Conceptually, Definition 4.1.11 is not the most natural. We would

intuitively prefer to insist that the common value of the limits in that definition

is equal to λ, and drop the requirement that (xn) ∈ ∆λ
X . This would allow us

to prove that if (xn) ∈ ∇1
X , then (Txn) ∈ ∇dT ,(xn)e

X , which would clearly be a

useful feature. The problem with the alternative definition is that we would have

sequences in ∇1
X with elements whose differences can have norm greater than 1,

even though the limiting separation must be 1. In contrast, the given definition

ensures that all differences of pairs of elements are actually in the unit ball, which is

consistent with our previous framework and also technically preferable. Note that, by

Corollary 4.1.10, we know that the expression for ‖T‖K , as given in Corollary 4.1.12,

would still hold if we required that sequences in ∇λX had limiting separations as close

to λ as we liked. However, it is unclear whether Corollary 4.1.12 would still be true

if we were to redefine ∇λX to consist of those sequences that are both in ∆λ
X and

have limiting separations that actually equal λ. In particular, for an arbitrary T , it

is not obvious whether such a sequence exists that is also T -stable.

We now come to the main result of this section: an extension of Corollaries 4.1.8

and 4.1.12 to countable collections of operators. We will once more employ some

new notation.
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4.1.14 Definition. Let X and Y be Banach spaces and (Tk) ⊂ B(X,Y ). Denote

by ∇λ(Tk) the set of all sequences in ∇λX that are Tk-stable for all k ∈ N. That is,

∇λ(Tk) = ∇λX ∩
∞⋂
k=1

∇Tk .

4.1.15 Theorem. Let X and Y be Banach spaces, (Tk) ⊂ B(X,Y ), and λ > 0.

Then, for all k ∈ N,

‖Tk‖K =
1

λ
sup

(xn)∈∇λ
(Tk)

dTk , (xn)e .

The proof relies on the following analogue of Corollary 4.1.6.

4.1.16 Lemma. Let X and Y be Banach spaces and (Tk) ⊂ B(X,Y ). Then every

bounded sequence (xn) ⊂ X has a subsequence which is Tk-stable for all k ∈ N.

Proof. As on previous occasions, we shall construct the required subsequence by

induction, followed by a diagonalisation argument. Firstly, by Corollary 4.1.6, there

is (x1
n) ⊂ (xn) such that (x1

n) is T1-stable. Assume that, for some j ∈ N, we have

already chosen (xjn) ⊂ (xj−1
n ) ⊂ · · · ⊂ (x1

n) ⊂ (xn) such that, if 1 ≤ i ≤ j, i ∈ N,

then (xin) is Ti-stable. Corollary 4.1.6 gives a further subsequence (xj+1
n ) ⊂ (xjn)

such that (xj+1
n ) is Tj+1-stable. Hence, by induction, there are

(xn) ⊃ (x1
n) ⊃ (x2

n) ⊃ . . .

such that, for all j ∈ N, (xjn) is Tj-stable. We also have that (xnn)∞n=j ⊂ (xjn), hence

bTj , (xnn)c =
⌊
Tj , (x

j
n)
⌋

=
⌈
Tj , (x

j
n)
⌉

= dTj , (xnn)e .

Thus (xnn) is Tj-stable for all j ∈ N, and clearly (xnn) ⊂ (xn). �

Proof of Theorem 4.1.15. Given k ∈ N, by Corollary 4.1.12 we know that

‖Tk‖K =
1

λ
sup

(xn)∈∇λX∩∇Tk

dTk , (xn)e .

Suppose (xn) ∈ ∇λX ∩ ∇Tk . Passing to a subsequence will not affect the value of

dTk , (xn)e, and Lemma 4.1.16 gives (yn) ⊂ (xn) such that (yn) ∈
⋂∞
j=1∇Tj . Hence

the values of dTk , (xn)e attained when (xn) ranges over ∇λX ∩ ∇Tk are the same as

when (xn) is restricted to ∇λ(Tk). The required result follows. �
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4.2 The ‖ · ‖K-UBP

There is an important perspective to be gained from the technical theory that was

accumulated in the previous section: a non-compact operator can be viewed as a

process that takes asymptotically equally-separated sequences and maps them to

other asymptotically equally-separated sequences. In passing from a sequence in

the ‘domain’ to its image in the ‘range’, the maximum factor by which the equal-

separation changes is measured by ‖ · ‖K . Additionally, if given a sequence of non-

compact operators, it is possible to restrict attention to some sort of common domain

of relevant sequences. In this context, the inclination to prove a uniform boundedness

principle is very natural. To do so, it is convenient to use a version of the classical

gliding hump argument; perhaps the result could also be established by utilising the

Baire category theorem in some form. The presentation of the gliding hump method

we give below owes much to the proof of the standard uniform boundedness principle

to be found in [Pie2, §2.4.3].

4.2.1 Theorem (The uniform ‖ · ‖K-boundedness principle). Let X and Y be

Banach spaces, and (Tk) ⊂ B(X,Y ) be a sequence of operators such that

dTk , (xn)e ≤ c(xn) (4.2.1a)

for all k ∈ N and all (xn) ∈ ∇1
(Tk), where the constants c(xn) > 0 depend only on

(xn). Then there is a uniform constant C > 0 such that

‖Tk‖K ≤ C

for all k ∈ N.

Proof. Suppose, in order to gain a contradiction, that (‖Tk‖K) is unbounded. By

Theorem 4.1.15 we know that, for all j ∈ N and each m ∈ N, there is (xn) ∈ ∇1/3j

(Tk)

such that dTm , (xn)e is as close to 1
3j
‖Tm‖K as we like. Hence, taking j ∈ N in their

natural order, we may choose, in alternating fashion, kj ∈ N and then (xjn) ∈ ∇1/3j

(Tk)

such that
1

4 · 3j
‖Tkj‖K ≥ j +

∑
i<j, i∈N

c(xin) (4.2.1b)

and ⌊
Tkj , (x

j
n)
⌋

=
⌈
Tkj , (x

j
n)
⌉
≥ 3

4 · 3j
‖Tkj‖K . (4.2.1c)

Without loss of generality, for each j ∈ N we can shift (xjn) by −xj1, so that xj1
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becomes 0. Since (xjn) ∈ ∇1/3j

(Tk) ⊂ ∇
1/3j

X ⊂ ∆
1/3j

X , this means we can assume that, for

all n ∈ N, ‖xjn‖ = ‖xjn − xj1‖ ≤ 1
3j

. Thus the following definition is valid, because

the infinite sum converges: let

yn =
∞∑
j=1

xjn

for all n ∈ N. Note that ‖yn‖ ≤
∑∞

j=1
1
3j

= 1
2 , thus (yn) ∈ ∆1

X . Applying Corol-

lary 4.1.6 to I ∈ B(X) and (yn) gives a subsequence of (yn) in ∇1
X , and then

Lemma 4.1.16 guarantees a further subsequence (ynl) ∈ ∇1
(Tk).

Now, for all j ∈ N we have⌈
Tkj , (ynl)

⌉
=
⌊
Tkj , (ynl)

⌋
≥
⌊
Tkj , (yn)

⌋
=

⌊
Tkj ,

( ∞∑
j=1

xjn

)⌋
≥ −

∑
i<j, i∈N

⌈
Tkj , (x

i
n)
⌉

+
⌊
Tkj , (x

j
n)
⌋
−
∑

i>j, i∈N

⌈
Tkj , (x

i
n)
⌉

≥ −
∑

i<j, i∈N
c(xin) +

3

4 · 3j
‖Tkj‖K −

∑
i>j, i∈N

1

3i
‖Tkj‖K

[by 4.2.1a, 4.2.1c, and Thm. 4.1.15]

=
1

4 · 3j
‖Tkj‖K −

∑
i<j, i∈N

c(xin)

≥ j , [by 4.2.1b]

which contradicts 4.2.1a. �

We have stated the uniform ‖·‖K-boundedness principle akin to the usual state-

ment of the standard uniform boundedness principle. However, it is the following

extension of the contrapositive statement that we shall actually use.

4.2.2 Corollary. Let X be a Banach space, and suppose Λ ⊂ B(X) is a collection

of operators with supT∈Λ ‖T‖K =∞. Then there is (Tk) ⊂ Λ and (xn) ∈ ∇1
(Tk) such

that (dTk , (xn)e) is unbounded.

Proof. Choose (Tk) ⊂ Λ such that ‖Tk‖K ↑ ∞. There must be (xn) ∈ ∇1
(Tk) for

which (dTk , (xn)e) is unbounded, as else the result of Theorem 4.2.1 would give a

contradictory bound for ‖Tk‖K . �

Recall that, by Example 4.1.9, we can not always find a commonly-stable

sequence (xn) ∈ ∇1
X ⊂ ∆1

X for which d· , (xn)e simultaneously well-approximates
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the ‖ · ‖K semi-norm of multiple operators. The uniform ‖ · ‖K-boundedness prin-

ciple tells us that, despite this, we can find a commonly-stable (xn) for which

d· , (xn)e simultaneously approximates the ‖ · ‖K semi-norm of a ‖ · ‖K-unbounded

sequence of operators, well enough that the unboundedness is preserved. This

d· , (xn)e-unboundedness is the technical leverage we shall exploit to produce the

version of the block-to-block lemma (2.3.3) that was called for in §3.4.

4.3 The block-to-blocks lemma

Our final result for this chapter generalises the block-to-block lemma (2.3.3)

to ‖ · ‖e-unbounded collections of operators, in a similar fashion to the way

Lemma 4.1.16 and Theorem 4.1.15 generalised Corollaries 4.1.6 and 4.1.12 respec-

tively. Because we are now concerned with mapping block bases to block bases, we

restrict our attention to Banach spaces X which have a basis. Since our result holds

for all such spaces, we see that the technical framework for the envisioned Eidelheit-

Yood style argument can be achieved in general. That is, on spaces which have a

basis, proving the uniqueness of the Calkin algebra norm via the strategy outlined

in §3.4 is reduced to establishing the existence of certain ‘shift’ operators.

In order to concisely state the result, we need the notion of δ-small perturba-

tions (see Definition 1.3.6), as well as the following concept.

4.3.1 Definition. Let X be a Banach space with a basis. We say that a set

{(xαn) : α ∈ A} of block bases in X is aligned if there exist (pn)∞n=0 ⊂ N0 with

0 = p0 < p1 < p2 < . . . , such that

pn−1 ≺ xαn ≺ pn + 1

for all n ∈ N and α ∈ A.

4.3.2 Lemma (The block-to-blocks lemma). Let X be a Banach space with a basis.

Suppose Λ ⊂ B(X) is a collection of operators with supT∈Λ ‖T‖e =∞, and 0 < δ <

1. Then there are (Tk) ⊂ Λ, (Ck) ⊂ R+, a normalised block basis (yn) ⊂ X, and,

for all k ∈ N, normalised block bases (zkn)∞n=k ⊂ X, such that:

(i) for each k ∈ N, (Tkyn)∞n=k is a δ-small perturbation of (Ckz
k
n)∞n=k ,

(ii) Ck ↑ ∞ , and

(iii) for all k ∈ N, {(yn)∞n=k , (z1
n)∞n=k , (z2

n)∞n=k , . . . , (zkn)∞n=k} are aligned.
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Proof. Since X has a basis, ‖ · ‖e ∼ γ(·) ∼ ‖ · ‖K by Corollary 3.2.4. Therefore

supλ∈Λ ‖Tλ‖K = ∞. So, by Corollary 4.2.2, there are (Tk) ⊂ Λ and (xn) ∈ ∇1
(Tk)

such that (dTk , (xn)e) is unbounded. Since (xn) ∈ ∇1
X , we have

C ′0 = lim
N→∞

inf
n1>n2≥N

‖xn1 − xn2‖ = lim
N→∞

sup
n1,n2≥N

‖xn1 − xn2‖ ≤ 1 .

Pass to a subsequence of (Tk) such that dTk , (xn)e ≥ 1 and dTk , (xn)e ↑k ∞, and set

C ′k = dTk , (xn)e and Ck = C′k/C′0 ≥ 1 for all k ∈ N. Let K be the basis constant of

the given basis for X.

Claim. Suppose that l ∈ N, M ∈ N0, and ε > 0. Then there is a normalised block

y ∈ X with M ≺ y, and for each k ≤ l, k ∈ N, there is a normalised block zk ∈ X
with M ≺ zk, such that, for all k ≤ l, k ∈ N,

2K
‖Ckzk − Tky‖

Ck
≤ ε .

We shall prove the claim later. First, we show that it implies the result of the lemma.

Set p0 = 0. Using the claim, choose normalised blocks y1 and z1
1 , with p0 ≺ y1 and

p0 ≺ z1
1 , such that

2K
‖C1z

1
1 − T1y1‖
C1

≤ δ

2
.

We proceed by induction. Assume that, for some l ∈ N, we have chosen

(pn)l−1
n=0 ⊂ N0, normalised blocks y1 ≺ · · · ≺ yl, and normalised blocks

z1
1 , z

1
2 , . . . , z

1
l ,

z2
2 , . . . , z

2
l ,

. . . ,

zll ,

such that, for all k ∈ N, k ≤ l, and n ∈ N, k ≤ n ≤ l, we have

2K
‖Ckzkn − Tkyn‖

Ck
≤ δ

2n
,

and that, for all k ∈ N, k ≤ l, the finite sequences (yn)ln=k , (z1
n)ln=k , . . . , (zkn)ln=k

are fragments of aligned sequences with corresponding alignment numbers

(pn)l−1
n=k−1 ⊂ N0. Choose pl ∈ N such that yl ≺ pl + 1 and zkl ≺ pl + 1 for all

k ∈ N, k ≤ l. Then, setting ε = δ/2l+1, the claim allows us to choose blocks yl+1 and



4.3 The block-to-blocks lemma 75

(znl+1)l+1
n=1, such that all of these blocks are supported after pl (thereby maintaining

the alignment property), and such that, for all k ∈ N, k ≤ l + 1,

2K
‖Ckzkl+1 − Tkyl+1‖

Ck
≤ δ

2l+1
.

Therefore, our assumption remains true when l is replaced by l + 1, and so by

induction we can find a normalised block basis (yn) ⊂ X, and, for all k ∈ N,

normalised block bases (zkn)∞n=k ⊂ X, such that, for each k ∈ N, the block bases

(yn)∞n=k , (z1
n)∞n=k , . . . , (zkn)∞n=k are aligned, and that

2K

∞∑
n=k

‖Ckzkn − Tkyn‖
Ck

≤
∞∑
n=k

δ

2n
≤ δ ,

which shows that (Tkyn)∞n=k is a δ-small perturbation of (ckz
k
n)∞n=k . Thus the con-

clusions of the lemma have all been established. All that remains to show is the

following:

Proof of claim. Define T0 = I. The established properties of (xn) imply that (xn)

is T0-stable and dT0 , (xn)e = C ′0. Set

L = max
k≤l, k∈N0

‖Tk‖ ≥ 1

and

ε′ = min{C
′
0

6
,
C ′0ε

40KL
} .

Temporarily fix a k ≤ l, k ∈ N0, and let (x′n) be any subsequence of (xn). Since (xn)

is Tk-stable, so too is (x′n), by Proposition 4.1.3. Thus, bTk , (x′n)c = dTk , (x′n)e, and

hence there is N ∈ N such that, for all n1 > n2 ≥ N , n1, n2 ∈ N, we have

C ′k − ε′ < ‖Tkx′n1
− Tkx′n2

‖ < C ′k + ε′ .

Further, since PM is compact and (x′n) is bounded (by, for instance, ‖x′1‖+ 1), there

is a subsequence (x′′n) ⊂ (x′n) such that (PMTkx
′′
n) converges.1 Thus we can find

N ′ ≥ N , N ′ ∈ N, such that n1 > n2 ≥ N ′, n1, n2 ∈ N, implies both

C ′k − ε′ < ‖Tk(x′′n1
− x′′n2

)‖ < C ′k + ε′ (4.3.2a)

1Note that here we use the same trick as we did in the proof of Lemmas 2.3.1–2.3.3; c.f. discussion
following Lemma 3.3.3.
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and

‖PMTk(x′′n1
− x′′n2

)‖ < ε′ . (4.3.2b)

Restricting the sequence (x′′n) to n ≥ N establishes that, for all k ≤ l, k ∈ N0, and

for any subsequence (x′n) ⊂ (xn), there is a further subsequence (x′′n) ⊂ (x′n) such

that both 4.3.2a and 4.3.2b hold for all n1, n2 ∈ N. By repeatedly applying this

result, for each 0 ≤ k ≤ l, k ∈ N0, we can choose subsequences (xkn) of (xn) such

that

(x0
n) ⊃ . . . ⊃ (xln),

and such that, for all n1, n2 ∈ N and 0 ≤ k ≤ l, k ∈ N0, both 4.3.2a and 4.3.2b hold

when x′′n1
and x′′n2

are replaced by xkn1
and xkn2

, respectively. But then (xln) ⊂ (xkn)

for all 0 ≤ k ≤ l, k ∈ N0, so we have that both

C ′k − ε′ < ‖Tk(xln1
− xln2

)‖ < C ′k + ε′

and

‖PMTk(xln1
− xln2

)‖ < ε′

hold for all n1, n2 ∈ N and 0 ≤ k ≤ l, k ∈ N0. Choose M ′ > M , M ′ ∈ N, large

enough that

‖(I − PM ′)Tk(xl1 − xl2)‖ < ε′

for all 0 ≤ k ≤ l, k ∈ N0. This is possible because ‖(I − Pn)x‖ → 0 for all x ∈ X,

and we only have to control the tails of l + 1 different vectors (i.e., finitely many).

Set

y′ = xl1 − xl2 .

For each 0 ≤ k ≤ l, k ∈ N0, note that

C ′k − 3ε′ ≤ ‖Tky′‖ − ‖PMTky′‖ − ‖(I − PM ′)Tky′‖

≤ ‖(PM ′ − PM )Tky
′‖

and

C ′k + 3ε′ ≥ ‖Tky′‖+ ‖PMTky′‖+ ‖(I − PM ′)Tky′‖

≥ ‖(PM ′ − PM )Tky
′‖ .

Setting, for each 0 ≤ k ≤ l, k ∈ N0,

wk = (PM ′ − PM )Tky
′ − Tk(PM ′ − PM )y′,
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we also have

‖wk‖ = ‖Tk(PM ′ − PM )y′ − (PM ′ − PM )Tky
′‖

= ‖Tk(PM ′ − PM )T0y
′ − TkT0y

′ + Tky
′ − (PM ′ − PM )Tky

′‖

= ‖Tk(PM ′ − I − PM )T0y
′ + (I − PM ′ + PM )Tky

′‖

≤ ‖Tk‖‖(I − PM ′)T0y
′‖+ ‖Tk‖‖PMT0y

′‖+ ‖(I − PM ′)Tky′‖+ ‖PMTky′‖

< 2Lε′ + 2ε′

≤ 4Lε′.

Now define

y =
(PM ′ − PM )y′

‖(PM ′ − PM )y′‖
=

(PM ′ − PM )T0y
′

‖(PM ′ − PM )T0y′‖
,

and

zk =
(PM ′ − PM )Tky

′

‖(PM ′ − PM )Tky′‖
,

for all k ≤ l, k ∈ N. Then y and z1, . . . , zl are normalised, and are all supported

after M . Furthermore, for a given k ≤ l, k ∈ N,

Ckz
k − Tky =

Ck(PM ′ − PM )Tky
′

‖(PM ′ − PM )Tky′‖
− Tk(PM ′ − PM )y′

‖(PM ′ − PM )T0y′‖

=
Ck(PM ′ − PM )Tky

′

‖(PM ′ − PM )Tky′‖
− (PM ′ − PM )Tky

′

‖(PM ′ − PM )T0y′‖
+

wk
‖(PM ′ − PM )T0y′‖

,

which gives

‖Ckzk − Tky‖ ≤ (C ′k + 3ε′) max

{∣∣∣∣ Ck
C ′k − 3ε′

− 1

C ′0 + 3ε′

∣∣∣∣ , ∣∣∣∣ 1

C ′0 − 3ε′
− Ck
C ′k + 3ε′

∣∣∣∣}
+

4Lε′

C ′0 − 3ε′
.

Because C ′k = CkC
′
0, we also have

Ck
C ′k − 3ε′

− 1

C ′0 + 3ε′
=

C ′k + 3ε′Ck − C ′k + 3ε′

(C ′k − 3ε′)(C ′0 + 3ε′)
=

3ε′(Ck + 1)

(C ′k − 3ε′)(C ′0 + 3ε′)

and

1

C ′0 − 3ε′
− Ck
C ′k + 3ε′

=
C ′k + 3ε′ − C ′k + 3ε′Ck
(C ′k + 3ε′)(C ′0 − 3ε′)

=
3ε′(Ck + 1)

(C ′k + 3ε′)(C ′0 − 3ε′)
.
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Since C ′k ≥ 1 ≥ C ′0 > 3ε′, we know 3ε′(C ′k − C ′0) > 3ε′(C ′0 − C ′k), and hence that

(C ′k − 3ε′)(C ′0 + 3ε′) > (C ′k + 3ε′)(C ′0 − 3ε′) > 0 .

So the second of the two options in the above maximum is the larger. Therefore,

2K
‖Ckzk − Tky‖

Ck
≤ 2K

Ck

(
(C ′k + 3ε′) · 3ε′(Ck + 1)

(C ′k + 3ε′)(C ′0 − 3ε′)
+

4Lε′

C ′0 − 3ε′

)
=

Kε′
(
6(Ck + 1) + 8L

)
Ck(C

′
0 − 3ε′)

≤ Kε′(12Ck + 8L)

Ck(C
′
0 −

C′0
2 )

=
24KCkε

′

CkC
′
0

+
16KLε′

CkC
′
0

≤ 24KLε′

C ′0
+

16KLε′

C ′0

≤ 40KLε′

C ′0

≤ ε . �

Note that there are two aspects of the block-to-blocks lemma which do not

precisely follow the construction suggested in §3.4. Firstly, we have introduced a

criterion requiring that the sequence of images of a given block be aligned. This

could have been left out of the conclusions of the lemma, but is included because

it will be of value when resolving the uniqueness of norm question for the Calkin

algebras of certain spaces in which aligned block bases have special properties.

Secondly, and seemingly more significantly, we have only controlled the images

under Tk of the blocks yn for finitely many k: in particular, zkn is only defined for

1 ≤ k ≤ n. We still preserve the unboundedness of (‖Tk‖e) overall, but on a specific

block yn, that information is lost. So our construction has a triangular form, rather

than being a full ‘matrix’ of blocks. However, for each k, the sequence (zn)∞n=k

corresponding to (Tkyn) is only ‘missing’ a finite number of terms, which means it

can be viewed as a compact perturbation. Therefore, in the context where we are

interested in the behaviour of the images of (Tk) in the Calkin algebra, these missing

terms are actually not significant.

4.3.3 Remark. It would be extremely difficult, in general, to extend the construc-

tion in Lemma 4.3.2 to a full ‘matrix’. If we could, then for a given non-compact
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operator T on `2 (for example), we could set Tk = T k and, in a similar fashion to

the above, find blocks yn such that (T kyn) were ‘almost’ aligned block sequences. In

particular, this would mean that the sets supp(T ky1) would be ‘essentially’ bounded

above by a uniform constant M ∈ N. But this is very near to saying that we can

find a non-trivial invariant subspace [(T ky1)∞k=1] for T . As exciting as this result

would be, it is not within the scope of this thesis.

Having proven a ‘Calkin algebra’ version of the uniform boundedness principle,

we are now half way to finding new examples of Calkin algebras which have a unique

algebra norm, as per the plan outlined in §3.4. In this regard, the next chapter

demonstrates how the block-to-blocks lemma can be applied.





Chapter 5

New Examples of the

Uniqueness of ‖ · ‖e

Given a Banach space X with a basis, and a sequence (Tk) ⊂ B(X) such that

‖Tk‖e ↑ ∞, the block-to-blocks lemma (4.3.2) gives a normalised block basis (xn)

such that the operators Tk are ‘non-compactly’ unbounded on [(xn)]. Furthermore,

the sequences (Tkxn)∞n=k can also be regarded as block bases. This generalises the

conclusion of the uniform boundedness principle, which was the first step in the

proof of the Eidelheit-Yood theorem (1.1.2).

Taking the perspective of §3.4, we thus have the first component required to

generalise the Eidelheit-Yood method to Calkin algebras. The objective of this chap-

ter is to identify spaces for which the second feature, the existence of certain ‘shift’

operators, can be guaranteed. That is, we wish to find operators Ak, Bk, R ∈ B(X),

such that

CkR ∈ BkTkAk + K (X)

for all k ∈ N (where (Ck) is the sequence of constants provided by the block-to-blocks

lemma), and such that we have certain controls on the norms of those operators.

The operators Ak should map onto a subspace of [(xn)]. A natural way to ensure

that such Ak exist is to insist that a subsequence of (xn) is complemented. Similarly,

each Bk must map a subspace of [(Tkxn)] onto a common image, and we can most

easily achieve this if subsequences of the ‘almost’ block bases {(Tkxn)∞n=1}∞k=1 are all

equivalent to each other and complemented.

Making these rough requirements precise is the purpose of §5.1, in which we

define the UN property to identify a class of spaces on which we can guarantee

that the required shift operators exist. We also provide some more streamlined

descriptions of certain subclasses of spaces with the UN property. §5.1 concludes

81



82 Chapter 5. New Examples of the Uniqueness of ‖ · ‖e

with a proof that, if X has the UN property and ‖ · ‖e is maximal on C (X), then

C (X) does indeed have a unique algebra norm, as was anticipated by the idea

sketched in §3.4.

In §5.2, we show that this result extends to finite direct sums of spaces with

the UN property. Then, the remainder of the chapter presents three examples of

spaces which have the UN property and whose Calkin algebras have unique algebra

norms: §5.3 studies the spaces c0(`nr ) and `p(`
n
r ), where 1 ≤ p <∞ and 1 ≤ r ≤ ∞;

§5.4 discusses Tsirelson’s space; and §5.5 examines James’ space.

5.1 The UN Property

5.1.1 Definition. Let X be a Banach space. We say that X has the UN property

if X has a basis such that, for each countable set {(ukn) : k ∈ N} of normalised

aligned block bases, there exists a constant CU ≥ 1 and a strictly increasing sequence

(nm) ⊂ N for which

(i) for all k ∈ N, (uknm)∞m=k is CU-complemented,

(ii) there are only finitely many different equivalence classes of bases represented

in {(uknm) : k ∈ N}, and

(iii) within each such equivalence class, any two representatives (uk1nm) and (uk2nm),

with k1 < k2, are such that (uk1nm)∞m=k2
and (uk2nm)∞m=k2

are CU-equivalent.

This definition leads to a major result of this thesis:

5.1.2 Theorem. Suppose that X is a Banach space with the UN property, and that

‖ · ‖e is a maximal algebra norm on C (X). Then C (X) has a unique algebra norm.

Because it is not immediately clear which Banach spaces have the UN property,

we shall consider the requirements of the property carefully, and establish results

to show it is satisfied by certain more readily discernible classes of Banach spaces,

before giving the proof of Theorem 5.1.2 at the end of this section.

5.1.3 Remark. The specific components of Definition 5.1.1 are constructed such

that, in a Banach space with the UN property, the various block bases given by the

block-to-blocks lemma (4.3.2) can be mapped easily to one another. The comple-

mentation and equivalence requirements are made in line with the general discussion

at the beginning of this chapter. We restrict attention to aligned block bases be-

cause (a) the conclusions of the block-to-blocks lemma allow it, and (b) if instead we
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insisted that wider classes of block bases were homogeneous up to equivalence, then

we would be near to excluding all spaces other than c0 and `p, 1 ≤ p <∞, in virtue

of Theorem 1.3.3. Regarding conditions (i) and (iii), it might seem that stating

their requirements only for the ‘tails’ (uknm)∞m=k of the subsequences in question is

unnecessarily cumbersome: we could instead have required the only slightly stronger

conditions that each (uknm)∞m=1 is CU-complemented, and that any two equivalence

class representatives (uk1nm) and (uk2nm) are CU-equivalent. However, the criteria as

actually given ensure that various spaces, whose block bases have certain subsym-

metric properties, satisfy the UN property (see Proposition 5.1.7 below); these spaces

would otherwise have been technically excluded. Also, the weaker conditions more

closely match the ‘triangular’ output of the block-to-blocks lemma. Finally, the

relevance of condition (ii) is that we can immediately move to a more convenient

situation: if there are only finitely many different equivalence classes of block bases

in {(uknm) : k ∈ N}, then there must be an infinite subset of block bases which are

mutually equivalent. That is, without loss of generality we can pass from finitely

many equivalence classes to just one.

Clearly c0 and `p, 1 ≤ p <∞, have the UN property: conditions (i), (ii),

and (iii) are automatically satisfied because all normalised block bases are

1-complemented and 1-equivalent to one another, by Proposition 1.3.2. Therefore,

Theorem 5.1.2 implies Theorem 3.3.2.

However, equivalence between certain aligned block bases is all that is ac-

tually required. Hence, there are other spaces which also have the UN property.

For instance, we can relax the characteristic property of block bases in c0 and

`p, 1 ≤ p <∞, by assuming only that any two normalised aligned block bases are

C-equivalent and C-complemented, for some C ≥ 1. A surprising result is that the

complementation part of this assumption is unnecessary. That is, if a Banach space

with a basis is such that any two aligned block bases are uniformly equivalent, then

all block bases are uniformly complemented. This result is Proposition 5.1.4 below.

It is stated as an exercise in [AlKa], without proof or reference, so it is difficult to

attribute it correctly. As we shall see in §5.4, one space which satisfies the condi-

tions of this theorem is Tsirelson’s space. Both the assumed and derived properties

are important to the study of Tsirelson’s space, and so are cited widely for that

space in the literature. For example, a proof of the conclusion of Proposition 5.1.4,

for the specific case of Tsirelson’s space only, is presented as a “major result” of

[CaSh, Chp. II]. Extending the method from [CaSh] to the general scenario requires

minor alterations, and it is a consolidated version of that proof which we give here.
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5.1.4 Proposition (see [AlKa, Prob. 9.1] for the statement, or [CaSh, Prop. II.6]

for a similar proof). Let X be a Banach space with a basis (xn). Suppose there is a

constant C ≥ 1 such that any two normalised aligned block basic sequences of (xn)

are C-equivalent. Then any block basic sequence of (xn) is 2C2-complemented.

Proof. Let

(yn) =

 pn∑
i=pn−1+1

cixi

∞
n=1

be a block basic sequence of (xn), for some (ci) ⊂ F and 0 = p0 < p1 < p2 < . . . ,

with (pn)∞n=0 ⊂ N0. For each n ∈ N, set

En = {pn−1 + 1 , pn−1 + 2 , . . . , pn} .

Without loss of generality, we may assume that both (xn) and (yn) are normalised,

because the span of a basic sequence is unaffected by normalisation. Note that

{(yn), (σnyn)} are normalised aligned block basic sequences for any sequence of signs

(σn) ⊂ {−1, 1}. Thus, by assumption, (σnyn) is C-equivalent to (yn) for any such

(σn), which shows that (yn) is a C-unconditional basic sequence. (5.1.4a)

Now, by the Hahn-Banach extension theorem, we may choose (y∗n) ⊂ X∗ such that

y∗n(yn) = 1 and ‖y∗n‖ = 1 for all n ∈ N (see, e.g., [Meg, Coroll. 1.9.8]). Recall that

we treat each En as a projection, as well as a subset of N (see p15). Suppose x ∈ X,

and define, for each n ∈ N,

zn =

‖Enx‖−1Enx , if Enx 6= 0 , or

yn , if Enx = 0 .

Then {(yn), (zn)} are normalised aligned block basic sequences. So, by assumption,

(zn) is C-equivalent to (yn). (5.1.4b)

We also have that x =
∑

nEnx, so

2C2 ‖x‖ = 2C2

∥∥∥∥∥∑
n

Enx

∥∥∥∥∥
= 2C2

∥∥∥∥∥∑
n

‖Enx‖zn

∥∥∥∥∥
≥ 2C

∥∥∥∥∥∑
n

‖Enx‖yn

∥∥∥∥∥ [by 5.1.4b]
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≥

∥∥∥∥∥∑
n

y∗n(Enx)yn

∥∥∥∥∥ . [by 5.1.4a]

In particular,
∑

n y
∗
n(Enx)yn converges. So we may define a bounded operator

P : X → [(yn)] by

Px =
∑
n

y∗n(Enx)yn ,

for each x ∈ X, with ‖P‖ ≤ 2C2. For all n,m ∈ N, we have Enym = δnmyn, where

δnm is the Kronecker delta. Therefore, for all m ∈ N,

Pym =
∑
n

y∗n(Enym)yn = y∗m(ym)ym = ym .

Hence P is a projection onto [(yn)], and we have that (yn) is 2C2-complemented. �

Proposition 5.1.4 allows us to give a cleaner description of a subclass of Banach

spaces that have the UN property, and which also automatically have a continued

bisection of the identity (see Definition 1.1.9).

5.1.5 Theorem. Let X be a Banach space with a basis (xn). Suppose there is a

constant C ≥ 1 such that any two normalised aligned block basic sequences of (xn)

are C-equivalent. Then X has both the UN property and a continued bisection of the

identity, and C (X) has a unique algebra norm.

Proof. Set CU = 2C2, and assume that {(ukn) : k ∈ N} is a set of normalised aligned

block bases of (xn). By assumption, (uk1n ) is C-equivalent to (uk2n ) for all k1, k2 ∈ N,

and the same is true of their tails (uk1n )∞n=k2
and (uk2n )∞n=k2

. By Proposition 5.1.4, any

block basis in X is CU-complemented, so in particular (ukn)∞n=k is CU-complemented

for all k ∈ N. Hence, setting nm = m for all m ∈ N, we have shown in order that

conditions (ii), (iii), and (i) in Definition 5.1.1 are satisfied, therefore X has the

UN property.

Now, as noted in the proof of Proposition 5.1.4, the assumption that any two

normalised aligned block bases of (xn) are C-equivalent ensures that (xn) is uncon-

ditional (see 5.1.4a). Hence, for every E ⊂ N there is a bounded projection onto the

subspace [{xn : n ∈ E}]. For each m ∈ N, set

Ym =
[(
x

2mn

)]
and Zm =

[(
x

2mn−2m−1

)]
.
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By setting p0 = 0 and pn = 2mn for all n ∈ N, we see that{(
x

2mn

)
,
(
x

2mn−2m−1

)}
are aligned block bases, by Definition 4.3.1. By assumption, they are therefore

equivalent, and so Ym ≈ Xm for all m ∈ N. Also, for each m ∈ N we have

Ym+1 ⊕ Zm+1 =
[(
x

2m+1n

)]
⊕
[(
x

2m+1n−2m

)]
=
[(
x

2mn

)]
= Ym ,

and X = [(x2n)]⊕ [(x2n−1)] = Y1⊕Z1. Thus {(Yn), (Zn)} is a continued bisection of

the identity on X, by Definition 1.1.9. Hence ‖ · ‖e is a maximal algebra norm on

C (X), by Corollary 1.1.12. Therefore, we conclude that C (X) has a unique algebra

norm, by Theorem 5.1.2. �

5.1.6 Remark. We have not shown that a Banach space X which satisfies the

assumptions of Proposition 5.1.5 is necessarily such that X ≈ X ⊕X. As noted in

[LoWi, §1], the space constructed in [Fig], which was the first example of a reflexive

Banach space not isomorphic to its square, gives an example of a space with a

continued bisection of the identity, yet X 6≈ X ⊕X.

Our next result shows that, as anticipated by Remark 5.1.3, a degree of sub-

symmetry allows us to manufacture the necessary block basis alignments without

them being assumed.

5.1.7 Proposition. Let X be a Banach space with a basis, and suppose that

there exists a constant C > 0 and a finite set of subsymmetric basic sequences

{(vmn )}Mm=1 , such that every normalised block basis in X has a subsequence which is

C-complemented and C-equivalent to some sequence in {(vmn )}Mm=1. Then X has the

UN property.

Proof. Define K to be the maximum value of the subsymmetric constants of the

sequences in {(vmn )}Mm=1. Let {(ukn) : k ∈ N} be a set of of normalised aligned block

bases in X. We aim to show that there is a strictly increasing sequence (nm) ⊂ N
for which properties (i), (ii), and (iii) in Definition 5.1.1 hold. To do so, we employ

a diagonalisation argument familiar from previous chapters.

Set n0
m = m for all m ∈ N. By assumption, we can choose a subsequence(

u1
n1
m

)
⊂
(
u1
n0
m

)∞
m=2

= (un)∞n=2
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that is C-complemented and C-equivalent to some sequence in {(vmn )}Mm=1.

We proceed by induction. Suppose we have chosen, for some l ∈ N,

(nlm) ⊂ (nl−1
m ) ⊂ . . . ⊂ (n1

m)

such that, for each k ≤ l, k ∈ N, the subsequence(
uknkm

)
⊂
(
uk
nk−1
m

)∞
m=2

is C-complemented and C-equivalent to some sequence in {(vmn )}Mm=1. (5.1.7a)

Then, by the assumption of the proposition, we may choose a subsequence(
uk+1

nk+1
m

)
⊂
(
uk+1
nkm

)∞
m=2

which is C-complemented and C-equivalent to some sequence in {(vmn )}Mm=1.

Therefore, we can inductively select

(n1
m) ⊃ (n2

m) ⊃ . . .

such that 5.1.7a holds for all k ∈ N. Note that this implies nkk < nk+1
k+1. Now set

nm = nmm

for all m ∈ N. Then for each k ∈ N we have that (uknm)∞m=k ⊂ (uk
nkm

). Hence we can

deduce the following properties.

(i) (uk
nkm

) is C-complemented and C-equivalent to a K-subsymmetric sequence in

{(vmn )}Mm=1 , so (uknm)∞m=k is C2K-complemented and CK-equivalent to that

sequence.

(ii) Therefore, (uknm) is also equivalent to that same sequence, and so there are at

most M different equivalence classes of bases represented in {(uknm) : k ∈ N}.

(iii) Finally, note that any two sequences that are CK-equivalent to a common

sequence must be C2K2-equivalent to each other.

Setting CU = C2K2, and recalling that {(ukn) : k ∈ N} was an arbitrary set of

normalised aligned block bases, we thus conclude that X has the UN property. �

Theorem 5.1.5 and Proposition 5.1.7 provide criteria for spaces to have the

UN property that are more tractable than our original Definition 5.1.1. Now that
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we have a better idea of the sorts of spaces to which that definition will apply, we

shall prove the main result of this chapter.

Proof of Theorem 5.1.2. Let 9 · 9 be an arbitrary algebra norm on C (X).

Because ‖ · ‖e is maximal on C (X), there is C > 0 such that 9 · 9 ≤ C‖ · ‖e.
Identify 9 · 9 with a seminorm on B(X), such that ker 9 · 9 = K (X). In order to

gain a contradiction, suppose that there exists (Tk) ⊂ B(X) such that ‖Tk‖e ↑ ∞
and 9Tk9 = 1, for all k ∈ N. Choose 0 < δ < 1. By the block-to-blocks lemma

(4.3.2), we may pass to a subsequence of (Tk) for which there exist (Ck) ⊂ R+,

a normalised block basis (xn) ⊂ X, and, for all k ∈ N, normalised block bases

(zkn)∞n=k ⊂ X, such that:

(i) for each k ∈ N, (Tkxn)∞n=k is a δ-small perturbation of (Ckz
k
n)∞n=k ,

(ii) Ck ↑ ∞, and

(iii) for all k ∈ N, the block bases (xn)∞n=k , (z1
n)∞n=k , . . . , (zkn)∞n=k are aligned.

For the sake of notational convenience, we shall fill in the ‘missing’ blocks

{zkn : k > n} with ‘dummy’ blocks: for all n, k ∈ N such that k > n, set zkn = z1
n.

Then {(xn)} ∪ {(zkn) : k ∈ N} is a countable set of normalised aligned block bases.

Because X has the UN property, there is a constant CU ≥ 1 and a strictly increasing

sequence (nm) ⊂ N for which

(iv) (xnm) is CU-complemented and, for all k ∈ N, (zknm)∞m=k is CU-complemented,1

(v) there are only finitely many different equivalence classes of bases represented

in {(zknm) : k ∈ N}, and

(vi) within each such equivalence class, any two representatives (zk1nm) and (zk2nm),

with k1 < k2, are such that (zk1nm)∞m=k2
and (zk2nm)∞m=k2

are CU-equivalent.

Because of property (v), there must be a single equivalence class of bases which

has infinitely many representatives in {(zknm) : k ∈ N}. Thus we may find a strictly

increasing sequence (kl) ∈ N such that all the block bases in {(zklnm) : l ∈ N} are

equivalent, and such that their ‘tails’, in the sense of property (vi), are CU-equivalent.

To avoid the proliferation of subscripts and superscripts, we shall now carry

out some relabelling. First we define Nl = kl, for all l ∈ N, in order to explicitly

1To be precise, in (iv) the UN property actually guaranteed that (zknm
)∞m=k+1 were

CU-complemented, due to the addition of (xn) to the ‘front’ of our set of block bases. However,
without loss of generality, we may take (iv) to be true as written: simply discard the first term of
(nm), relabel indices, and note that CU may need to be increased by a factor of 1 + K′, where K′

is the basis constant of the original (xnm).
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preserve the current values of kl. Redefining terms via the mappings

Tkl 7→ Tl , xnm 7→ xm , zklnm 7→ zlm , and Ckl 7→ Cl ,

shows that, without loss of generality, we may pass to subsequences and relabel

indices, to find a sequence of operators (Tk) ⊂ B(X), with ‖Tk‖e ↑ ∞ and 9Tk9 = 1,

for which there are (Ck) ⊂ R+, a normalised block basis (xn) ⊂ X, and, for all k ∈ N,

normalised block bases (zkn) ⊂ X, such that:

(a) for each k ∈ N, (Tkxn)∞n=Nk
is a δ-small perturbation of (Ckz

k
n)∞n=Nk

,

(b) (xn) is CU-complemented and, for all k ∈ N, (zkn)∞n=Nk
is CU-complemented,

(c) for all k ∈ N, (zkn)∞n=Nk
is CU-equivalent to (z1

n)∞n=Nk
, and

(d) (Ck) ↑ ∞.

Properties (a)–(c) allow us to define various projections and ‘shift’ operators:

(a′) By (a) and Corollary 1.3.8, for each k ∈ N there is an operator Uk ∈ B(X) such

that (I − Uk) ∈ K (X) and UkTkxn = Ckz
k
n, for all n ≥ Nk, n ∈ N.

(b′) By (b), for each k ∈ N we can find a projection Qk ∈ B(X) onto [(zkn)∞n=Nk
],

such that ‖Qk‖ ≤ CU. Therefore, we additionally have ‖Qk‖e ≤ CU. Also,

(xn) is CU-complemented, so (xn)∞n=Nk
is (1 +K)CU-complemented, where K

is the basis constant of (xn). In particular, there is a projection A onto [(xn)]

with A ≤ CU, and for each k ∈ N we can find a projection Ak ∈ B(X) onto

[(xkn)∞n=Nk
], such that Ak = AkA. Then A− Ak is a projection onto [(xn)Nk−1

n=1 ]

and hence is compact. Thus ‖Ak‖e = ‖A‖e ≤ CU.

(c′) By (c), for each k ∈ N there is S′k ∈ B([(zkn)∞n=Nk
], X) such that ‖S′k‖ ≤ CU

and S′kz
k
n = z1

n for all n ≥ Nk, n ∈ N. Now define Sk = C−1
k S′k , so that

‖Sk‖ ≤ C−1
k CU and Sk : Ckz

k
n 7→ z1

n, for such n.

Finally, for each k ∈ N we define Bk = SkQkUk ∈ B(X). Note that

‖Bk‖e ≤ ‖Sk‖e‖Qk‖e‖Uk‖e ≤ ‖Sk‖·CU ·‖I‖e ≤ C−1
k C2

U ,

and thus

‖Ak‖e‖Bk‖e = ‖A‖e‖Bk‖e ≤ C−1
k C3

U . (5.1.2a)

For each k ∈ N and every n ≥ Nk, n ∈ N, we have

BkTkAkxn = SkQkUkTkxn = SkQk(Ckz
k
n) = Sk(Ckz

k
n) = z1

n = C−1
1 U1T1xn .
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Because Ak is a projection onto [(xn)∞n=Nk
], this gives

C−1
1 U1T1Ak = BkTkAk . (5.1.2b)

Since (I − U1) ∈ K (X) and (A−Ak) ∈ K (X), we also have

U1T1Ak + K (X) = U1T1Ak + (I − U1)T1Ak + T1(A−Ak) + K (X)

= T1A+ K (X) .

Thus 9T1A9 = 9U1T1Ak9. Therefore,

9T1A9 ≤ C19Bk9·9Tk9·9Ak9 [by 5.1.2b]

= C19Bk9·9Ak9

≤ C1C
2‖Ak‖e‖Bk‖e [since 9 · 9 ≤ C‖ · ‖e]

≤ C1C
2C−1

k C3
U . [by 5.1.2a]

The operator T1A is clearly not compact, since (T1A(C−1
1 xn))∞n=N1

=

(C−1
1 T1xn)∞n=N1

is a δ-small perturbation of the normalised block basis (z1
n)∞n=N1

.

Thus 9T1A9 > 0, and so we have

Ck ≤
C1C

2C3
U

9T1A9
. (5.1.2c)

This bound for (Ck) contradicts property (d) above. Hence, there is no sequence

(Tk) ⊂ B(X) such that ‖Tk‖e ↑ ∞ and 9Tk9 = 1.

Because 9 ·9 was an arbitrary algebra norm on C (X), we conclude that ‖ · ‖e
is minimal on C (X), and thus unique. �

Equations 5.1.2a and 5.1.2b are analogous to the factorisation of the identity

operator that was given by Lemma 3.3.5, in the cases of c0 and `p, 1 ≤ p <∞. Thus,

we have achieved the appropriate generalisation of the factorisation lemma, as called

for by [Tyl2, p220].

5.2 Finite Direct Sums

In §3.3 (see p54), the question of whether C (`p⊕ `q), 1 ≤ p < q <∞, has ‖ · ‖e as a

minimal (and hence unique) algebra norm, was raised as a problem from [Tyl2, p220].

Here we give a positive answer to that question, by showing that Theorem 5.1.2

generalises to finite direct sums. We suppress some of the details of the proof, which
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is essentially identical to that of Theorem 5.1.2, with a minor initial step added.

5.2.1 Theorem. Let X1 , X2 , . . . , Xn be Banach spaces with the UN property.

Suppose that ‖ · ‖e is a maximal algebra norm on C (
⊕n

i=1Xi). Then C (
⊕n

i=1Xi)

has a unique algebra norm.

Proof. Let 9 · 9 be an arbitrary algebra norm on C (
⊕n

i=1Xi). Because ‖ · ‖e is

maximal on C (
⊕n

i=1Xi), there is C > 0 such that 9 ·9 ≤ C‖ · ‖e. Identify 9 ·9 with

a seminorm on B(X), such that ker 9 ·9 = K (X). In order to gain a contradiction,

suppose that there exists (Tk) ⊂ B(
⊕n

i=1Xi) such that ‖Tk‖e ↑ ∞ and 9Tk9 = 1,

for all k ∈ N. For each j ≤ n, j ∈ N, let Qj ∈ B(
⊕n

i=1Xi) be the projection onto

the embedded copy of Xj , given by

Qj(x1, . . . , xn) = (0, . . . , 0, xj , 0, . . . , 0) ,

for all (x1, . . . , xn) ∈ (
⊕n

i=1Xi). Then, for all k ∈ N,

‖Tk‖e =

∥∥∥∥∥∥
n∑
i=1

n∑
j=1

QjTkQi

∥∥∥∥∥∥
e

≤
n∑
i=1

n∑
j=1

‖QjTkQi‖e .

Hence, there must be i, j ≤ n, i, j ∈ N, such that (‖QjTkQi‖e)∞k=1 is unbounded,

else ‖Tk‖e would be bounded. Fix such i, j. Since Xi and Xj have the UN property,

we may use the same method of proof we used to establish Theorem 5.1.2, passing

to a subsequence of (Tk) if necessary, to show that there are

(i) (Ck) ⊂ R+ with Ck ↑ ∞, and

(ii) non-compact operators A,Ak, Bk ∈ B(
⊕n

i=1Xi) for which Ak = QiAkQi and

Bk = QjBkQj for all k ∈ N,

such that ‖Ak‖e‖Bk‖e ≤ C−1
k and

9QjT1QiA9 = C19BkQjTkQiAk9 = C19BkTkAk9 ≤ C1C
2C−1

k

for all k ∈ N, yet QjT1QiA /∈ K (
⊕n

i=1Xi), a contradiction. �

5.2.2 Corollary. Let X1 , X2 , . . . , Xn be Banach spaces with the UN property,

and such that Xi ⊕ Xi ≈ Xi for all i ≤ n, i ∈ N. Then C (
⊕n

i=1Xi) has a unique

algebra norm.
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Proof. We have(
n⊕
i=1

Xi

)
⊕

(
n⊕
i=1

Xi

)
≈

n⊕
i=1

(Xi ⊕Xi) ≈

(
n⊕
i=1

Xi

)
,

thus ‖ · ‖e is a maximal algebra norm on C (
⊕n

i=1Xi) by Corollary 1.1.14. The

required result then follows from Theorem 5.2.1. �

5.2.3 Corollary. Let X be c0 or `p, 1 ≤ p <∞, and Y be c0 or `p, 1 ≤ p <∞.

Then C (X ⊕ Y ) has a unique algebra norm.

Proof. By Proposition 1.3.2, X and Y have the UN property. Thus Corollary 5.2.2

applies, since X ⊕X ≈ X and Y ⊕ Y ≈ Y . �

Corollary 5.2.3 answers the question raised by [Tyl2, p220], which we discussed

in §3.3 (see p54), of whether C (`p ⊕ `q) has ‖ · ‖e as a minimal algebra norm. Of

note is that we have resolved this issue without a complete knowledge of the lattice

of closed ideals in B(`p ⊕ `q). This contrasts with the indication provided by [Mey]

and [Tyl2], which suggested that such knowledge might be a necessary component.

Known partial results concerning the structure of the lattice of closed ideals in

B(`p ⊕ `q) have recently been summarised and extended in [Schl].

With all the general theorems we need in place, we now progress to some more

varied examples of Calkin algebras with unique algebra norms.

5.3 The spaces c0(`
n
r ) and `p(`

n
r )

For each 1 ≤ p <∞ and 1 ≤ r ≤ ∞, let the standard unit vector basis of `p(`
n
r ) be

identified with (ek), such that

‖(αk)‖ =

∥∥∥∥∥∑
k

αkek

∥∥∥∥∥ =

∑
n

 tn∑
k=tn−1+1

|αk|r
p/r


1/p

, (5.3a)

where (tn)∞n=0 is the sequence of triangular numbers:

t0 = 0, t1 = 1, t2 = 3, t3 = 6, . . .

For n ∈ N, define Tn = {tn−1 + 1 , tn−1 + 2 , . . . , tn}, and recall that we identify

Tn with the operator

Tn : (αk) 7→
∑
k∈Tn

αkek .
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Thus Tn is the natural projection onto the `nr summand in `p(`
n
r ).

On c0(`nr ), we also identify the standard unit vector basis in the same way, so that

‖(αk)‖ = sup
n

 tn∑
k=tn−1+1

|αk|r
1/r

.

These spaces give us the first specific new examples to which we can apply the theory

we built up in §5.1:

5.3.1 Theorem. Let X be c0(`nr ) or `p(`
n
r ), for some 1 ≤ p < ∞ and 1 ≤ r ≤ ∞.

Then C (X) has a unique algebra norm.

Proof. Apply Theorem 5.1.5, in light of Lemma 5.3.2 below. �

5.3.2 Lemma. Let X be as in the statement of Theorem 5.3.1, and (um) and (vm)

be normalised aligned block bases of (ek) ⊂ X. Identify 1
∞ = 0, and set p =∞ when

X is c0(`nr ). Then (um) and (vm) are 3
1
p

+ 1
r -equivalent.

Proof.2 We shall present the proof for `p(`
n
r ) when r < ∞. The cases when

X = c0(`nr ) 〈resp. r = ∞〉 are similar, with p-norm 〈resp. r-norm〉 computations

replaced by suprema over n.

The technical calculation in this proof relies on the following two simple arithmetic

facts: if β, x, y, z ≥ 0, then

(x+ y + z)β ≤ (3 sup{x, y, z})β ≤ 3β(xβ + yβ + zβ) (5.3.2a)

and

(xβ + yβ + zβ) ≤ 3 sup{xβ, yβ, zβ}) ≤ 3(x+ y + z)β . (5.3.2b)

Because (um) and (vm) are aligned, by Definition 4.3.1 there are (pm)∞m=0 ⊂ N0 with

2In combination with the solution to [AlKa, Problem 9.1] (discussed prior to the proof of Propo-
sition 5.1.4), Lemma 5.3.2 can be used to solve [AlKa, Problem 9.2], which is an exercise given
there without substantiation or reference. The progression of the exercises implicitly suggests that
Lemma 5.3.2 holds and therefore that it is a known result. Indeed, more general c0- and `p- sums
of finite dimensional spaces have been extensively studied, including a classification of their sub-
spaces and quotients in [JoZi1] and [JoZi2]. However, we are not aware of any published proof of
Lemma 5.3.2.
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0 = p0 < p1 < p2 < . . . , such that, for all m ∈ N,

pm−1 ≺ um ≺ pm + 1 and pm−1 ≺ vm ≺ pm + 1 .

For each n ∈ N, define

An = {m ∈ N : pm−1 + 1 ∈ Tn and pm ∈ Tn} ,

and

Bn =

m ∈ N :

( pm−1 + 1 < Tn and Tn < pm ) or

( pm−1 + 1 < Tn and pm ∈ Tn ) or

( pm−1 + 1 ∈ Tn and Tn < pm )

 .

Clearly, An andBn are disjoint, andBn can have at most 2 elements because (pm)∞m=0

is strictly increasing. Note that, for all n ∈ N and m ∈ An,

Tnum = um and Tnvm = vm . (5.3.2c)

Conceptually, An consists of m for which both supp(um) and supp(vm) are fully

contained in Tn, and Bn consists of those m such that supp(um) and supp(vm) may

cross ‘into’ or ‘out of’ Tn (or both).

We also define, for all m ∈ N,

Ψm = {n ∈ N : m ∈ An ∪Bn} , and (5.3.2d)

Ωm = {n ∈ N : m ∈ Bn} .

For a given n, if m /∈ An ∪Bn then Tnum = Tnvm = 0, so for all m ∈ N we have

um =
∑
n∈Ψm

Tnum and vm =
∑
n∈Ψm

Tnvm . (5.3.2e)

Since An and Bn are disjoint, Ωm 6= ∅ implies

um =
∑
n∈Ωm

Tnum and vm =
∑
n∈Ωm

Tnvm ,

which gives∑
n∈Ωm

‖Tnum‖p = ‖um‖ = 1 = ‖vm‖ =
∑
n∈Ωm

‖Tnvm‖p . (5.3.2f)
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Therefore, if
∑

mcmvm is a finite sum in Span{vm : m ∈ N}, we have∥∥∥∥∥∑
m

cmum

∥∥∥∥∥
p

=

∥∥∥∥∥∑
m

( ∑
n∈Ψm

cmTnum

)∥∥∥∥∥
p

[by 5.3.2e]

=

∥∥∥∥∥∑
n

( ∑
m∈An∪Bn

cmTnum

)∥∥∥∥∥
p

[by 5.3.2d]

=
∑
n

∥∥∥∥∥Tn
( ∑
m∈An∪Bn

cmum

)∥∥∥∥∥
p

[by 5.3a]

=
∑
n

∥∥∥∥∥ ∑
m∈An

cmum +

( ∑
m∈Bn

cmTnum

)∥∥∥∥∥
p

[by 5.3.2c]

=
∑
n

( ∑
m∈An

|cm|r +
∑
m∈Bn

|cm|r‖Tnum‖r
)p/r

[by 5.3a]

≤ 3
p
r

∑
n

( ∑
m∈An

|cm|r
)p/r

+
∑
n

∑
m∈Bn

|cm|p‖Tnum‖p


[by 5.3.2a, since |Bn| ≤ 2]

= 3
p
r

∑
n

( ∑
m∈An

|cm|r
)p/r

+
∑

m∈
⋃
nBn

|cm|p
∑
n∈Ωm

‖Tnum‖p


= 3
p
r

∑
n

( ∑
m∈An

|cm|r
)p/r

+
∑

m∈
⋃
nBn

|cm|p
∑
n∈Ωm

‖Tnvm‖p


[by 5.3.2f]

= 3
p
r

∑
n

( ∑
m∈An

|cm|r
)p/r

+
∑
m∈Bn

|cm|p‖Tnvm‖p


≤ 31+ p
r

∑
n

( ∑
m∈An

|cm|r +
∑
m∈Bn

|cm|r‖Tnvm‖r
)p/r

[by 5.3.2b, since |Bn| ≤ 2]

= 31+ p
r

∥∥∥∥∥∑
m

cmvm

∥∥∥∥∥
p

,

where the final equality is achieved by reversing the first five lines of the calculation,

with ‘vm’ replacing ‘um’. Since Span{vm : m ∈ N} is dense in [(vm)], by continuity
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the above calculation holds for all
∑

mcmvm ∈ [(vm)]. Therefore,∥∥∥∥∥∑
m

cmum

∥∥∥∥∥ ≤ 3
1
p

+ 1
r

∥∥∥∥∥∑
m

cmvm

∥∥∥∥∥ ,
for all

∑
mcmvm ∈ [(vm)]. Furthermore, when

∑
mcmum ∈ [(um)], a symmetric ar-

gument tells us that ∥∥∥∥∥∑
m

cmvm

∥∥∥∥∥ ≤ 3
1
p

+ 1
r

∥∥∥∥∥∑
m

cmum

∥∥∥∥∥ . �

5.4 Tsirelson’s space

A question that received considerable attention in the early development of Banach

space theory was whether every Banach space must contain a copy of c0 or `p,

1 ≤ p <∞. An example showing that this need not be the case was first provided

in [Tsi]. Subsequently, an alternative description of the dual of the original example

was given in [FiJo], and it is that space which has become known as Tsirelson’s

space. We shall denote it XT.

5.4.1 Theorem ([FiJo, §2]). There exists a reflexive Banach space XT, with the

standard unit vectors (en) as a basis, which contains no copy of c0 or `p, 1 ≤ p <∞.

Tsireslon’s space has been extensively studied. For details of its construction,

see [CaSh]. Because of its unusual properties, the discovery of Tsirelson’s space

opened up new areas of research that led to the discovery of many new counterex-

amples. Since it is a markedly different space to the others we consider in this thesis,

which are all related in some fashion to c0 or `p, 1 ≤ p <∞, it is of interest that we

can show that the Calkin algebra of Tsirelson’s space also has ‖ · ‖e as its unique

algebra norm. To establish this result using the theory developed in §5.1, we need

only the following property of XT.

5.4.2 Theorem ([CJT, Prop. 6]; [CaSh, Prop. II.4]). Let

(un) =

 pn∑
i=pn−1+1

ciei

∞
n=1
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be a normalised block basic sequence of (en) in XT. Then, if
∑

ncnun ∈ [(un)],

1

3

∥∥∥∥∥∑
n

cnepn

∥∥∥∥∥ ≤
∥∥∥∥∥∑

n

cnun

∥∥∥∥∥ ≤ 18

∥∥∥∥∥∑
n

cnepn

∥∥∥∥∥ .
5.4.3 Corollary. In XT, any two normalised aligned block basic sequences are

54-equivalent.

Proof. Suppose (un) and (vn) are normalised aligned block basic sequences in XT.

By Theorem 5.4.2, if
∑

ncnun ∈ [(un)],

1

54

∥∥∥∥∥∑
n

cnun

∥∥∥∥∥ ≤ 1

3

∥∥∥∥∥∑
n

cnepn

∥∥∥∥∥ ≤
∥∥∥∥∥∑

n

cnvn

∥∥∥∥∥ ≤ 18

∥∥∥∥∥∑
n

cnepn

∥∥∥∥∥ ≤ 54

∥∥∥∥∥∑
n

cnun

∥∥∥∥∥ .
�

5.4.4 Theorem. The algebras C (XT) and C (X∗T) have unique algebra norms.

Proof. By Theorem 5.1.5 and Corollary 5.4.3, C (XT) has a unique algebra norm.

Because XT is reflexive, it follows that C (X∗T) has a unique algebra norm by

Theorem 1.2.2. �

5.4.5 Remark. We also could have shown that C (X∗T) has a unique algebra norm

directly, because block bases in X∗T have similar properties as those in XT. Indeed,

the uniqueness of norm result will likely also hold for other Tsirelson-like spaces.

For instance, Theorem 5.4.4 can be proved in an identical fashion if XT is replaced

with one of the continuum of analogues described in [CaSh, §X.A].

5.5 James’ space

Another famous counterexample in the history of Banach space theory is due to

R. C. James. His space provided a negative solution to the question, which originated

in Banach’s book, of whether the reflexivity of a Banach space was a necessary

condition for that space to be isomorphic to its bidual.

5.5.1 Theorem ([Jam]). There exists a non-reflexive Banach space XJ with a

basis, such that X∗∗J ≈ XJ .

James’ space is unusual in comparison to spaces we have previously discussed

for two pertinent reasons. The first is that it does not have an unconditional basis.
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The second is that XJ 6≈ XJ ⊕XJ , and XJ does not have a continued bisection of

the identity. Despite this, as discussed in §1.1, C (XJ) still has ‖ · ‖e as a maximal

algebra norm:

5.5.2 Theorem ([Wil2, Prop. 8]). Every homomorphism from B(XJ) into a

Banach algebra is continuous.

5.5.3 Corollary. ‖ · ‖e is a maximal algebra norm on C (XJ).

Proof. By Theorem 5.5.2 and Proposition 1.1.11, every homomorphism from C (XJ)

into a Banach algebra is continuous. Therefore, ‖ · ‖e is maximal on C (XJ), by

Proposition 1.1.13. �

Hence, if we can show that James’ space has the UN property, we can conclude

that C (XJ) has a unique algebra norm by Theorem 5.1.2. To establish the UN

property for XJ , we make use of the following concept.

5.5.4 Definition. Let X be a Banach space with a basis, and (un) ⊂ X a block

basic sequence. Then (un) is a skipped block basic sequence or skipped block basis if

there exist strictly increasing sequences (pn), (qn) ⊂ N such that pn+1 − qn > 1 and

pn − 1 ≺ un ≺ qn + 1

for all n ∈ N.

5.5.5 Proposition ([CLL]; [HeWh]). There exists a constant C ≥ 1 such that

every normalised skipped block basis in XJ is C-complemented and C-equivalent to

the standard unit vector basis of `2.

Proof. It is difficult to be precise about the best value of the constant C, because

XJ has been given different, but equivalent, norms by various authors over many

years of study. However, the proof of [HeWh, Lem. 1] shows that every normalised

skipped block basis (un) in the original XJ , from [Jam], satisfies∥∥∥∥∥∑
n

|cn|2
∥∥∥∥∥

1/2

≤

∥∥∥∥∥∑
n

cnun

∥∥∥∥∥ ≤ √5

∥∥∥∥∥∑
n

|cn|2
∥∥∥∥∥

1/2

,

whenever
∑

ncnun ∈ [(un)]. Thus, every such (un) is
√

5-equivalent to the standard

unit vector basis of `2, and it is also the case that (un) is
√

5-equivalent to any other

normalised skipped block basis in XJ .
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By [CLL, Thm. 10], we also have that every normalised skipped block basis

in XJ is complemented; this result is not affected by the equivalent norm used in

[CLL]. The proof relies in part on [CLL, Thm. 5], and an examination of the proofs

of [CLL, Thm. 5] and [CLL, Thm. 10] reveals that the constant of complementation

is at most 2
√

2 in all cases, under the equivalent norm. �

In combination with the theory developed in §5.1, the above property of nor-

malised skipped block bases in XJ is all we require to prove the main result of this

section.

5.5.6 Theorem. The algebra C (XJ) has a unique algebra norm.

Proof. Let C be the constant from the statement of Proposition 5.5.5. Suppose

that (un) is a normalised block basis in XJ . Then (u2n) is a skipped block basis,

and hence is C-complemented and C-equivalent to the standard unit vector basis

of `2, by Proposition 5.5.5. The standard unit vector basis of `2 is 1-subsymmetric,

as discussed in Example 1.3.1. Thus every normalised block basis in XJ has a

subsequence which is C-complemented and C-equivalent to a common subsymmetric

basic sequence. Therefore, XJ has the UN property, by Proposition 5.1.7. By

Corollary 5.5.3, we also have that ‖ · ‖e is a maximal algebra norm on C (XJ).

Consequently, C (XJ) has a unique algebra norm, by Theorem 5.1.2. �

5.5.7 Remark. As with Tsirelson’s space (see Remark 5.4.5), there are modified

versions of James’ space for which Theorem 5.5.6 is also likely to hold. In particular,

the Calkin algebras of the natural generalisations of James’ space that are saturated

with copies of `p, for some 1 < p < ∞, rather than `2 (see, e.g., [LoWi, §4] or

[Lau, Defn. 4.1] for their definition), each have unique algebra norms: the proof

follows identical lines to the one we have given forXJ , except that a different constant

is needed in the analogue of Proposition 5.5.5 (which is provided by [Lau, Lem. 4.6]).

While the above demonstrates a use for Proposition 5.1.7, employing it to show

that XJ has the UN property was somewhat unnatural, because the subsymmetry

of the standard unit vector basis of `2 was explicitly required. In contrast, an

argument direct from the properties of (aligned) skipped block bases in XJ would

only implicitly rely on subsymmetry. For instance, the ploy of passing from an

arbitrary block basis (un) to the skipped block subsequence (u2n) can also be used

to show the following.

5.5.8 Proposition. There exists a constant C ≥ 1 such that, for every pair
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{(un), (vn)} of aligned block bases in XJ , (u2n) and (v2n) are C-equivalent and

C-complemented.

Proof. For such {(un), (vn)}, (u2n) and (v2n) are each skipped block subsequences,

so the result follows from Proposition 5.5.5. �

It is the fact that XJ satisfies Proposition 5.5.8, rather than Proposition 5.1.7,

which is more central to the uniqueness of ‖ · ‖e on C (XJ). This is because, using

Proposition 5.5.8, it is immediate that XJ has the UN property (choose (nm) = (2m)

in Definition 5.1.1). Indeed, an almost identical method of proof as was used to

substantiate Proposition 5.1.4 and Theorem 5.1.5 gives the following. We omit the

details.

5.5.9 Theorem. Let X be a Banach space with a basis. Suppose that there is

a constant C ≥ 1 such that every pair of skipped block subsequences in X are C-

equivalent. Then X has the UN property.

Unlike in the case of Theorem 5.1.5, X does not automatically have a continued

bisection of the identity under the assumptions of Theorem 5.5.9. So it is necessary

to separately state the following.

5.5.10 Corollary. Suppose that X is a Banach space with a basis, and that ‖ · ‖e
is a maximal algebra norm on C (X). If there is a constant C ≥ 1 such that every

pair of skipped block subsequences in X are C-equivalent, then C (X) has a unique

algebra norm.

It is more natural to apply Corollary 5.5.10 to demonstrate that C (XJ) has

a unique algebra norm, as opposed to our use of Proposition 5.1.7 in the proof

of Theorem 5.5.6. However, note that the assumptions on X in Theorem 5.5.9

imply that each skipped block subsequence in X is subsymmetric. Despite this,

we are currently left without an example that properly justifies the statement of

Proposition 5.1.7. Spaces for which it seems Proposition 5.1.7 has greater relevance

will be discussed in Chapter 7.

This brings to an end our brief survey of examples of Calkin algebras which

the results of §5.1 show have unique algebra norms. It is very likely that many other

examples exist: specimens such as Tsirelson’s space and James’ space indicate the

broad extent to which we have generalised the results of [Mey]. In the next chapter,

we shall continue to extend those results in a somewhat different direction.



Chapter 6

Uniqueness of Norm for

κ-Calkin Algebras

The preceding chapters have demonstrated how to alter the proof of the Eidelheit-

Yood theorem (1.1.2), so that it is applicable to certain Calkin algebras. In partic-

ular, we have been able to establish uniqueness of norm for the Calkin algebras of

spaces of a more general nature than c0 and `p, 1 ≤ p <∞, and therefore extend

the previous result of [Mey]. We replaced the rank 1 operator S, that appears in the

Eidelheit-Yood proof, by a variable shift-like operator. This provided a sufficiently

weaker alternative to the strong factorisation properties of non-compact operators,

inherently relied upon by [Mey], which hold in the cases of c0 and `p, 1 ≤ p <∞.

However, even though the essential idea was the same, we have not followed

the ‘pure’ Eidelheit-Yood method, because the replacement for S was not kept fixed.

Hence, the ‘best case’ scenario outlined at the start of §3.4 has gone unfulfilled so far;

for instance, we did not explicitly define a sequence of functionals to independently

witness the unbounded essential norms of a given set of operators.

In this chapter, we return to the unmodified versions of both the factorisation

technique, and the Eidelheit-Yood method. We use each to independently prove the

same uniqueness of norm results. Our objects of interest are more general quotients

of B(X), in the case when X is a non-separable analogue of c0 or `p, 1 ≤ p <∞.1

Our main result is that all such quotients have unique algebra norms.

In §6.1, we define the non-separable spaces in question and the notion of

κ-compact operators for a cardinal number κ, as previously studied in [Gra], [Luf],

and [Daw]. We also quote some results from [Daw] and discuss their ramifications.

Along with the underlying elementary set theory, material from [Daw] is essentially

1In some vague but natural sense, here we shall generalise ‘upwards’ within the class of all
Banach spaces, rather than the ‘sideways’ generalisation presented in previous chapters.

101
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all the background required; in particular we do not need to rely on results from

Chapters 4 or 5. The main uniqueness of norm theorem is stated in §6.2, along with

its proof in one specific instance, which reduces to the separable case of §3.3.

In §6.3 we give our first proof of the main result, using the technique of [Mey]

as presented in [Tyl2, §2] (see §3.3). The factorisation lemma that we rely upon is

very similar to the one which holds in the separable case (Lemma 3.3.5 or 3.3.6).

The proof via the Eidelheit-Yood method is given in §6.4. With this approach

we are able to establish the minimality of the quotient norm without relying on

its maximality to do so. However, we can not apply the method in general: this

second proof of the main result excludes the `1 case and places a restriction on the

cardinality of κ.

6.1 ‘Classical’ non-separable spaces

The set theory we adopt is a standard version of ZFC and adheres to the development

in [Jec]. In particular, we assign to each set A its cardinal number |A|, being the

least ordinal α with cardinality the same as A.2 The infinite ordinal numbers that

are cardinals are termed, and denoted by, alephs. For every ordinal α there is a least

cardinal α+ strictly greater than α, and if W is a set of cardinals, then supW is

a cardinal (see [Jec, Lem. 3.4]). Hence the class of all alephs can be increasingly

enumerated by the ordinal numbers, as per [Jec, p30]:

ℵ0 = ω , ℵα+1 = ℵ+
α , and ℵα = sup{ℵβ : β < α} , if α is a limit ordinal.

Because we assume the Axiom of Choice, cardinal arithmetic is trivial (see

[Jec, Chp. 5]): if κ and λ are alephs, then κ + λ = κ · λ = max{κ, λ} , and, if

{κi}i∈I is a set of cardinal numbers, we define

∑
i∈I

κi =

∣∣∣∣∣⋃
i∈I

Ai

∣∣∣∣∣ ,
where {Ai}i∈I is a disjoint family of sets such that |Ai| = κi for each i ∈ I. The

cofinality cf(κ) of an aleph κ (see [Jec, pp31&53]) is itself an aleph which can be

defined by

cf(κ) = inf

{
λ : κ =

∑
i<λ

κi , (∀i)κi < κ

}
.

2Note that we also continue to use | · | for the absolute value function on F; the intended meaning
will be obvious from the context.
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That is, cf(κ) is the smallest possible cardinality of a collection of strictly smaller

cardinals such that their sum is κ. An aleph κ is regular if cf(κ) = κ; otherwise,

cf(κ) < κ and κ is singular. Note in particular that, by [Jec, Coroll. 5.3], ℵ1 is a

regular cardinal.

To define the aforementioned non-separable analogues of c0 and `p, 1 ≤ p <∞,

we largely follow the notation of [Daw]; that paper is also the authority for the

elementary properties we shall now list. For the rest of this chapter only, I will

denote an arbitrary infinite set, rather than the identity operator. Given an infinite

set I, we consider families of scalars (xi)i∈I ⊂ F to be generalised sequences, and

we treat them as vectors in a similar fashion to elements of a sequence space. Write

I<∞ = {A ⊂ I : |A| <∞}. Then we define

c0(I) =
{

(xi)i∈I ⊂ F : (∀ε > 0) {i ∈ I : |xi| ≥ ε} ∈ I<∞
}
,

which is a Banach space under the supremum norm. Similarly, for 1 ≤ p < ∞, we

define

`p(I) =

(xi)i∈I ⊂ F : ‖(xi)i∈I‖`p :=

(∑
i∈I
|xi|p

) 1
p

< ∞

 .

As sets, `p(I) ⊂ c0(I) for all 1 ≤ p <∞. Let X be one of the spaces c0(I) or `p(I),

1 ≤ p < ∞. Then X is separable if and only if I is countable, in which case X

will be isometric to c0 or `p, 1 ≤ p <∞, respectively. When I is uncountable, X is

similarly isometrically determined by |I|. In particular, X ⊕X ≈ X.

For each i ∈ I, we set ei = (δij)j∈I , where δij denotes the Kronecker delta. As

in the separable case, we can define, for each j ∈ I, biorthogonal functionals e∗j ∈ X∗

such that e∗j (ei) = δij for all i ∈ I, and extend by linearity and continuity to the

whole of X. Hence

x =
∑
i∈I

e∗i (x)ei ,

for all x ∈ X. The support supp(x) ⊂ I of a vector x = (xi)i∈I ∈ X is defined in the

usual way:

supp(x) = {i ∈ I : xi 6= 0} = {i ∈ I : e∗i (x) 6= 0} ,

and we can also define the support supp(x∗) ⊂ I of a functional x∗ ∈ X∗ by

supp(x∗) = {i ∈ I : x∗(ei) 6= 0} .

It is immediate from the definition of X that supp(x) is countable for each x ∈ X,

however supp(x∗) can be uncountable when x∗ ∈ `1(I)∗. Finally, for all A ⊂ I, we
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can define norm 1 projections PA ∈ B(X) by

PA(x) =
∑
α∈A

e∗α(x)eα .

We now formally introduce the notion of κ-compact operators. The definition we give

is from [Daw], however equivalent definitions were originally given and independently

studied in [Gra] and [Luf].

6.1.1 Definition. Let Y and Z be Banach spaces, and κ be an infinite cardinal.

We say an operator T ∈ B(Y,Z) is κ-compact if, for each ε > 0, we can find B ⊂ BY
with |B| < κ, and such that, for all x ∈ BX ,

inf
y∈B
‖T (x− y)‖ ≤ ε .

We denote by Kκ(Y,Z) the set of all κ-compact operators Y → Z, and write Kκ(Y )

for Kκ(Y, Y ). Kκ(Y ) forms a closed ideal in B(Y ), and Kℵ0(Y ) = K (Y ).

In particular, we have the following:

6.1.2 Lemma ([Daw, Lem. 3.6]). Let I be an infinite set, and let X be c0(I) or

`p(I), 1 ≤ p <∞. If A ⊂ I with |A| = κ, then PA ∈ Kκ+(X)\Kκ(X).

The main result of [Daw] is:

6.1.3 Theorem ([Daw, Thm. 7.4]). Let I be an infinite set, and let X be c0(I)

or `p(I), 1 ≤ p < ∞. Then every non-trivial closed ideal in B(X) is of the form

Kκ(X) for some aleph κ, and the closed ideals in B(X) form an ordered chain

{0} ( K (X) = Kℵ0(X) ( Kℵ1(X) ( . . . ( K|I|+(X) = B(X) .

Theorem 6.1.3 generalised the identical, yet independently derived, [Gra, Thm 3.3]

and [Luf, Coroll. 6.2], which gave the above result in the specific case when X is an

infinite dimensional Hilbert space and therefore isometric to `2(I) for some infinite

set I. Theorem 6.1.3 can also be viewed as a generalisation of [GMF, Thm. 5.1],

which, as discussed in §3.3, established that K (X) is the only non-trivial closed

ideal in B(X) when X is c0 or `p, 1 ≤ p <∞.

In this context, we are led inexorably to:
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6.1.4 Definition. Let X be a Banach space, and let κ be an aleph. Then the

κ-Calkin algebra of X is the (Banach) quotient algebra B(X)/Kκ(X).

We will show that the κ-Calkin algebras of c0(I) and `p(I), 1 ≤ p <∞, have unique

algebra norms. For the spaces X in question, the next proposition from [Daw] is

critical to the analysis of closed ideals in, and quotients of, B(X).

6.1.5 Proposition ([Daw, Prop. 5.1]). Let I be an infinite set, and X be c0(I) or

`p(I), 1 ≤ p <∞. Let λ be an aleph and T ∈ B(X). Then we have

‖T + Kλ(X)‖ = inf{‖PI\AT‖ : A ⊂ I, |A| < λ} (6.1.5a)

= inf{‖PI\ATPI\B‖ : A,B ⊂ I, |A| < λ, |B| < λ} . (6.1.5b)

Now suppose that T ∈ Kλ(X). Then we have:

(i) if λ is a cardinal with cf(λ) > ℵ0, then there exists A ⊂ I with |A| < λ and

T = PAT ;

(ii) if cf(λ) = ℵ0, then, for each ε > 0, there exists A ⊂ I with |A| < λ and

‖T − PAT‖ < ε.

In conjunction with some fundamental results that were presented in §1.1, Proposi-

tion 6.1.5 allows us to establish an automatic continuity property:

6.1.6 Theorem. Let I be an infinite set, and let X be c0(I) or `p(I), 1 ≤ p <∞.

Suppose κ, λ are alephs such that κ < λ ≤ |I|+. Then each homomorphism from

(A, ‖ · ‖) = Kλ(X)/Kκ(X) into a Banach algebra is automatically continuous. In

particular, the quotient operator norm ‖ · ‖ is maximal.

Proof. In the second part of Proposition 6.1.5, when T ∈ Kλ(X), we can clearly

ensure that |A| ≥ κ for any given κ < λ, by taking a superset if necessary. This is

true both in case (i) and in case (ii). Thus, with reference also to Lemma 6.1.2, we

have that if t = T +Kκ(X) ∈ A, then for each ε > 0 there is A ∈ I with κ ≤ |A| < λ,

such that if we set u = PA + Kκ(X) then u ∈ A and ‖t − ut‖ ≤ ‖T − PAT‖ < ε.

Also, ‖u‖ ≤ ‖PA‖ = 1.

Therefore the conditions of Proposition 1.1.16 are satisfied for the algebra A,

and so A has a bounded left approximate identity. Since X ≈ X⊕X, Corollary 1.1.18

guarantees that each homomorphism from A must be continuous. �

Theorem 6.1.6 positively answers the maximality half of the uniqueness of norm
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question, not just for the κ-Calkin algebras of c0(I) and `p(I), 1 ≤ p < ∞, but for

all the closed ideals and quotients of those algebras as well. We will show that the

other half of the question also has a positive answer for those spaces, and thus prove

the uniqueness of norm result in the fullest generality possible within this context.

6.2 Quotients of B(c0(I)) and B(`p(I))

Our aim is to establish the following principal result, as an analogue of

Theorem 3.3.2, and also of Theorem 1.1.2 and Corollary 1.1.14.

6.2.1 Theorem. Let I be an infinite set, and let X be c0(I) or `p(I), 1 ≤ p <∞.

Then for all alephs κ, λ such that κ < λ ≤ |I|+, the Banach algebra Kλ(X)/Kκ(X)

has a unique algebra norm. In particular, all the κ-Calkin algebras of X have unique

algebra norms.

In the specific case when κ = ℵ0 and λ = ℵ1, we will now explain how to reduce

the proof of our main theorem to the previous uniqueness of norm result for C (c0)

and C (`p), 1 ≤ p <∞.

Proof of Theorem 6.2.1 when κ = ℵ0, λ = ℵ1.

In this case, Kκ(X) = K (X). So, we are required to show that Kℵ1/K (X)

has the essential norm ‖ · ‖e, familiar from previous chapters, as its unique algebra

norm. Suppose 9 · 9 is another algebra norm on Kℵ1(X)/K (X), and simultane-

ously identify 9 · 9 with a semi-norm on Kℵ1(X), as we do with ‖ · ‖e. Theorem 6.1.6

guarantees the existence of a C > 0 such that 9 · 9 ≤ C‖ · ‖e, so it remains to show

that there can not exist (Tk) ⊂ Kℵ1(X)\K (X) with ‖Tk‖e ↑ ∞ while 9Tk9 = 1.

Assume, in order to gain a contradiction, that such a sequence (Tk) exists. We will

argue that there is A′ ⊂ I with |A′| = ℵ0 and such that ‖PA′TkPA′‖e ↑ ∞. Fix

ε > 0. Since each Tk is ℵ1-compact, by Definition 6.1.1 there exists, for each k ∈ N,

a subset Υk ⊂ BX with |Υk| ≤ ℵ0, such that, for all x ∈ BX ,

inf
y∈Υk

‖Tk(x− y)‖ ≤ ε .

Define

Υ =
⋃
k

Υk ⊂ BX and A =
⋃
x∈Υ

supp(x) ⊂ I .
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Note that, since |supp(x)| ≤ ℵ0 for all x ∈ X, and cf(ℵ1) = ℵ1 > ℵ0,

|Υ| ≤
∑
k∈ℵ0

ℵ0 < ℵ1 and |A| ≤
∑
x∈Υ

ℵ0 < ℵ1 ,

so |A| ≤ ℵ0. Now let B ⊂ I be such that |B| < ℵ0. For all k ∈ N and all x ∈ BX ,

we have

‖PI\BTkx‖ − ‖PI\BTkPA‖ = ‖PI\BTkx‖ − sup
y∈BX

‖PI\BTkPAy‖

= inf
y∈BX

(
‖PI\BTkx‖ − ‖PI\BTkPAy‖

)
≤ inf

y∈BX
‖PI\B(Tkx− TkPAy)‖

≤ inf
y∈BX

‖Tkx− TkPAy‖ [since ‖PI\B‖ = 1]

= inf
y∈PA(BX)

‖Tk(x− y)‖

≤ inf
y∈Υ

‖Tk(x− y)‖

≤ inf
y∈Υk

‖Tk(x− y)‖

≤ ε .

Thus, for each k ∈ N,

‖PI\BTkPA‖ ≥ ‖PI\BTk‖ − ε ≥ ‖Tk‖e − ε , [by 6.1.5a]

which gives, again by Proposition 6.1.5,

‖TkPA‖e ≥ ‖Tk‖e − ε ↑ ∞ .

Now, TkPA is ℵ1-compact for each k ∈ N, so by Proposition 6.1.5(i) there is Ak ⊂ I
with |Ak| ≤ ℵ0 and PAkTkPA = TkPA. Define

A′ = A ∪
⋃
k

Ak .

Then

|A′| ≤ ℵ0 +
∑
k

ℵ0 = ℵ0 ,

and, for all k ∈ N,

‖PA′TkPA′‖e ≥ ‖PAkTkPA‖e = ‖TkPA‖e ↑ ∞ .
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Note that we must have |A′| = ℵ0, as else PA′ would be compact.

Now, we can isometrically identify c0(A′) and `p(A
′), 1 ≤ p <∞, with c0 and

`p, 1 ≤ p <∞, respectively. Let Y be the subspace of X that is naturally isometric

to the appropriate respective space. Then PA′ is the natural projection from X

onto Y . Set ι : Y → X to be the natural injection. We may transfer the algebra

semi-norm 9 · 9 to B(Y ) by making the definition

9T9Y = 9ιTPA′9

for each T ∈ B(Y ). Since ker 9 · 9 = K (X), clearly 9 · 9Y has kernel K (Y ) and

can be treated as an algebra norm on C (Y ). Further,

9PA′TkPA′ι9Y = 9ιPA′TkPA′PA′9 = 9PA′TkPA′9 ≤ 9PA′929Tk9 ≤ C2 .

However, under the isometry ι, the essential norm ‖ · ‖e does not change value, so

on B(Y ) we also have ‖PA′TkPA′ι‖e ↑ ∞, in contradiction with Theorem 3.3.2. �

Hence we see that, in some sense, Kℵ1(X)/Kℵ0(X) ‘contains’ a Calkin algebra.

The proof of Theorem 6.2.1 when κ ≥ ℵ1 will be given in the next section. In

combination with the above, that result will also yield:

Proof of Theorem 6.2.1 when κ = ℵ0, λ > ℵ1.

The previous proof showed that Kℵ1(X)/Kℵ0(X) has a unique algebra norm.

Without relying on the current result, in §6.3 we shall show that Kλ(X)/Kℵ1(X)

has a unique algebra norm. Therefore, by Proposition 1.2.1, Kλ(X)/Kℵ0(X) has a

unique algebra norm. �

6.3 Uniqueness of norm via factorisation

The partial proofs of Theorem 6.2.1 given in §6.2 dealt with the case when κ = ℵ0.

We shall now substantiate the remaining cases, using the direct factorisation method

from [Mey] and [Tyl2, §2], which was presented in §3.3. We need the following two

results, which can be extracted from proofs given in [Daw]. As explained there,

“unlike the separable case, there seems to be a difference between the `1 case and

the other cases.”

6.3.1 Proposition (see proof of [Daw, Thm. 6.2]). Let I be an infinite set, let X

be c0(I) or `p(I), 1 < p < ∞, let κ > ℵ0 be an aleph, and let T ∈ B(X)\Kκ(X).

Then there exist operators S,U ∈ Kκ+\Kκ(X) and a set A ⊂ I with |A| = κ, such
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that

PA = STU

and

‖S + Kκ(X)‖·‖U + Kκ(X)‖ ≤ 4‖T + Kκ(X)‖−1.

6.3.2 Proposition (see proof of [Daw, Thm. 7.3]). Let I be an infinite set, let X

be `1(I), let κ > ℵ0 be an aleph, and let T ∈ B(X)\Kκ(X). Then for each ε > 0

there exists an operator S ∈ Kκ+\Kκ(X) and a set A ⊂ I with |A| = κ, such that

PA = STPA

and

‖S + Kκ(X)‖ ≤ (1 + ε)‖T + Kκ(X)‖−1.

6.3.3 Corollary. The conclusion of Proposition 6.3.1 also holds if X is `1(I).

Proof. Simply choose 0 < ε ≤ 3 and apply Proposition 6.3.2, setting U = PA and

noting that, by Lemma 6.1.2, we have PA ∈ Kκ+\Kκ(X). �

Clearly, the above propositions are close analogues of Lemma 3.3.5. Because

they guarantee that every non-κ-compact operator factors an appropriate projection,

we have the situation envisioned in point (i) at the end of §3.3 (see p55). Thus, we

can prove uniqueness of norm for quotients of B(c0(I)) and B(`p(I)), 1 ≤ p < ∞,

by an identical method as was used for C (c0) and C (`p), 1 ≤ p <∞, in the proof of

Theorem 3.3.2.

Proof of Theorem 6.2.1 when κ > ℵ0.

Suppose 9 · 9 is another algebra norm on Kλ(X)/Kκ(X). Theorem 6.1.6 guar-

antees the existence of a C > 0 such that 9T + Kκ(X)9 ≤ C‖T + Kκ(X)‖ for all

T ∈ Kλ(X), so it remains to show that ‖ · ‖ is minimal.

Suppose T ∈ Kλ(X)\Kκ(X). By Proposition 6.3.1 or Corollary 6.3.3, there

are operators S,U ∈ Kλ(X)\Kκ(X) and a set A ⊂ I with |A| = κ, such that

PA = STU and ‖S + Kκ(X)‖·‖U + Kκ(X)‖ ≤ 4‖T + Kκ(X)‖−1.

We have

(PA + Kκ(X))2 = P 2
A + Kκ(X) = PA + Kκ(X) ,
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thus

9PA + Kκ(X)9 = 9(PA + Kκ(X))29 ≤ 9PA + Kκ(X)92 .

Also, PA /∈ Kκ(X), by Lemma 6.1.2. Hence,

1 ≤ 9PA + Kκ(X)9 ≤ 9S + Kκ(X)9·9T + Kκ(X)9·9U + Kκ(X)9

≤ C29T + Kκ(X)9·‖S + Kκ(X)‖·‖U + Kκ(X)‖

≤ 4C2‖T + Kκ(X)‖−19T + Kκ(X)9 .

Therefore 1
4C
−2‖T + Kκ(X)‖ ≤ 9T + Kκ(X)9, and so

1

4
C−2‖ · ‖ ≤ 9 · 9 ≤ C‖ · ‖ .

That is, 9 · 9 ∼ ‖ · ‖ on Kλ(X)/Kκ(X). �

The above completes the proof of Theorem 6.2.1, and thus shows that all the

κ-Calkin algebras of the non-separable analogues of c0 and `p, 1 ≤ p <∞, have

unique algebra norms. So we have again generalised the results of [Mey], but in a

somewhat different direction to the one explored in Chapter 5.

However, as in the proof we gave for Theorem 5.1.2, and Theorem 3.3.2 before

it, we relied on the maximality of the quotient norm to establish its minimality. In

the next section, we shall show that this reliance is unnecessary, if we exclude the

`1 case and put a particular restriction on the cofinality of κ.

6.4 Eidelheit-Yood revisited

At the beginning of §3.4, we indicated how a ‘pure’ version of the Eidelheit-Yood

method might be used to show the minimality of the essential norm on C (c0) and

C (`p), 1 ≤ p <∞. In this section, we provide the details of an analogous argument

for κ-Calkin algebras of c0(I) and `p(I), 1 < p < ∞, where I is a suitable infinite

set. This reproves certain cases of Theorem 6.2.1 by a notably different method.

The argument is cleaner than the one we could provide for the separable case, since

we do not need to be concerned with compact perturbations of relevant operators.

Note that we exclude the case p = 1. This is because, as mentioned at the start of

§6.3, the technicalities relating to the structure of `1(I) are somewhat different. We

also restrict attention to alephs κ for which cfκ > c. Here, c denotes the cardinality

of the continuum, c = 2ℵ0 . This restriction is necessary due to our reliance on a

particular set theoretic argument, given in Lemma 6.4.5 below.
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We begin with a trivial observation:

6.4.1 Proposition. Let {Aj}j∈J be a disjoint partition of a set I =
⋃
j∈J Aj, and

X be `p(I) for some 1 ≤ p <∞. Then, for all x ∈ X,

‖x‖ =
∥∥(‖PAjx‖)j∈J

∥∥
`p
.

Similarly, for all x ∈ c0(I),

‖x‖ = sup
j∈J
‖PAjx‖ .

Proof. Given (xi)i∈I ∈ X,

(∑
i∈I
|xi|p

)1/p

=

∑
j∈J

∑
i∈Aj

|xi|p
1/p

=

∑
j∈J
‖PAjx‖p

1/p

,

and a similar equality holds in the case of (xi)i∈I ∈ c0(I). �

This property of the respective norms is important due to the following.

6.4.2 Lemma. Let A, I be infinite sets with |A| ≤ |I|, and let X be c0(I) or `p(I),

1 ≤ p <∞. Suppose that {xα}α∈A ⊂ X is a set of normalised vectors with disjoint

supports Bα = supp(xα), and that {x∗α}α∈A ⊂ X∗ is a set of functionals with disjoint

supports B′α = supp(x∗α), such that supα∈A ‖x∗α‖ = M <∞. Then the map

x 7→ S(x) =
∑
α∈A

x∗α(x)xα

defines an operator S ∈ K|A|+(X) for which ‖S‖ ≤ M . If, further, we assume that

{x∗α}α∈A is normalised, then S /∈ K|A|(X).

Proof. We will establish the result in the case X = `p(I), 1 ≤ p < ∞. The proof

for c0(I) is essentially the same, with sums of powers of p replaced by suprema in

the following calculation. For all x ∈ X, we have∥∥∥∥∥∑
α∈A

x∗α(x)xα

∥∥∥∥∥
p

=
∑
α∈A

∥∥∥∥∥PBα
(∑
α∈A

x∗α(PB′αx)xα

)∥∥∥∥∥
p

[by Prop 6.4.1]

=
∑
α∈A
|x∗α(PB′αx)|p ‖xα‖p

≤ Mp
∑
α∈A
‖PB′αx‖

p [since ‖xα‖ = 1 and ‖x∗α‖ ≤M ]
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≤ Mp‖x‖p , [by Prop 6.4.1]

hence ‖S‖ ≤M , and so S ∈ B(X).

Define B =
⋃
α∈ABα. Then we have that PB(xα) = xα for all α ∈ A, hence

PBS = S. Also, by Lemma 6.1.2, PB is a member of the ideal K|B|+(X). Thus

S ∈ K|B|+(X), and

|A| ≤ |B| =
∑
α∈A
|Bα| ≤

∑
α∈A
ℵ0 = |A| · ℵ0 = |A| ,

from which we deduce that S ∈ K|A|+(X).

Now assume that {x∗α}α∈A is normalised. Then for each α ∈ A and ε > 0,

there exists yα ∈ PB′αX such that ‖yα‖ = 1 and x∗α(yα) > 1 − ε, which gives

S(yα) = x∗α(yα)xα. Because the supports of the xα are disjoint, we can choose ε > 0

sufficiently small so that the balls BX(S(yα), ε) are disjoint. Hence if B is a set such

that

inf
y∈B
‖S(yα − y)‖ ≤ ε

for all α ∈ A, it is necessary that |B| ≥ |A|. Therefore, from Definition 6.1.1,

S /∈ K|A|(X). �

In the cases in question, the following ‘block-to-block’ result is needed as a

foundation for the Eidelheit-Yood method to function.

6.4.3 Proposition ([Daw, Prop. 6.1]). Let I be an infinite set, let X be c0(I) or

`p(I), 1 < p <∞, let κ > ℵ0 be an aleph, and let T ∈ B(X)\Kκ(X). Then we can

find a family (xi)i∈κ of vectors in X such that

(i) for i ∈ κ, we have ‖xi‖ = 1 and ‖T (xi)‖ ≥ 1
2 ‖T + Kκ(X)‖ ; and

(ii) for each i, j ∈ κ with i 6= j, we have

supp(Txi) ∩ supp(Txj) = supp(xi) ∩ supp(xj) = ∅ .

6.4.4 Corollary. Let I be an infinite set, let X be c0(I) or `p(I), 1 < p < ∞, let

κ > ℵ0 be an aleph, and let T ∈ B(X)\Kκ(X). If A ⊂ I is such that |A| < κ, then∥∥∥∥(TPI\A)∣∣ kerPAT

∥∥∥∥ ≥ 1

2
‖T + Kκ(X)‖ .

Proof. Choose a family (xi)i∈κ of vectors in X satisfying the conclusions of Propo-
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sition 6.4.3. Then, since supp(xi) is disjoint from supp(xj) for all i, j ∈ κ with i 6= j,

the set

B1 = {i ∈ κ : supp(xi) ∩A 6= ∅}

has cardinality at most |A|. Similarly, the set

B2 = {i ∈ κ : supp(Txi) ∩A 6= ∅}

has cardinality at most |A|. Since |A| < κ, we have

|κ \ (B1 ∪B2)| = κ 6= 0 .

Therefore, there exists i ∈ κ such that i /∈ B1 ∪B2. For such an i, we have

(supp(xi) ∪ supp(Txi)) ∩A = ∅ ,

hence PI\Axi = xi and PATxi = 0, so that xi ∈ kerPAT . From Proposition 6.4.3

we know ‖xi‖ = 1 and ‖T (xi)‖ ≥ 1
2 ‖T + Kκ(X)‖, thus∥∥∥∥(TPI\A)∣∣ kerPAT

∥∥∥∥ ≥ ‖TPI\Axi‖ = ‖T (xi)‖ ≥
1

2
‖T + Kκ(X)‖ . �

One more lemma is required before we can present the main argument. Its

conditions are the cause of our restriction on the cardinality of κ.

6.4.5 Lemma. Let κ be an aleph for which cfκ > c, and let J be a set for which

|J | = κ. Suppose {an,j : n ∈ N, j ∈ J} is a set of scalars in F. Then there exists

J ′ ⊂ J with |J ′| = κ, and (αn) ⊂ F, such that, for all n ∈ N and j ∈ J ′,

an,j = αn .

Proof. Suppose, to the contrary, that for every (αn) ∈ FN the set

J(αn) = {j : an,j = αn for all n ∈ N}

has cardinality less than κ. Then we have

|J | =
∣∣∣ ⋃
(αn)∈FN

J(αn)

∣∣∣ =
∑

(αn)∈FN

∣∣J(αn)

∣∣ ,
which gives |J | < κ, since cfκ > c =

∣∣FN∣∣. This contradicts |J | = κ, so there must
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be (αn) ⊂ F such that
∣∣J(αn)

∣∣ = κ. �

Alternative proof of Theorem 6.2.1 when cfκ > c and p 6= 1.

Suppose 9 · 9 is another algebra norm on Kλ(X)/Kκ(X). Theorem 6.1.6 guar-

antees the existence of a C > 0 such that 9T + Kκ(X)9 ≤ C‖T + Kκ(X)‖ for all

T ∈ Kλ(X), so it remains to show that there cannot exist (Tk) ⊂ Kλ(X) with

‖Tk + Kκ(X)‖ ↑ ∞, while 9Tk + Kκ(X)9 = 1 for all k ∈ N. Assume, in order to

gain a contradiction, that such a sequence (Tk) exists, and thin (Tk) such that, for all

k ∈ N, ‖Tk+Kκ(X)‖ ≥ 2 ·10k, which implies that ‖Tk‖ ≥ 2 · 10k. Set Ck = 10k/9k+1 .

By Corollary 1.1.5, there are x0 ∈ SX and x∗0 ∈ SX∗ such that, for all k ∈ N,

|x∗0(Tkx0)| ≥ Ck .

Set A0 = supp(x0) ∪
⋃
k supp(Tkx0), and note that |A0| ≤ ℵ0. Without loss of

generality, we may assume x∗0 = x∗0PA0 , so that supp(x∗0) ⊂ A0.

We now treat κ as an ordinal and, for each ordinal α < κ, we will choose

xα ∈ SX , x∗α ∈ SX∗ , and Aα ⊂ I, by transfinite induction over κ. Suppose β < κ is

an ordinal for which we have already chosen (xα)α<β , (x∗α)α<β , and (Aα)α<β , such

that

(i) for all k ∈ N and α < β,

|x∗α(Tkxα)| ≥ Ck ,

(ii) for all α < β,

supp(x∗α) ⊂ Aα = supp(xα) ∪
⋃
k

supp(Tkxα) ,

(iii) {supp(xα)}α<β are disjoint subsets of I, and

(iv) {Aα}α<β, and thus {supp(x∗α)}α<β, are disjoint subsets of I.

Set A =
⋃
α<β Aα. Since |Aα| ≤ ℵ0 for each α < β, we have |A| ≤ |β| · ℵ0 < κ.

Therefore, by Corollary 6.4.4,∥∥∥∥(TkPI\A)∣∣ kerPATk

∥∥∥∥ ≥ 1

2
‖Tk + Kκ(X)‖ ≥ 10k

for all k ∈ N. Hence, by Corollary 1.1.5, there are xβ ∈ SX and x∗β ∈ SX∗ such that,

for all k ∈ N, ∣∣∣∣x∗β((TkPI\A)∣∣ kerPATk
xβ

)∣∣∣∣ ≥ Ck .
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We may assume that xβ = PI\Axβ, so that {supp(xα)}α<β+1 are disjoint subsets

of I. Set Aβ = supp(xβ)∪
⋃
k supp(Tkxβ). Without loss of generality, we may assume

x∗β = x∗βPAβ , so that supp(x∗β) ⊂ Aβ. Since xβ ∈ kerPAT , we have Aβ ∩ A = ∅. So

{Aα}α<β+1, and thus {supp(x∗α)}α<β+1, are disjoint subsets of I. Also, this implies

x∗β = x∗βPI\A, hence

|x∗β(Tkxβ)| = |x∗βPI\A(TkPI\Axβ)| ≥ Ck

for all k ∈ N. Thus, adding our choices of xβ and x∗β to the end of their respective

transfinite sequences, we have established that (i), (ii), (iii), and (iv) hold when β is

replaced by β + 1.

Therefore, by transfinite induction over κ, there exist normalised sets

(xα)α<κ ⊂ X and (x∗α)α<κ ⊂ X∗ such that (i), (ii), (iii), and (iv) hold when β

is replaced by J = κ. Set ak,α = x∗α(Tkxα), for each k ∈ N and α < κ. Then by

Lemma 6.4.5 we can pass to a subset J ′ (not an ordinal) of J , for which we also

have |J ′| = κ, and find (αk) ⊂ F such that, for all k ∈ N and j ∈ J ′,

x∗j (Tkxj ) = αk .

Passing to the subset J ′ does not affect the facts (by (iii), (iv), and (i) above,

respectively) that {xj}j∈J ′ is a set of normalised vectors with disjoint supports,

{x∗j}j∈J ′ is a set of normalised functionals with disjoint supports, and

|αk| = |x∗j (Tkxj )| ≥ Ck ↑ ∞ ,

for all k ∈ N and j ∈ J ′. Since |J ′| = κ, all assumptions of Lemma 6.4.2 hold, and

thus we can define S ∈ Kκ+(X)\Kκ(X) by

Sx =
∑
j∈J ′

x∗j (x)xj .

Now, for each k ∈ N and x ∈ X,

STkSx = S

∑
j∈J ′

x∗j (x)Tkxj


=
∑
j∈J ′

x∗j (x)
∑
i∈J ′

x∗i (Tkxj)xi

=
∑
j∈J ′

x∗j (x)x∗j (Tkxj)xj [by (ii) and (iv)]
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=
∑
j∈J ′

x∗j (x)αkxj

= αkSx .

Thus STkS = αkS, and we have precisely the same situation as in the proof of the

Eidelheit-Yood theorem (1.1.2). In particular,

|αk|·9S + Kκ(X)9 = 9STkS + Kκ(X)9

≤ 9S + Kκ(X)9·9Tk + Kκ(X)9·9S + Kκ(X)9

= 9S + Kκ(X)92 .

Because S /∈ Kκ(X), we have 9S + Kκ(X)9 6= 0. Therefore,

|αk| ≤ 9S + Kκ(X)9 ,

in contradiction to the fact that |αk| ↑ ∞. �

Thus we see that, in comparison to the previous proofs given for Theo-

rems 3.3.2, 5.1.2, and 6.2.1, maximality is not always required to show the mini-

mality of a quotient norm. The stipulation that cfκ > c in the above argument

seems unlikely to be a necessary feature. Although we shall not give the details

here, if instead cfκ = ℵ0 then we can still show that the quotient norm is minimal

on the κ-Calkin algebra of c0(I) of `p(I), 1 < p <∞, without requiring maximality,

by allowing κ-compact perturbations within the Eidelheit-Yood method. This is in

line with the claim we made in §3.4 (see p57). However, if ℵ0 < cfκ ≤ c, then the

situation regarding reliance on maximality remains unclear.



Chapter 7

Concluding Remarks

In this final chapter, we briefly consider two additional points. Firstly, in §§7.1–7.2,

we give further examples of Banach spaces that seem very likely to have the UN

property, or to have a similar structure that would also allow us to show uniqueness

of the Calkin algebra norm. However, we are currently unable prove that this is

the case for the examples considered. Then, in §7.3, we discuss a criterion for

a Banach space X which guarantees that C (X) is semisimple, and hence shows

that E (X) = K (X). This gives another application of the perspective taken in

Chapters 2 and 4, that non-compact operators map certain well-separated sequences

to other well-separated sequences.

7.1 The Lp spaces for 1 < p <∞

We will use the abbreviation Lp for the Banach space Lp[0, 1], where in general

1 ≤ p ≤ ∞. Since Lp ≈ Lp ⊕ Lp, ‖ · ‖e is a maximal norm on C (Lp) by Corol-

lary 1.1.14. Because the general structural theory of Lp spaces has wide ranging

applications, it would be interesting to know whether ‖ · ‖e is also minimal on C (Lp),

and hence unique. If we restrict attention to values of p in the range 1 < p < ∞,

then Lp is reflexive and L∗p = Lq , where 1
p + 1

q = 1. Note also that L2 is isometric

to `2, so we already know that C (L2) has a unique algebra norm. Thus, if we are

to show that the Calkin algebras C (Lp), 1 < p <∞, have unique algebra norms, it

suffices to consider the cases when 2 < p <∞, by Theorem 1.2.2.

Due to Theorem 5.1.2, it would be sufficient to show that such Lp have the UN

property. As was noted at the end of §5.5 (see p100), we are yet to provide an example

that satisfactorily uses Proposition 5.1.7 to establish the UN property of a Banach

space. To use Proposition 5.1.7 requires the knowledge that there is a uniform

constant C > 0, such that every normalised block basis has a C-complemented

117
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subsequence, C-equivalent to one of a finite number of ‘canonical’ subsymmetric

basic sequences. The statement of this proposition was made with the example of

Lp, 2 < p <∞, in mind, in light of the following.

7.1.1 Theorem ([KaPe, Thm. 2; Coroll. 6]). Suppose 2 < p < ∞ and ε > 0. For

every normalised basic sequence (yn) in Lp, either there is a subsequence of (yn)

which is (1 + ε)-complemented in Lp and (1 + ε)-equivalent to the unit vector basis

of `p, or else there is a subsequence of (yn) which is complemented and equivalent to

the unit vector basis of `2.

The above dichotomy result of Kadec and Pe lczyński appeared in 1962, and

triggered a broad analysis of the Lp spaces using basic sequence techniques. Note

how close it comes to establishing, via Proposition 5.1.7, that Lp has the UN property

when 2 < p <∞. The only missing component is a uniform bound on the equivalence

and complementation of subsequences that are equivalent to the unit vector basis

of `2. Unfortunately, so far this obstacle has been impervious to further scrutiny.

If, in the proof of Theorem 5.1.2, we do not have a uniform bound on the norms of

the shift operators Bk, then the contradiction derived in the inequality 5.1.2c does

not eventuate, and the minimality of the essential norm no longer follows. However,

additional hope is provided by the following recent development.

7.1.2 Theorem ([Als, Thm. 1.3]). Suppose that X is a subspace of Lp, where

2 < p <∞, which is isomorphic to `2. Then, for every ε > 0, there is a sequence

(zn) in X that is (1 + ε)-equivalent to the standard the unit vector basis of `2,

and (1 + ε)γp-complemented in Lp, where γp is the norm of a symmetric Gaussian

random variable.

Set 2 < p <∞. A careful reading of the proof of the above result in [Als] reveals

that, given a basic sequence (xn) in Lp that is equivalent to the unit vector basis

of `2, there is a block basic sequence (yn) of (xn) which is (1 + ε)-equivalent to the

standard the unit vector basis of `2, and (1 + ε)γp-complemented in Lp. However,

the proof does not allow passing to a similar subsequence (yn) of (xn). The techniques

we used in Chapter 5 relied on the ability to pass from (xn) to a subsequence with

good complementation and equivalence properties, however they do not extend to

a scenario where we can only pass to a block basic sequence of (xn). Thus, despite

appearances, Theorem 7.1.2 does not resolve the issue at hand, and we are left with:

7.1.3 Conjecture. For each 1 < p <∞, C (Lp) has a unique algebra norm.
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The indications for L1 and L∞ are not as convincing. In particular, L1 does not

have an unconditional basis, and so has ‘fewer’ complemented subspaces to aid the

definition of internal shift operators.

7.2 Lorentz sequence spaces

7.2.1 Definition (see, e.g., [ACL]). Let 1 ≤ p < ∞. For any a = (an) ∈ c0\`1,

a1 ≥ a2 ≥ · · · ≥ 0, we define the Lorentz sequence space d(a, p) to be the set{
x = (αn) ∈ c0 : sup

σ∈π

∑
i

|ασ(i)|pan <∞

}
,

where π is the set of all permutations of N.

With the norm

‖x‖ =

(
sup
σ∈π

∑
i

|ασ(i)|pan

)1/p

,

d(a, p) is a Banach space, and the sequence of unit vectors (en) is a 1-symmetric

basis for d(a, p).

Given a Lorentz sequence space d(a, p), the question of whether C (d(a, p))

has a unique algebra norm presents a similar problem to the one described in

§7.1 for C (Lp). First note that the existence of a symmetric basis guarantees that

d(a, p) ≈ d(a, p)⊕ d(a, p), and hence that ‖ · ‖e is maximal on C (d(a, p)) by Corol-

lary 1.1.14. The similarity with the case of C (Lp) is then revealed by the following.

7.2.2 Theorem ([ACL, Coroll. 2]; [CaLi, Lem. 15]). Let (en) be the unit vec-

tor basis of the Banach space d(a, p), and suppose ε > 0. For every bounded

block basic sequence (yn) of (en), either there is a subsequence of (yn) which is

(1 + ε)-complemented in d(a, p) and (1 + ε)-equivalent to the unit vector basis of `p,

or else (yn) dominates (en).

Here, we say that a basic sequence (yn) dominates another basic sequence (xn) if,

for all (cn) ⊂ F,
∑

n cnyn ∈ [(yn)] implies that
∑

n cnxn ∈ [(xn)].

Note that the situation provided by Theorem 7.2.2 is not similar in all respects

to the requirements of Proposition 5.1.7, nor those of the UN property. A more

closely matching scenario would be one in which, in the case that (yn) dominates

(en), we could in fact conclude that (yn) ∼ (en). However, we can relax the UN
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property to allow only domination in this instance, and not require equivalence.

This is because the ‘shift’ operators Sk, in the proof of Theorem 5.1.2, need only to

map from [(zkn)] into a common subspace; we did not actually require the operators

Sk to be invertible. Hence, Theorem 7.2.2 comes close to establishing that C (d(a, p))

has a unique algebra norm via a generalisation of Proposition 5.1.7.

Complementation is still an issue. However, it is plausible that the relevant

block bases could each have a complemented subsequence, possibly with additional

assumptions on a and p. More critical is that we have no control over the norm

of the mapping from [(yn)] to [(en)], as guaranteed by the domination established

in Theorem 7.2.2. As with the Lp case, we are hampered by the lack of a uniform

bound for the relevant dominations/equivalences. Hence we are again left with:

7.2.3 Conjecture. Every Calkin algebra of a Lorentz sequence space has a unique

algebra norm.

Recently, [Kam+] gave a partial description of the lattice of closed ideals

in B(d(a, p)), for a Lorentz sequence space d(a, p). In addition to C (d(a, p)), it

seems likely that other quotients of B(d(a, p)) will have various properties related

to uniqueness of norm.

We could also generalise Conjecture 7.2.3 and ask whether every Calkin algebra

of a Banach space with a symmetric basis, or a subsymmetric basis, or even just

an unconditional basis, has a unique algebra norm. All these possibilities seem

plausible, however there is no real evidence of their likelihood. In comparison, it

would be very surprising if either Conjecture 7.1.3 or 7.2.3 does not hold.

7.3 Semisimple Calkin algebras

In this section we give a result of a somewhat different nature to the question of

uniqueness of norm. However, our method of proof relies on a similar perspective

to the one we took in order to generalise the Eidelheit-Yood theorem (1.1.2). Recall

that our proof of Theorem 5.1.2 mimicked the Eidelheit-Yood method of proof,

except we treated operators as acting on block basic sequences rather than individual

vectors. We will make a similar substitution within the standard proof that B(X)

is semisimple for all Banach spaces X. For reference, that proof is as follows.

7.3.1 Theorem (see, e.g., [Dal2, Prop. 2.2.4]). Let X be a non-zero Banach space.

Then B(X) is semisimple.
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Proof. Suppose T ∈ B(X)\{0}. Then there exist x0, y0 ∈ X\{0} with Tx0 = y0.

Let x∗0 ∈ X∗ be such that x∗0(y0) = 1, and define S ∈ B(X) by Sx = x∗0(x)x0. Then

(I − ST )x0 = x0 − Sy0 = 0 ,

and so (I − ST ) /∈ InvB(X). Hence T /∈ rad B(X), and thus rad B(X) = {0}. �

The following strengthening of the block-to-block lemma (2.3.3) could be

proved directly, but the required argument has essentially already been given as

part of the proof of the block-to-blocks lemma (4.3.2), so we rely on that even

stronger result instead.

7.3.2 Lemma. Let X be a Banach space with a basis. Suppose that 0 < δ < 1, and

that T ∈ B(X)\K (X). Then there exists a constant C > 0, and normalised aligned

block bases (xn) and (zn) in X, such that (Txn) is a δ-small perturbation of (Czn).

Proof. Set Tk = kT . Then ‖Tk‖e ↑ ∞, so we can apply the block-to-blocks lemma

(4.3.2). In particular, there is C = C1 > 0 and normalised aligned block bases (xn)

and (zn) = (z1
n), such that (Txn) is a δ-small perturbation of (Czn). �

Using Lemma 7.3.2, we can prove an analogue of Theorem 7.3.1, of similar ilk

to Theorem 5.1.2.

7.3.3 Theorem. Let X be a Banach space with a basis. Suppose that, for every

pair of aligned block bases {(xn), (yn)} in X, there is a strictly increasing sequence

(nm) ⊂ N such that (xnm) and (ynm) are complemented, and (xnm) ∼ (ynm). Then

C (X) is semisimple, and hence

A (X) = K (X) = S (X) = E (X) .

Proof. Suppose T ∈ B(X)\K (X). By Lemma 7.3.2, there exists a constant C > 0,

and normalised aligned block bases (xn) and (zn) in X, such that (Txn) is a δ-small

perturbation of (Czn). By assumption, we can find subsequences (xnm) and (znm)

such that (xnm) and (znm) are complemented, and (xnm) ∼ (znm). Also, (Txnm)

is a δ-small perturbation of (Cznm). Hence, by Corollary 1.3.8, (Txnm) is a basic

sequence and there is U ∈ B(X) such that UTxnm = Cznm for all m ∈ N. Let P

be a projection onto [(znm)], and R an isomorphism from [(znm)] to [(xnm)] with

Rznm = xnm for all m ∈ N. Set

S = C−1RPU ∈ B(X).
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Thus

(I − ST )xnm = xnm − C−1RPUTxnm = xnm − C−1RPCznm = 0 ,

for all m ∈ N. Hence

(I − ST )∣∣[(xnm )]
= 0∣∣[(xnm )]

.

Now suppose, in order to gain a contradiction, that I − ST + K (X) ∈ Inv C (X).

Then there is V ∈ B(X) such that

V (I − ST ) ∈ I + K (X) .

Hence

0∣∣[(xnm )]
= V (I − ST )∣∣[(xnm )]

∈ I∣∣[(xnm )]
+ K ([(xnm)], X) .

This implies that the identity on [(xnm)] is compact, a contradiction since [(xnm)]

is infinite dimensional. Thus I − ST + K (X) /∈ Inv C (X), which shows that

T + K (X) /∈ rad C (X). Therefore, rad C (X) = {K (X)}. �

Theorem 7.3.3 gives a result of a similar nature to [LLR, Coroll. 3.8], however

the Banach spaces to which Theorem 7.3.3 applies form a distinct, although over-

lapping, class to those covered by [LLR, Coroll. 3.8]. This distinction comes from

the different perspective, which grew out of our investigations in Chapters 2 and 4,

that we have taken in comparison to previous authors.

In summary, in Chapter 2 we developed a novel, equivalent description of the

measure of non-compactness of an operator. In Chapter 4 we employed that descrip-

tion to prove a Calkin algebra version of the uniform boundedness principle, which

used the measure of non-compactness to determine the boundedness of a set. This

allowed us to establish block-to-block properties which could then be used to gener-

alise the Eidelheit-Yood method, in order to prove that the algebra norm of certain

Calkin algebras was minimal and consequently unique. The content of Chapters 5

and 6 significantly extends the previous theorem of [Mey]. The examples provided

in the present chapter indicate that there will be a wide variety of related results,

given the weird and wonderful landscape of Banach space theory.
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[Kam+] A. Kamińska, A. I. Popov, E. Spinu, A. Tcaciuc, and V. G. Troitsky,

Norm closed operator ideals in Lorentz sequence spaces, J. Math. Anal.

Appl. 389 (2012), 247–260.
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