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UNIQUENESS OF RADIAL SOLUTIONS
FOR THE FRACTIONAL LAPLACIAN

RUPERT L. FRANK, ENNO LENZMANN, AND LUIS SILVESTRE

ABSTRACT. We prove general uniqueness results for radial solutions of linear and non-
linear equations involving the fractional Laplacian (—A)® with s € (0,1) for any space
dimensions N > 1. By extending a monotonicity formula found by Cabré and Sire [9],
we show that the linear equation

(~AY*u+Vu=0 in RY

has at most one radial and bounded solution vanishing at infinity, provided that the
potential V' is radial and non-decreasing. In particular, this result implies that all radial
eigenvalues of the corresponding fractional Schrédinger operator H = (—A)® 4+ V are

simple. Furthermore, by combining these findings on linear equations with topological

bounds for a related problem on the upper half-space Rf +1, we show uniqueness and

nondegeneracy of ground state solutions for the nonlinear equation
(-A)°Q+Q~-1QI*Q=0 in RY

for arbitrary space dimensions N > 1 and all admissible exponents o > 0. This general-

izes the nondegeneracy and uniqueness result for dimension NV = 1 recently obtained by

the first two authors in [20] and, in particular, the uniqueness result for solitary waves
of the Benjamin-Ono equation found by Amick and Toland [4].

1. Introduction and Overview on Main Results

The purpose of this paper is to derive uniqueness and oscillation results for radial so-
lutions of linear and nonlinear equations that involve the fractional Laplacian (—A)® with
s € (0,1) in arbitrary space dimension N > 1. In contrast to the situation with local
differential operators, it is evident that the theory of ordinary differential equations (ODE)
itself does not provide any means to establish such results. In particular, classical tools
such as Sturm comparison, Wronskians, Picard—Lindelof iteration, and shooting arguments
(which are all purely local concepts) are not at our disposal when analyzing radial solutions
in the setting of the nonlocal operator (—A)®. Rather, these methods need to be replaced
by suitable substitutes based on different arguments that will be developed in the present
paper. So far, the lack of such ODE-type results for pseudo-differential operators such as
(—A)® has resulted in a list of open problems, conjectures, and spectral assumptions, sup-
ported by numerical evidence or verified in some exactly solvable special cases (see, e.g.,
[4, 29, [16]), as well as some recent more general result for N = 1 dimension obtained by
the first two authors of the present paper in [20]. See below for further details and a brief
review of the literature on this.

In the present paper, we improve this situation by developing a set of general arguments
that establish ODE-type theorems for radial solutions in the fractional setting with (—A)?*.
In fact, most of the results derived here can be extended to a broader class of pseudo-
differential operators, as we will indicate in some detail below. However, for the sake of
concreteness, we shall consider cases that involve the fractional Laplacian throughout this
paper. The main results derived below can be summarized as follows.

Uniqueness of Nonlinear Ground States in RY with N > 1. We prove uniqueness
and nondegeneracy of ground state solutions @ € H*(RY) for the nonlinear problem

(1.1) (-A)Q+Q—1QI"Q=0 in RY,
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in arbitrary dimension N > 1 and any admissible exponent 0 < o < «, where the critical
exponent a, = aw (s, N) is given in ([B3]) below. In particular, this result generalizes (in an
optimal way) the recent result by the first two authors in [20] in N = 1 dimension and settles
conjecture by Kenig et al. [23] and Weinstein [39] in any dimension N > 1. In particular,
it generalizes the classical uniqueness result by Amick and Toland [4] on the uniqueness of
solitary waves for the Benjamin—Ono equation. In the local case when s = 1, the uniqueness
and nondegeneracy of ground states for problem ([LT]) was established in a celebrated paper
by Kwong [27] (see also [I7, [32]), which provides an indispensable basis for the blowup
analysis as well as the stability of solitary waves for related time-dependent equations such
as the nonlinear Schrédinger equation (NLS) (see e.g. [38] 33]). Further below we will
briefly discuss how the results about (II]) derived below in the fractional setting when
s € (0,1) will be central in the analysis of time-dependent problems such as the generalized
Benjamin—Ono equation and critical fractional NLS. In terms of interpolation estimates,
the uniqueness result about ground states for equation (1)) classifies all optimizers of a
related fractional Gagliardo—Nirenberg—Sobolev inequality; see below.

In view of the recent result on ground states for (II)) in N = 1 dimension, we mention
that the higher dimensional case with N > 2 can be settled here with the help of two new
key results on linear equations with (—A)?® derived below. In fact, although the uniqueness
of ground states for (L)) is a global nonlinear result, we shall see (and exploit) an intimate
connection to the linear results described next.

Radial Uniqueness for Linear Equations. The fact that ODE techniques are not
applicable for the fractional Laplacian in the radial setting has so far resulted in a big gap
of results in the spirit of shooting arguments. In particular, the well-known and essential
fact that a radial solution u = u(r) of the linear equation —Au + Vu = 0 on RY (where
V obeys a mild regularity condition) satisfies 4(0) = 0 if and only if v = 0 has had no
counterpart in the fractional setting with (—A)® up to now.

Here, we shall fill this gap by proving the following result: For radial and non-decreasing
potentials V' = V(r) in some Holder class, we show that any radial and bounded solution
u = u(r) vanishing at infinity and solving the linear equation

(1.2) (-AY*u+Vu=0 in RY

satisfies u(0) = 0 if and only if u = 0 on RY. By linearity of the problem, this is equivalent
to saying that equation (2] has at most one radial and bounded solution u(r) vanishing
at infinity. This result can be seen as a key substitute for shooting arguments in the ODE
setting. Hence it turns out to be essential for the understanding of linear and nonlinear
radial problems involving the fractional Laplacian.

The proof of this radial uniqueness result involves a sort of an energy argument based
on a monotonicity formula for (—A)* (see below). Note that the condition that V(r) is
radial and non-decreasing (which physically corresponds to an attractive potential) arises
naturally in many situations. In particular, this property of V' will naturally be satisfied by
the linearized operator Ly = (—=A)*+1—(a+1)Q* around the ground states @ = Q(r) > 0
of problem (LI)), which is known to be decreasing function in r = |z|.

Simplicity of Radial Eigenvalues for Fractional Schrédinger Operators. As a
direct consequence of the uniqueness result about ([L2) above, we obtain that all radial
eigenvalues of the corresponding fractional Schrédinger operator H = (—A)* +V on RY
are simple. This spectral result, which is a classical fact for s = 1 by ODE techniques, will
be of essential use when deriving the nondegeneracy and then the uniqueness of ground
state solution @ for the nonlinear problem (LTI).

Sturmian Oscillation Estimates. For operators H = (—A)*+V as above, we show that
its second radial eigenfunction changes its sign exactly once on the half-line (0, +00). This
result can be regarded as an analogue as the classical oscillation bound for classical Sturm-—
Liouville problems. In particular, this optimal oscillation result generalizes the result in
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[20] to arbitrary dimension N > 1. Furthermore, such an oscillation estimate is a central
ingredient in the proof of the nondegeneracy of the radial ground state @ for problem (L]).

Sketch of Main Ideas. The proof of the main results mentioned above involve the fol-
lowing three concepts.

e Topological bounds on the nodal structure of the solutions for equation with (—A)*,
which are obtained by considering a related problem on the upper half-space Rf +1
with local differential operators.

e Homotopic argument by continuation in s. That is, we construct solutions u = wu,
parameterized by the index s € (sg, 1) of the fractional Laplacian, with so € (0,1)
fixed. Taking the limit s 1 yields global information about the branch wug,
which can be deduced from the limiting problem at s = 1 known by classical ODE
techniques.

e A monotonicity formula for radial solutions for (—A)* with s € (0,1) on RY.

We now briefly sketch the three main ideas as follows. How these arguments enter in
the individual proofs will be seen further below.

Topological Bounds via Fxtension to Rf“. Using [I1] we express the nonlocal operator
(—A)* on RY with s € (0,1) as a generalized Dirichlet-Neumann map for a certain elliptic
boundary-value problem with local differential operators defined on the upper half-space
RY™ = {(2,t) : # € RN, ¢ > 0}. That is, given a solution u = u(z) of (—~A)*u = f in
RY | we can equivalently consider the dimensionally extended problem for u = u(x,t), still
denoted by u for simplicity, which solves

(13) div (t'=2*Vu) = 0 in R+

' —dstl_Qsatu|t_,0 = f on GRfH.
Here the positive constant ds > 0 is explicitly given by

I'(s)
r1-s)
In particular, the reformulation (I3)) in terms of local differential operators plays a central
role when deriving bounds on the number of sign changes for eigenfunctions of fractional
Schrodinger operators H = (—A)® + V. In [20] this idea was implemented for N = 1
dimensions to obtain certain sharp oscillation bounds for eigenfunctions of H. However, the
case of higher dimensions has been left open, due to the topological fact that Rf T\ {(0,) :
t > 0} is a connected set if N > 2, whereas it is not connected if N = 1, which was needed
in [20].

In this paper, we will overcome the restriction to N = 1 and will be able to treat arbitrary
space dimension N > 1, by combining the extension method with a continuation argument
in s and a monotonicity formula for radial solutions involving the fractional Laplacians

(—A)® with s € (0,1). See below.

(1.4) ds = 2771

Homotopic Argument by Continuation in s. The idea behind this method is to make a
continuation argument with respect to the power s € (0,1) appearing in (—A)*. More
precisely, starting from some solution ug of

(=A)*ug + fs(ug,2) =0 in RY,

we embed this problem into a suitable family of equations parameterized by s. That is, we
seek to construct a branch us with s close to s solving the problem

(=A)*ug + fo(us,z) =0 in RY.

The local existence and uniqueness (in some function space) for us with us—s, = ug follows
from an implicit function argument, provided the linearization around uy is invertible, which
is the first key step in the argument. The second key point is now to derive suitable a-
priori bounds that guarantee that the branch us can be extended all the way to us as s 1
converging to a nontrivial limit. Typically, the limiting problem with s = 1 can be well-
understood by ODE methods and, by an open-closed argument, we obtain information for
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the whole branch us for s € [so, 1]. We will use these arguments in suitable variations when
deriving sharp oscillations estimates for the second radial eigenfunction of H = (—A)*+V/,
as well as when we show the global uniqueness of ground states @ for equation ().

Monotonicity Formula for (—A)*. In a recent and remarkable article [9], Cabré and Sire
introduced and exploited a monotone quantity for so-called layer solutions as well as radial
solutions of nonlinear equations of the form (—A)*v = f(v) on RV, Inspired by their work,

we formulate a monotone quantity for radial solutions of the linear equation (—A)*u+Vu =
0 on R¥, by defining

+o0 t1—2s 1
H(r)= ds/ 5 {uf(r, t) — uf(r, t)} dt — §V(T)’U,(r)2,
0

where u = u(r,t) with » = |z|, z € RY, and t > 0, denotes the extension to the upper-half
space RY*! of u(r) = u(r,0) that satisfies problem ([Z3) above, where d > 0 is the same
constant as above. In fact, it turns out (formally at least) that H’(r) < 0 holds, provided
the potential V' is non-decreasing, and hence H (r) is non-increasing under this assumption
on V. By using the monotonicity of H(r), we conclude a rather general uniqueness result
for radial solutions that vanish at infinity and solve the linear equation (—A)*u+Vu = 0 in
RY | saying that u(0) = 0 implies that u = 0 on R". For a precise statement, see Theorem
[ below.

Review of Known Results. We briefly recap the results about uniqueness for solutions
u = u(x) of problem having the form

(1.5) { (—=A)*u+ f(u,x) =0 in RV,

u(z) -0 as |z] = +oo.
with s € (0,1). As usual, f(u,z) stands for some given nonlinear or linear function; e.g.,
a nonlinearity f(u) = u — u®™! with some a > 0 or a linearity f(u,x) = V(x)u with some
given potential V.

In the cases of interest, the existence of nontrivial solutions of equation (LI]) can be
deduced by standard variational methods adapted to (—A)*. However, in contrast to the
classical case s = 1, very little is known in general (except from a few situations discussed
below) about uniqueness of radial solutions for problems of the form ([H]). Indeed, even the
situation of linear f(u,z) = V(z)u has not been understood so far in rudimentary terms.

Nonlinear Case. For nonlinear problems of the form ([3)), the known nonperturbative
uniqueness results can be summarized as follows. (See [23],[19)] for some perturbative unique-
ness results when s is close to 1.)

e Benjamin-Ono equation: In [4] Amick and Toland proved that uniqueness (up to

translations) of the nontrivial solution Q € H/?(R) of
(-A)Y2Q+Q—-Q*=0 in R.

In fact, the unique family of solutions Q(z) = H(Z%ZO)Q with zg € R is known in
closed form. The proof in [4] relies on an intriguing reformulation of the problem in
terms of complex analysis and makes also strong use of the fact the nonlinearity is
quadratic. However, the methods seem to be rather specific. Therefore, generalizing
the proof of Amick and Toland to (—A)® with s € (0,1), different powers Q®*!

with a # 1, and dimension N > 2 does not appear to be achievable.
o In [29] [I6] it was shown independently by Y. Y. Li and Chen, Li, and Ou that for

2N
s € (0,N/2) and Q € LY_> (RY) that the (energy-critical) equation

loc
(~A)*Q—Q~2 =0 in RY
has a unique positive solution Q(r) > 0 up to scaling and translation. However,
both the uniqueness proofs in [29, [I6] make essential use of the fact that this

problem exhibits conformal symmetry. Apart from nonexistence results in the
energy-subcritical case (see [I5]), an extension of the methods in [29 [16] to prove
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uniqueness of positive solutions Q(r) > 0 to a broader class of equations seems out
of scope.

e In [20] the first two authors of this paper proved uniqueness and nondegeneracy of
ground state Q € H*(R) for

(~A)PFQ+Q—-Q*"' =0 in R

for all s € (0,1) and all H*-admissible powers 0 < a < av; see ([B.3) below for the
definition of . > 0. The proof given in [20] develops a general strategy, but it
needed the assumption of restricting to N = 1 space dimension in one crucial step.
This basic dimensional obstruction will be overcome in the present paper.

Linear Case. For linear problems of the form (LH]), the question of uniqueness of radial
solutions has not been well understood either. A notable but rather specific case arises when
u is known to be the ground state of a linear fractional Schrédinger operator H = (—A)*+V.
(By shifting the potential V', we can always assume that the lowest eigenvalue FE; of H
satisfies F; = 0) Then, by standard Perron—Frobenius methods (see Appendix [C) it follows
that u(x) > 0 is strictly positive and that the lowest eigenvalue E; = 0 is simple. In
particular, we obtain uniqueness of solutions to the linear problem up to multiplicative
constants.

However, in many interesting cases linear problems of the form (L), solutions u are not
ground states of some fractional Schrodinger H = (—A)® + V. In particular, a crucial part
in the analysis of blowup and stability solitary wave solutions lead to the study of higher
radial eigenfunctions u of some fractional Schrédinger operator. Here Perron—Frobenius
arguments are of no use and, consequently, the question of uniqueness of such solutions u
need to be addressed by novel arguments. Along with this, oscillation estimates for higher
radial eigenfunctions u for fractional Schrodinger operators H are of central interest. This
will be addressed below too. Let us also mention the oscillation and simplicity results
for the spectrum of v/—A on the interval I = (—1,1) (with exterior Dirichlet conditions
on the complement 7€) obtained by Banuelos and Kulezycki [6] ; see also |25, 26] for
improvements to (—A)® with s € [1/2,1) in this one-dimensional setting. However, the
arguments given in these works do not seem to be extendable to a more general class of
operators H = (—A)® + V in general dimension N > 1 and arbitrary powers s € (0,1).

Generalizations to other Pseudo-Differential Operators. The generalization of the
main results about linear equation (i. e. Theorems 1 and 2 below) to pseudo-differential op-
erators L beyond the fractional Laplacian on RY is feasible, provided they can be regarded
as certain Dirichlet—Neumann maps. Important examples (which will be treated in future
work) are as follows.
o L = (—A)* with s € (0,1) on any open ball Bg = {x € RV : |x| < R} with exterior
Dirichlet condition on B,.
e L =(—A)* with s € (0,1) on the N-dimensional hyperbolic space H".
o L =(—A+m?)?/? with s € (0,1) and m > 0 on RV, Bg, or H".
e L = (—A)Y2coth(—A)Y/2 on R. This pseudo-differential operator arises in the
intermediate long-wave equation modeling water waves.

We refer to [6] B [1] for more details on these operators and their occurrence in probability,
geometry and physics.

Regarding the nonlinear main results (i. e. Theorems[Band [ below) about nondegeneracy
and uniqueness of ground states (), we remark that an extension to nonlinearities f(u)
beyond the pure-power case seems to be a challenging open problem.

Plan of the Paper. We organize this paper as follows. In Sections 2] and [B] we state the
linear and nonlinear main results, respectively. The proof of Theorem [I (linear uniqueness
result) will be given in Section El by using the aforementioned monotonicity formula for
(—A)® in the class of radial solutions. The Sections [l and [f] are devoted to the proof of
Theorem [ (linear oscillation result). Finally, in Sections [ and [§ we prove the nonlinear



6 R. L. FRANK, E. LENZMANN, AND L. SILVESTRE

main results; i. e. Theorems B and @ about nondegeneracy and uniqueness of ground states
Q for the nonlinear problem (LT).

The appendix contains a variety of technical results (such as regularity and uniform
estimates) needed in the main part of this paper.

Notation and Conventions. Throughout this paper, we employ the common abuse of
notation by writing both f = f(|z|) and f = f(r) for any radial functions f on RY.
We use standard notation for LP and Sobolev spaces and L” ,(RY) denotes the space of
radial and square-integrable functions on RY. For k € Ny and 0 < v < 1 the Holder
space C*7(RY) is equipped with the norm ||ul/cr~ = o<k 10Ul + [lullcr, where

lullcr = sup,z, % We often write L? instead of LP(RY) etc.
We employ the following convention for constants in this paper: Unless otherwise ex-

plicitly stated, we write
X Sa,b,c,... Y

to denote that X < CY with some constant C' > 0 that only depends on the quantities
a,b,c,... and the space dimension N > 1. Moreover, we require that C' > 0 can be chosen
uniform if a, b, c, ... range in some fixed compact set.
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for pointing out reference [3]. R.F. acknowledges financial support from the NSF grants
PHY-1068285, PHY-1347399, and DMS-1363432. E.L. expresses his deep gratitude to
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Moreover, E. L. acknowledges financial support from the Swiss National Science Foundation
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in August 2012, where parts of this work were done. L. S. acknowledges financial support
from the NSF grants DMS-1001629 and DMS-1065979. Finally, the authors thank the

anonymous referees for valuable comments.

2. Linear Main Results

Let N > 1 and s € (0,1) be given. We consider the linear equation
(2.1) (=A¥u+Vu=0 in RV,
We require that the potential V : RY — R satisfies the following conditions.

(V1) V =V(|z|) is radial and non-decreasing in |x|.

(V2) V e C%(RYN) for some v > max{0, 1 — 2s}.
Throughout the rest of this section, we shall assume that the potential V' in equation (ZT)
satisfies the above conditions (V1) and (V2). Recall that the conditions V belongs to C%7
means in particular that V' is bounded.

The first main result establishes the following basic uniqueness result for radial and
bounded solutions to (21 that vanish at inﬁnityﬁ

Theorem 1. Let N > 1 and s € (0,1). Suppose that u = u(|z|) is a radial and bounded
solution of the linear equation [210) and that u vanishes at infinity. Then uw(0) = 0 implies
that u = 0.

FEquivalently, we have that the linear equation (Z1)) has at most one bounded and radial
solution that vanishes at infinity.

Remark. By regularity estimates (see below), we actually have that v € C1#(R™) holds
for some B € (0,1). In particular, the statement «(0) = 0 makes sense. Furthermore, since
u vanishes at infinity by assumption, this Holder estimate implies that u tends to zero
pointwise at infinity, i.e., it holds that u(|z|) — 0 as |z| — +o0.

By this, we mean that the Lebesgue measure of {z € RY : |u(z)| > a} is finite for every o > 0.
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An immediate application of Theorem [ arises for fractional Schrodinger operators H =
(—A)® +V with radial potentials V(r) as above. In this case, we can study the restriction
of H to the sector of radial functions. Furthermore, by regularity estimates (see below) we
conclude that any L2-eigenfunction of H is bounded. Clearly, the shifted potential V — E
also satisfies conditions (V1) and (V2) above. Thus we can apply Theorem [[lto deduce the
simplicity of all eigenvalues of H in the sector of radial functions.

Corollary 1. Suppose N > 1, s € (0,1), and let V' be as above. Consider H = (—A)*+V
acting on L? 4 (RN). Then all eigenvalues of H are simple.
In particular, if E52 < E54 < B34 < - < inf oo (H) denote (with counting multi-

plicity) the discrete eigenvalues of H acting on Lfad(RN), then we have strict inequalities

E{ad < Eéad < Egad << inf oess(H).

Remarks. 1.) Note that Corollary [Il also shows the simplicity of any possible embedded
eigenvalue of H in the radial sector.

2.) The simplicity of the lowest eigenvalue £ < E13d together with the strict positiv-
ity of the corresponding eigenfunction 1 (z) > 0, follows from standard Perron—Frobenius
arguments for H = (—A)* +V with 0 < s < 1; see also Appendix[Cl However, this classical
method is restricted to the case of the lowest eigenvalue of H and it is not applicable to
any higher eigenvalue in contrast to the arguments that establish Corollary [

As the last main result for the linear equation (2.II), we prove the following sharp os-
cillation estimate for the second eigenfunction of H, which provides us with a bound in
agreement with Sturm—Liouville theory for ODE.

Theorem 2. Let H = (—A)* + V be as in Corollary [ above. Suppose that H has at
least two radial eigenvalues EX* < E4 < inf oo (H). Let ¢ € L2(RY) denote the radial
eigenfunction of H for the second radial eigenvalue E5?. Then 1) = 1(|z|) changes its sign
exactly once for |x| =r € (0,+00).

Remarks. 1.) By this, we mean that there is some 7, > 0 such that (after multiplying ¢
with —1 is necessary) we have

P(r) =0 for re[0,r.) and ¢(r) <0 for r € [ry,+00),

and ¢ # 0 on both intervals [0,r,) and [r., +00). Note also that 1(0) > 0 by Theorem [1l

2.) In [20] this result was shown for N = 1 space dimension by using a variational
problem posed on the upper half-space Rfl. However, carrying over the proof given
there to radial solutions in N > 2 dimensions yields the weaker bound that ¢ changes
its sign at most twice on (0,+00). The reason that the case N > 2 is different can be
traced back to the fact that the set RY™'\ {(0,¢) : ¢ > 0} is connected when N > 2,
whereas Ry \ {(0,¢) : + > 0} is not connected. Despite this topological complication
for N > 2, we will improve the bound for ¢ to the optimal bound as stated in Theorem
Bl by further independent arguments based on Theorem [Il and a homotopic argument for
fractional Schrodinger operators H = (—A)® 4+ V5 by continuing the eigenfunction with
respect to s € (0, 1].

3.) Note that we require Hy) = Ev with E strictly below the essential spectrum of H.
Indeed, we do not expect that ¢ changes its sign only once (or even finitely many times)
on the half-line in the case when E > inf oo (H) is an embedded eigenvalue. By analogy
to the classical ODE case when s = 1, an oscillatory behavior of ¢ at infinity is conceivable
in this special situation.

4.) In the proof of Theorem [B] below, this sharp oscillation result for the second eigen-
function of H = (—A)® 4+ V will play an essential role. In fact, the second eigenfunction is
often of central interest in the linearization of minimizers in variational problems to study
their stability behavior. See also the next Section Bl below.
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3. Nonlinear Main Results

Let N > 1 and s € (0,1) be given. We consider real-valued solutions Q € H*(R") of
the nonlinear model problem

(3.1) (-A)Q+Q—-|Q*Q =0 in RY.

We refer to [20] and references given there for physical applications of this problem. Here
and throughout the following, we assume that the exponent in the nonlinearity satisfies

(3.2) 0 < o< ax(s,N),

where we set

s for0<s<%,

— N-—2s
(8:3) (s, N) = { +00 for s > %

The condition that a be strictly less than a. (s, N) ensures that the nonlinearity in 3.1 is
H?-subcritical. Indeed, by Pohozaev-type identites (see also below), it can be shown that
equation (3.I) does not admit any nontrivial solutions in (H* N L2 2)(RY) when a > o
holds. Thus the condition (B.2)) is necessary for the existence of nontrivial solutions of (B.I),
but it is also sufficient as we now recall.

A natural approach to construct nonnegative nontrivial solutions for equation (B is
given by considering the fractional Gagliardo—Nirenberg—Sobolev (GNS) inequality

s [ oo ([ iearm) T ()

Here Copt > 0 denotes the sharp constant (depending on s, N, ) which can be obtained
by minimizing the corresponding “Weinstein functional” (see [39]) given by

([ 1(=A)/2uf2) 5 ([ uf2) ECH
[ fule+2

defined for v € H*(RY) with u # 0. Obviously, any minimizer Q € H*(RY) for J(u)
optimizes the interpolation estimate ([B.4]) and vice versa. By methods of variational calculus
(see below), we find that C‘O_I;,lt = inf,»o J(u) > 0 is indeed attained. Moreover, any
minimizer Q € H*(RY) for J(u) is easily found to satisfy equation ([B.I)) after a suitable
rescaling @ — uQ(A-) with some constants p and A. Since J(|u|) < J(u) holds, we can also
deduce that minimizers @ > 0 for J(u) can be chosen to be nonnegative.

We summarize the following existence result along with fundamental properties of non-
negative solutions for equation (B.II).

at2  Nao
2 1s

Na
4s

(3.5) J(u) =

Proposition 3.1. Let N > 1, s € (0,1), and 0 < o < (s, N). Then the following holds.

(i) Existence: There exists a minimizer Q € H*(RY) for J(u), which can be chosen
a nonnegative function Q > 0 that solves equation [B.1I).

(ii) Symmetry, regularity, and decay: If Q € H*(RY) with Q > 0 and Q # 0
solves [B.0]), then there exists some w9 € RY such that Q(- — xo) is radial, positive
and strictly decreasing in |v — xo|. Moreover, the function Q belongs to (H***1 N
C>)(RN) and it satisfies

C1 Co

N
WgQ(z)gw for x € R,

with some constants Cy > C1 > 0 depending on s, N, «, and Q.

Proof. These assertions follows from results in the literature. For instance, part (i) can be
inferred by following [39] 2] where the existence of minimizers for J(u) for N =1 is shown
by concentration-compactness arguments; the generalization to N > 2 is straightforward.
As an alternative, we provide a simple existence proof without concentration-compactness
arguments, by using rearrangement inequalities; see Appendix

As for the symmetry result in (ii), we can apply the moving plane method in [3I] for
nonlocal equations. See Appendix [D] again, where we also give some details regarding the
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assertions about decay and regularity of ). Note that the properties stated in (ii) follow if
Q € H*(RM), Q # 0, is only assumed to be a nonnegative solution of equation (3.I)), but
in particular this applies to the minimizing solution given in (i). (]

To formulate our main results about nonnegative solutions of equation ([B1]), we introduce
the following notion of ground state solutions.

Definition 3.1. Assume that Q € H*(RY) is a real-valued solution of equation ([B.1)). Let
L denote the corresponding linearized operator given by

Li=(-A)+1-(a+1)Q"
acting on L2(RN). We say that Q@ > 0 with Q # 0 is a ground state solution of

equation B1), if L+ has Morse index equal to one, i. e., Ly has exactly one strictly negative
eigenvalue (counting multiplicity).

Remarks. 1.) From (&) itself it directly follows that (Q,L4+Q) = —a [|Q[*"? < 0.
Hence, by the min-max principle, the operator L has at least one negative eigenvalue for
any nontrivial real-valued solution Q € H*(R™).

2.) If @ > 0 s a (local) minimizer of the Weinstein functional J(u), it is straightforward
to see that L, has Morse index equal to one; see the proof of Corollary [2 below. In
particular, if @ optimizes (B4) then @ is a ground state in the sense of Definition B.11

3.) Note that the notion of ground states defined above is weaker than the one used in
[20], where Q was assumed to be a global minimizers of J(u).

The following result about ground state solutions for ([B.I]) establishes the key fact that
the corresponding linearized operator is nondegenerate.

Theorem 3. (Nondegeneracy). Let N > 1, s € (0,1), and 0 < a < aw (s, N). Suppose
that Q € H*(RY) is a ground state solution of ([B.1). Then the linearized operator L, is
nondegenerate, i. e., its kernel is given by

ker Ly = span {Gle, . ,8%@}.

Remarks. 1.) Suppose Q = Q(|z]) is a radial ground state (which by Proposition B.1]
follows after a translation). Then Theorem [ implies that (ker L1 )N L2 (RY) = {0} and
we easily check that L is invertible on L2 ;(RY).

2.) The nondegeneracy of L, implies the coercivity estimate

(u, Lyu) > c||ul|3. for u L M,

with some positive constant ¢ > 0, where M is a suitably chosen (n 4 1)-dimensional
subspace (e.g., one can take M = span {¢, d,,Q, ...0,, Q} with ¢ being the linear ground
state of Ly.) Such results form a key aspect in the stability and blowup analysis for
related time-dependent problems (e.g., generalized Benjamin—Ono equations, fractional
Schrodinger equations etc.); see, e. g., [23 [24] for applications.

Finally, we have the following uniqueness result for ground state solutions of (3.1)), which
generalizes the result in [20] to arbitrary space dimensions.

Theorem 4. (Uniqueness). Let N > 1, s € (0,1), and 0 < a < (s, N). Then the
ground state solution Q € H*(RY) for equation B.1) is unique up to translation.

As a consequence of this uniqueness result, we have the following classification of the
optimizers for inequality (34)).

Corollary 2. Every optimizer v € H*(RY) for the Gagliardo—Nirenberg—Sobolev inequality
@A) is of the form v = BQ(y(- +y)) with some 3 € C, B#0,v >0, and y € RV

Proof of Corollary[2. With Theorem [ at hand, we can follow the arguments for corre-
sponding result in N = 1 dimension given in [20]. That is, by strict rearrangement inequal-
ities for (—A)® with s € (0,1) (see [8, 21]) we deduce that any optimizer v € H*(R") for
(B34) is of the form v = Bv*(-+y) for some 8 € C, 3 # 0 and y € RY, where v* = v*(|z]) > 0

denotes the symmetric-decreasing rearrangement of v. Since v* € H® is also a minimizer
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for J(u), we see (after rescaling v* — Av*(p-) if necessary) that v* = @Q > 0 satisfies equa-
tion (B]). Furthermore, an explicit calculation using the positivity of the second variation
%J(Q + 577)‘5:0 > 0 for any n € C§°(RY) shows that L, has Morse index equal to one.
(This argument to determine the Morse index of L for a minimizer ) was introduced
by M. Weinstein [38] in the context of NLS. See [20] for details of its adaption for frac-
tional Laplacians in N = 1 dimension; the generalization to N > 2 is immediate.) Hence
v* = @ > 0 is a ground state for equation (B and we can apply Theorem [ to conclude
the proof. O

4. Proof of Theorem 1

4.1. Preliminaries. We start by briefly recalling the extension principle in [IT] that ex-
presses the nonlocal operator (—A)* on RY with s € (0,1) as a Dirichlet-Neumann map
for a suitable local elliptic problem posed on the upper halfspace Rf +1 See also also
[22, 14, [34], where this observation appears in the contexts of conformal geometry and
stochastic processes, respectively.

Let s € (0,1) be given. For a measurable function f : RY — R, we define its s-Poisson
extension to the upper halfspace Rf *1 by setting

(1) €Nt = [ Pla=.0f0)dy
Here the generalized Poisson kernel Ps(z,t) of order s is given by
1 T CN.s
4.2 Ps(z,t) = —<ks (—) ,  where ks(z) = ——5—-,
(12) (50) = b (4 &=

where the constant cy s > 0 is chosen such that fRN ksdz = 1 holds. Under suitable as-
sumptions on f (see, e. g.,[I1,9]), it is known that w(z, t) = (£sf)(z,t) solves the degenerate
elliptic boundary-value problem

. _9s N . N+1
{dw(tl 2Vw) =0 in RY*!,

(4.3) w=f on aRerl.

Here the boundary condition is understood in some suitable sense of traces; see also Sect.
below. If f is sufficiently regular, then we have (in some approriate space) the convergence
(4.4) —ds lim 1725 0w(-,t) = (—A)*f,

t—0+
where dg > 0 is the constant in (I4). Note that (@) expresses the fact that (—A)® can be
regarded as the Dirichlet-Neumann map for problem (@3] with the weight #1725,

In the special case s = 1/2, the above observations reduce to the classical fact that,
if f:RY — R is continuous and bounded, then the Poisson extension w = Eijaf is
the unique bounded harmonic function in Rf *1 continuous up to the boundary such that
w(z,0) = f(z). In fact, this result carries over to the whole range s € (0,1), by results for
the degenerate elliptic operator Lg = div(¢'72*V-) derived by Fabes et al. in [I8]; see also
[11L [©].

4.2. Monotonicity Formula. Let v € L>(RY) satisfy the assumptions of Theorem [
By Proposition Bl we have the regularity estimate u € C*#(RY) for some 8 € (0,1).

Next, we introduce the following convenient slight abuse of notation: Let u = u(z, t) with
(z,t) € Rf“ denote the s-Poisson extension of u = u(]z|) to the upper halfspace Rf“.
Since u(|z]) is radial on RY, we clearly have that its corresponding extension u = u(|z|,t)
is cylindrically symmetric on Rf 1 with respect to the t-axis. Using this fact, we can write
the boundary problem (4.3)) satisfied by the extension u as follows:

a . N+1
Upy + ur-l-utt—i—?ut :0, m R++ s

(4.5) r
—dst®us + Vu =0, on 8Rf+1,
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with the constant ds > 0 taken from ([4]). Here and in the following, we use convention
that a =1 — 2s for s € (0,1) given.

Inspired by the work of Cabré and Sire [9] (see also [10] for earlier work in the case
s = 1/2) on layer and radial solutions of nonlinear equations of the form (—A)%v = f(v)
on RY, we introduce the function

+00 1a
(46) 1) =d, [ 5 {00 =)} dt = Vi)

From the estimates in Proposition for the extension u = u(r,t), we deduce that H(r)
is a well-defined and continuous function. Moreover, we see that

(4.7 TEI-POO H(r) =0,
+00 1a
(4.8) H(0) = —d, /O R0, 1) dt %V(O)U(O)Q < —%V(o)u(o)%

Note that (£71) follows from lim, 4~ f0+oo t*{u? —u?}(r,t) dt = 0 by Proposition [B.2] and
the fact that lim, o V(r)u(r)? = 0, since V € L™ and u(|z|) — 0 as |z| — oo; see the
remark following Theorem[Il To conclude (8], we just use the fact that w,.(0,t) = 0 holds
by cylindrical symmetry.

Let us first sketch the argument to prove Theorem [l by a formal calculation. Recall
that u(r) is a C! function. Furthermore, for the moment let us also assume that V is
differentiable too (and not just weakly differentiable with V' € Llloc). Assuming that we
are allowed to differentiate under the integral sign in (L), we (formally at least) obtain
by using equation (&H]) and integrating by parts (for details see below) that
dH N-1

a—]
dr r

+oo
(4.9) / tuZ(r,t) dt — %V’(r)u(?")2 <0,
0

since V' > 0 by assumption. Hence H(r) is monotone decreasing and we conclude that

(4.10) _ %V(O)u(O)Q > H(0)> H(r) > Tim_H(r) =0,

Suppose now that «(0) = 0. Then equality holds in the above inequalities and therefore
H(r) = 0 and consequently dH/dr = 0. Now let us assume that N > 2 holds. Then, we
conclude from (@3] and V' > 0 that u,(r,t) = 0 holds. Hence u = 0 follows for N > 2. (The
proof for N = 1 is actually a bit more involved N = 1; see below). This completes the proof
of Theorem [ for N > 2, provided that we can differentiate under the integral sign in the

expression for H (r). However, this is not guaranteed in general for u € 18 (Rf *1), as one
can check by inspection. To handle this technicality, we could impose more regularity on V'

to guarantee that u € C># (Rf *1) holds (which would be sufficient to justify interchanging
differentiation and integration). However, we will keep the weaker regularity conditions on
V', by using a regularized version of the previous arguments as follows.
Let n € C§°(R4) with 0 < 7 < 1 be a nonnegative bump function with fOJrOO n(u) du = 1.
We define an averaged version of H(r) given by
o0 7

(4.11) Ho(r) = [ H@w ()

0 T

dr
r
Clearly, the function H,,(r) is differentiable and taking the derivative with respect to

r interchanges with integration. Furthermore, by using change of variables, dominated
convergence and the normalization condition fOJrOO n(u) du = 1, we readily check that

(4.12) lim H,y(r) = H(0) and LHJP Hay(r) =0,

r—0t

recalling that ([@1) holds. Next, we claim the following fact.
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Lemma 4.1. It holds that

H;v<r>=—/::°{dsN;1/t_+O ) a3V o (5) L

In particular, we have H. (1) < 0 and hence Hay (1) is monotone decreasing.

Remark. Note that V’(r) denotes the weak derivative of V. Since V € C%7(RY), we have
V/ G L%OC(RN)'

Proof. First, we note that

—+00 _ _
() = 7 )l
Hy) = | =0 (n(7)) T - S Har)
+o00 +o0 B
= & 2 - " i 1
-/ {ds/t_o 5 (w2~} () dt - SV <>}ar{n(r)} 47 — —Ho (1),
since 9,{n(£)} = —0-{n(£)}£. Next, by applying Fubini’s theorem and integrating by

parts with respect to 7 and applying Fubini’s theorem again, we obtain

A0 = [ e [ e ) @) VG )

=0 =0

~5vouer (D)L
/T+°° {dsN1/::Ouf(77,t)dt+ds/t+oo8t{t weur} (7 1) dt -+ V(Fyu(Fu, (7)

7

=0 = ) -0
5V b (5) T
+oo _ 400 -
= _ /7::0 dSNF 1 /tio uf(f, t) dt + dstautuT(f, t)‘:;o + V(f)u(f)uT(f)
+5vou) b (5) 4

[ a2 [ e v b (5 £

which is the desired formula. Notice that, in the first two steps, we used equation (ZI]).
Also, note that lim;_s | o t®usu,. = 0 due to the decay estimates in Proposition [B.2] O

4.3. Completing the Proof of Theorem [I} Assume that «(0) = 0 holds. By (£I2) and
(£3), this implies that H,y(0) < 0. On the other hand, we have lim,_, ;o Hay(r) = 0 by
(£12). Because H,y(r) is monotone decreasing thanks to Lemma 1] we conclude

(4.13) H,y(r) =0 and H.,(r)=0.

We discuss the cases N > 2 and N = 1 separately as follows.

Case N > 2. Using Lemma [T and the assumption V'(r) > 0 for a.e. r, we deduce that

(4.14) /jj{/::o 2(7, t)dt} (r)g—o for all 7 > 0.

Since this holds for any n(-) € C§°(Ry) with 0 <7 < 1 with [;° n(u) du = 1, we conclude
that erOO 2(r,t)dt = 0 for almost every r. By continuity of u(r, t), this shows that
up(r,t) =0 and therefore u(r,t) only depends on ¢t. But this implies u(r) = const. and
hence u(r) = 0, because u(r) — 0 as 7 — +o00. This completes the proof of Theorem [I] for
any dimension N > 2.
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Case N = 1. In this case, we have to provide some additional arguments, since the integral
term in Lemma F]] containing u?(r,t) is absent when N = 1. In fact, by assuming that
V' > 0 for a.e. r, we could easily derive from Lemma ]| that © = 0 holds, using the
potential term in that identity. However, we shall now give a proof that only assumes that
V' > 0 holds for a.e. 7.

Indeed, since we have H,,(r) = 0 (for any bump function n as above), we deduce that
H(r) =0. From ([£8) and the assumption that «(0) = 0, we deduce that

+oo
/ u? (0,)t' 7% dt = 0.
0

By continuity of u(r,t), this shows that u:(0,t) = 0 for every ¢t > 0. We now prove that
this implies that w = 0 as follows. Recall that u(r,t) is given by the s-Poisson extension.
Thus, for every ¢ > 0, we have

“+o00 t%u(y)
(4.15) u(0,t) = Cn,s/o (2 + y2)(+29)/2 dy

with some constant ¢, s > 0. By assumption u(y) is bounded and vanishes at infinity, which
implies that lim_, o ©(0,¢) = 0 from [@IH). (Indeed, for every € > 0 there is an R. > 0
such that |u(y)| < Mxqy/<r.} +EX{ly|>r.}- Now plug this into the integral above and use
the fact the integral of ¢2°(t? + y?)~(1+25)/2 is finite and independent of ¢.) Recalling that

u+(0,t) = 0 for every t > 0, we conclude that u(0,t) = 0 for every ¢ > 0. Thus, by repeated
differentiation of (£I5) with respect to ¢t > 0 and choosing ¢ = 1, we obtain that

(4.16) = uy) dy =0 forevery k € N

: 0 (1 + y2)(1+29)/24k y= y 0-

Now, we define a function f on [0,1] by f(1/(1+4?)) = (2y)~*(1 4 y?)~“1+29)/24(y) and
change variables to o = 1/(1 + y?). This gives us

1
(4.17) / " f(a)da =0 for every k € Ny .
0

Since fooo |f(a)| da = fooo(l + y2)~(1429)/2)y(y) | dy is finite, we see that f(a)da is a finite
signed measure on [0,1]. By Weierstrass’ theorem and the Riesz representation theorem,
we conclude from ([@I7) that f = 0 holds, which implies that u = 0, as desired.

The proof of Theorem [l is now complete. O

Remark. The proof of Theorem [I] actually shows that u # 0 if and only if u(0) # 0 and
V(0) <0.

5. Nodal Bounds via Extension to Rf“

The present section serves as a preparation for the proof of Theorem 2. We will
derive oscillation bounds for radial eigenfunctions for fractional Schrédinger operators
H = (—=A)* + V on RY, where the potential V is assumed to satisfy a mild condition
(i.e., V belongs to an appropriate Kato class.) As in [20], the strategy in the section is
based on a related variational problem posed for functions on the upper half-space Rf +
This section follows the related arguments given in [20] for N = 1. Therefore, the following
discussion will be rather brief and without details except when necessary.

However, a decisive difference to [20] will be that the oscillation bound for radial eigen-
functions derived in Proposition below will be not optimal in N > 2 dimensions. The
reason for this is of topological nature stemming from the fact that the set RY ™\ {(0,¢) :
t > 0} is connected for N > 2 in contrast to the case when N = 1. By an additional
strategy, we will improve the oscillation bound stated in Proposition [5.3] in an optimal
way, provided that the potential V additionally satisfies the additional conditions (V1) and
(V2). This will be carried out in Section [ below, where the proof of Theorem 2] will be
given.
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5.1. Variational Formulation on RY ™. Let N > 1 and s € (0,1) be given. We consider
a general class of fractional Schrodinger operators

(5.1) H=(-A)}+YV,

where the potential V : RY — R belongs to the so-called Kato class for (—A)® in RY. We
shall denote this condition by V € K (RY) in what follows. From [I2] we recall that a
measurable function V : RY — R belongs to K (RY) if and only if

(5.2) lim [[((~A)° + B) V[l =0,

E—+oco
For the readers less familiar with Kato classes, we list the following facts (see, e.g. [12]).
o If V € K (RY), then V is infinitesimally relatively bounded with respect to (—A)*.
Therefore H = (—A)® + V defines a unique self-adjoint operator on L?(RY) with
form domain H*(RY), and the operator H is bounded from below.
o If V € LP(RY) with some max{1, &£} < p < +oo, then V € K,(R").
o If » € L2(RY) is an eigenfunction H = (—A)®* + V with V € K (RY), then 1 is
bounded and continuous.
Since H = (—A)® + V is real operator (mapping real functions to real functions), its
eigenfunctions can be chosen real-valued, which we will assume from now on.
Following [20], we now seek a variational characterization of the eigenvalues of H =
(=A)* + V in terms of a local energy functional by using the extension to the upper half-
space Rf *1 From the previous section, we recall the definition

(5.3) a=1-2s

for s € (0,1) given. We introduce the functional

(5.4) () = ds // VPt da dt +/ V(@) u(z, 0)2 da
Ry RN

defined for u € HV¢(RY ), where u(z,0) denotes its trace on IR} *! (see below). As
usual ds > 0 denotes the constant from (I4]). The space /Hl’“(Rf *1) is given by

(5.5) HEARYTY) = {u € HYYRY ) 2 u(z,0) € L2(RY)}

Here the space H*(RY 1) is defined as the completion of C§°(RY*!) with respect to the
homogeneous Sobolev norm

2 _ 2,a
(5.6) lul2,. _//M“ IVl da dt.

By Hardy’s inequality, we see that Hl’“(RfH) is a space of functions if 0 < s < N/2
(note for N > 2 this holds true for all s € (0,1)), whereas for 1/2 < s < 1 when N =1
it is a space of functions modulo additive constants. (See also [20] for more details on
this.) By adapting the arguments in [20], it can be seen that there exists a well-defined
trace operator T : HV¢(RYT!) — F*(RYN), where we often write (T'w)(z) = u(,0) for
notational convenience. Moreover, we have the sharp trace inequality

1
(5.7) // VulPtt dzdt >~ [ (- A) 2T da.
RN+ ds JrN

As an amusing aside, we remark that the constant on the right-hand side 1/d; does not
depend on the dimension N. Finally, we mention the following fact:

(5.8) Equality holds in (5.7) if and only if u = &, f for some f € H*(RN).

Recall that Ef = Ps(t,-) x f denotes the s-Poisson extension of f : RY — R to the upper
halfspace Rf +1. Regarding the proofs of (5.7)—(5.8), we remark that these assertions follow
by an adaptation of the discussion in [20]. We omit the details.

Since we are ultimately interested in H = (—A)*+V with radial potentials V € K¢ (RY),
it is natural to introduce the closed subspace

(5.9) HLGRYT) = {ue HECRYTY) 2 u(w, t) is radial in x € RY for a.e. t > 0}.

rad
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Now we are ready for the following characterization of discrete eigenvalues of H = (—A)*+V
in terms of the local energy functional $(u) introduced above. See also [6] for a similar
result for v/—A on the interval (—1,1).

Proposition 5.1. Let N > 1,0 < s < 1, and V € K,(R"Y). Suppose that n > 1 is an
integer and assume that H = (—A)* +V acting on L*>(RY) has at least n eigenvalues

EFi<E,<---<E,< ianeSS(H).

Furthermore, let M be an (n—1)-dimensional subspace of L>(RY) spanned by eigenfunctions
corresponding to the eigenvalues E1, ..., E,_1. Then we have

E,, =inf {ﬁ(u) tu € /Hl’“(RfH), / lu(z,0)|? de = 1, u(-,0) L M}
RN

with H(u) defined in [B4l). Moreover, the infimum is attained if and only if uw = E,f with
f e  H5RYN), where | f||3 =1 and f € M~ is a linear combination of eigenfunctions of H
corresponding to the eigenvalue E,, .

Finally, if V € Ks(RY) is radial, then the same result holds true with L*(RY) and
'Hl’“(Rerl) replaced by L2, (RY) and Hg‘é (Rerl), respectively, and the eigenvalues counted
in the corresponding subspaces.

Proof. We argue in the same way as in [20]. That is, by (&), we see that the infimum on
the right-hand side is bounded from below by

it { [ NAyR P [ VIFPdes g e HORY). Il =1, £ LMY,

where equality is attained if and only if u = &, f, as we conclude from (&.8). The assertions
now follow from the usual variational characterization for the eigenvalues of H.

Finally, suppose that V € K (RY) is radial and let H = (—=A)* + V act on L2, j(RN).
Now, we just note that if f € (L2, NH*)(RY) then &, f € HL4(RYT), which follows from
the fact that the convolution kernel Ps(x,t) is a radial function of € R, O

With Proposition [B.1] at hand, we now proceed by deriving bounds on the number of
nodal domains for extension of eigenfunctions of H to the upper half-space Rf 1. Recall
that H = (—A)® + V is a real operator, and hence any eigenfunction can be chosen real-
valued. Furthermore, we recall that any eigenfunction ¢ of H = (-=A)* + V with V €

K4(RY) is continuous. Therefore, its extension £,9 belongs to CO(RY™!) and we can
consider its nodal domains, which are defined as the connected components of the open set
{(z,t) € RYT! 1 (&) (x,t) # 0} in the upper half-space RY . We have the following
result based on [20]. See also [6] 3] for related results for /—A on an interval.

Proposition 5.2. Let N > 1,0 < s < 1, and V € K (R"Y). Suppose that n > 1 is an
integer and assume that H = (—A)* +V acting on L*>(RY) has at least n eigenvalues

Fi<Ey<---<FE,< infaess(H).

If 1, € H*(RY) is a real eigenfunction of H with eigenvalue E,,, then its extension Eqatn,
with a = 1 — 2s, has at most n nodal domains on R_‘A_H'l.

Moreover, if V€ K¢ (RY) is radial, then the same result holds true with L*(RY) replaced
by L2 ,(RN) and ¢, € H*(RY) being a radial and real eigenfunction of H for the n-th radial
eigenvalue Er4,

Remark. Note that the assertion about the case with radial potentials is an improvement
in general: Suppose that V € K (RY) is radial. Let £y < F2 < ... and let Efd < E13d <
... denote the discrete eigenvalues of H = (—A)® + V acting on L?(RY) and acting on

L2 (RY), respectively. Then E,, = EX4 for some m < n.

Proof. This follows from a variational argument in the spirit of Courant’s nodal domain
theorem. We follow the arguments given in [20]. For the reader’s convenience, we provide
the details of the proof as follows.
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Suppose that £,1, has nodal domains Q1,...,Q, C RYT! with m > n+ 1. Since £,
is continuous up to the boundary and v, # 0, we see that ; N GRN 1 £ for some

7 =1,...,m. Without loss of generality, we assume that j = 1 holds. Now, we consider
the trial function
(510) Z 5 wn 7]11(2]7

where 7; € R are constants and 14 denotes the characteristic function of a set A C
RY*!. Note that u € HM(RY*TY) with Vu = Y7 (VEn)v;la,. Next, let M be
an (n — 1)-dimensional subspace of L?(R") spanned by eigenfunctions of H with eigen-
values E1,...,E,_1. We can choose v; € R such that u(-,0) L M and |ju(-,0)||z2 = 1.
Furthermore, following the arguments in [20], a calculation yields that

(5.11) = Z |%|2/ [u(z, 0) dar = Anllu(-, 0)[[72 = An.

6RN+1

Thus equality is attained in Proposition 5.1 and hence u = &, f, where f € M1 is a linear
combination of eigenfunctions of H with eigenvalue E,. In particular, the non-trivial
function u = &, f satisfies

(5.12) div (t"Vu) =0 in RYT.

Since u = 0 in the open and non-empty set Q2,41 C Rf“, we conclude from unique
continuation that v = 0 on Rf 1 But this is a contradiction. Hence ., has at most n
nodal domains on Rf +

Finally, we assume that V € K (R") is radial and we consider H = (—A)* + V acting
in L2 ,(RY). In this case, the previous arguments apply in verbatim way by replacing

rad

HE RV with Hrla'é(RNH) Note that £,1, € HE4(RYH!) whenever ¢, € H*(RV) is
radial. Clearly, the nodal domains of £,1,, are cylindrically symmetric with respect to the
t-axis. In particular, the trial function v = 2?21 (Eat¥n)vjla, belongs to He (RYT).

rad

The proof of Proposition is now complete. O

5.2. An Oscillation Estimate. First, we define the number of sign changes of a radial
and continuous function ¢ on R¥.

Definition 5.1. Let 1 € C°(RY) be radial and let M > 1 be an integer. We say that
P(r) changes its sign M times on (0,400), if there exist 0 < r4 < --- < rayr41 such that
Y(ri) £0 fori=1,...,M +1 and sign(¢(r;)) = —sign((rit1)) fori=1,..., M.

We can now state the following oscillation estimate.

Proposition 5.3. Let N > 1 and 0 < s < 1. Suppose that V. € K,RY) is a radial
potential and consider H = (—A)* +V acting on L2, 4(RY). Let E5 < inf oess(H) be the
second eigenvalue of H acting on L2, ;(RN) and suppose that 12 € L*(RY) is a radial and
real-valued solution of Hio = E5*4py. Then 1y changes its sign at most twice on (0, +00).

Remark. In Section[fbelow, we will show that 15 changes its sign exactly once on (0, 4+00),
provided the potential V' satisfies the additional conditions (V1) and (V2). Note that in
N =1 dimension one can deduce a sharper bound as done in [20].

Proof. We follow the arguments in [20] by using nodal domain bounds for the extension of
19 to the upper half-space Rf“.

We argue by contradiction. Suppose that ¢ (r) changes its sign at least three times on
(0, +00). Thus there exist 0 < 11 < r3 < r3 < r4 such that (after replacing v with —ty if
necessary) we have

(5.13) Po(r;) >0 for ¢ =1,3 and 2(r;) <0 for i =24.

Now let Wy = &, with a = 1 —2s be the extension of 3 to RY . Since ¥y € CO(RYT)
with Wa(x,0) = ¢2(z), we deduce from (EI3) that ¥y has at least two nodal domains
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on Rf *1 Hence, by Proposition below, we conclude that U5 has exactly two nodal
domains in Rf *1 which we denote Q, and Q_ in what follows.

Now we use the radial symmetry of ¥p = to(|z|) on RY, which implies cylindrical
symmetry of Uy = Uy(|z],t) on Rf *1 with respect to the t-axis. Clearly, the nodal domains
Q. and Q_ are cylindrically symmetric sets with respect to the t-axis. Therefore, it suffices
to consider the set N = {r > 0} x {t > 0} and likewise let Q24 = {(|z|,?) : (z,t) € Q+} be
the corresponding nodal domains of ¥y on A regarded as a function of r = |z| and ¢. By
continuity of ¥y, we deduce that

(5.14) (ri,e) € Qfd for i=1,3 and (r;,e) € Q2 for i =24,

for all € € (0,eq), where g9 > 0 is some sufficiently small constant. Furthermore, note that
the sets Q124 C AV must be arcwise connected. From this fact and (5.14)) we conclude that
there exist two injective continuous curves v,,vy— € C°([0,1; V) with N = {r > 0} x {t >
0} with the following properties.

e v(0) = (r1,0), v+ (1) = (r3,0) and v (t) € 24 for t € (0,1).

e 7_(0) = (r2,0),7_(1) = (r4,0) and v_(t) € Q™4 for t € (0, 1).
Since r; < re < 13 < r4 holds, we conclude that the curves v4 and ~_ intersect in N e. g.,
this follows from applying [20, Lemma D.1]. But this contradicts Qfd nQrad = . (I

6. Proof of Theorem

Let N > 1 and s € (0,1). Consider the H = (—A)® + V acting on L2, (RY), where V
satisfies the assumptions (V1) and (V2) in Section 2l By assumption, the operator H has
at least two negative eigenvalues Efd < E5* < inf ooq(H) below the essential spectrum.

For notational convenience, we let ¥ (r) = 12(r) denote the second radial eigenfunction
of H = (—A)® 4+ V for the rest of this section.

Since H is self-adjoint, we have the orthogonality (¢, 1) = 0, where 1 = ¢1(r) > 0
is (up to a sign) the unique positive ground state eigenfunction of H (see Lemma [C.4]
below). Thus %(r) has to change its sign at least once on (0,400). On the other hand, by
Proposition (3] above, we conclude that ¢(r) changes its sign exactly once or exactly twice
on the half-line (0, +00). To rule out the latter possibility, we use a continuation argument
for the second radial eigenfunction of a suitable family of self-adjoint operators { H }.c(0,1]
such that Hy,—o = (—A)*+V, whereas H,—1 = —A+ W is a classical Schrédinger operator
with W being some attractive Gaussian potential to ensure that —A + W has to at least
two negative radial eigenvalues. Before turning to the actual proof of Theorem 2] we work
out the preliminaries of this continuation argument first.

6.1. Continuation of Eigenfunctions. Recall that the radial potential V' = V(r) satis-
fies the conditions (V1) and (V2). Without loss of generality, we can assume that V(r) — 0
as r — +o00 in what follows. Hence, by assumption, the operator H = (—A)® +V acting on
L2, (RY) has at least two radial simple negative eigenvalues F5*d < E24 < inf goq(H) = 0.

Since we shall employ a continuation argument in s, it turns out to be convenient to denote
(6.1) Ho=(-A)*+V

for the operator given in the assumptions of Theorem
For x € [0,1], we introduce the following family of self-adjoint operators {Hy}.e(0,1]
acting on L2 ;(RY) given by
b20%% for x € [0,1/3],
(6.2) Ho=4{ HP | forre(1/3,2/3],
HE , for ke (2/3,1).

Here the sub-families {H@}TE[OJ], with i = 1,2,3, act on L2 (R") and are defined as

rad

(6.3) HY = (~A)* +V +7W for 7€[0,1],
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(6.4) H? = (=AY +(1—7)V+W for 7e€l0,1],
(6.5) H® = (=A)I=70+7 L for 7€ [0,1].
Here W denotes the attractive Gaussian potential

(6.6) W(z) = —ge ™,

where g > 0 is the universal constant taken from Lemma [A.labove. Note that H,,—q = Hj
and H,—1 = —A+ W. By Lemma[Ad] the operator H, = —A + W has at least two radial
negative eigenvalues. We have the following result.

Lemma 6.1. Let the family {H,}.c(0,1) acting on L2, (RY) be defined as above. Then, for
every k € [0,1], each Hy, has at least two negative radial eigenvalues and the first two radial
eigenvalues Bi*! < B3 < 0 are simple. Furthermore, let 1. € L2,,(RN) with ||¢,]| 2 = 1
denote the radial eigenfunction of H, for the second eigenvalue Ega;} Then, after possibly

changing the sign of 1, the following properties hold.
(i) B — B as 5/ — k.

’
i

(ii) ¢ — Yy in LN LES, as k' — k.

Remark. The previous lemma can be obviously generalized to the first radial eigenvalue
E{a,f and its corresponding eigenfunction v ,; (as well as higher eigenvalues and eigenfunc-
tions if present.) However, we shall only need the second eigenfunction/eigenvalue in the

proof of Theorem [2] below.
Proof. The proof of Lemma is provided in Appendix [A] below. O

6.2. Completing the Proof of Theorem [2l Let {H}.c[o,1] denote the family of oper-
ators defined above. For notational convenience, we use the following notation

H, = (-A)+V,.
Recall that He—o = (—A)* +V and Hy,—qy = —A — ge‘zz. Let v, denote the second

normalized radial eigenfunction of H, and let E,, = E§ag denote the corresponding second

radial eigenvalue of H,.. We have the following properties.

(i) For k € [0,1), the function 1, (r) changes its sign exactly once or twice on (0, +00).
(ii) The function t,—1 changes its sign exactly once on (0, 4+00).
(iii) ¥n — ¥y in L2 N LS, as £ — k.
Indeed, property (i) follows from observations already made at the beginning of this section.

Also, we deduce (ii) from classical ODE arguments, since t,—1(r) is the second radial

eigenfunction of the Schrédinger operator Hy,—1 = —A — ge™ . Property (iii) is given by
Lemma above.

Suppose now that () = ¥,.—o(r) changes its sign exactly twice on (0, +00). We define
(6.7) ks = sup {k € [0,1) : 1. (r) changes its sign exactly twice on (0, 4o00)}.

From properties (i) and (iii), we deduce that if 1, (r) changes its sign twice, then 4. (r)
changes its sign twice for ¢ > 0 small. In particular, this shows that k. > 0 holds.
Furthermore, we conclude that

(6.8) ¥y, () changes its sign exactly once.

If otherwise 1, () changed its sign exactly twice, we would get a contradiction from the
previous observation and the definition of k, > 0.

Note that 1., € L' by Lemma [C2 (i) if k. < 1 and from standard arguments for
classical Schrodinger operators if k. = 1. Now, we claim that

(69) Vr, dz =0,
RN

and

(6.10) / Vi . dz = 0.
RN
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For the moment, let us assume that these identities hold. By combining them, we find

(6.11) [ Wlla) = Vi )} e ) o = 0,

where r, > 0 is such that ¢, (r) > 0 for r € [0,7.) and 9, (r) < 0 for r € [r., +o0) (and
1, does not vanish identically on both intervals). But since V), is monotone increasing, we
obtain a contradiction from (G.IT]). Thus everything is reduced to proving ([6.9) and (E.I0).

We begin with the proof of ([GI0). Since v, (r) changes its sign twice in (0,4o00) for
0 < Kk < Ky, we can assume that, for some 0 < 7, < 72, < +00,

(612) T/JK(T) =20on [0,7"17,1), 1/1n(7") < 0on [Tl,n;r2,n)a wn(T) > 0on [TQ,M +OO)7

and 1. (r) does not vanish identically on each of these intervals. Since v, € C° for all
k € [0,1] and 9, — ¥, in LY as k — ks and ¢, (0) # 0 by Theorem 1, we see that

loc
r1,5 7> 0 as K — k4. Since 1., (1) changes its sign exactly once, we conclude that we must

have 73 ,, = +00 as kK = K. Thus, for some 0 < ry ,, < +00,
(6.13) Y, (r) 2000 [0,71,4,.), ¥, (r)<0on [r,,,+00),

where 1, (r) does not vanish identically on each of these intervals.
Next we note that V,,(r) — 0 as r — +oo and E,; < 0. Hence, by Lemma (i), the
asymptotics of 1, (r) for x € [0,1) (and hence s,, < 1) are given by

(6.14) Y (r) = — A, (/RN Vithw dz) N2 o(rmN 7255 as r — o0,

with some positive constant A,, > 0. In view of (GI4), we deduce for 0 < k. < 1 from

@ID) that

(6.15) / Vitbsdx <0 for k € [0, ky),
RN
and
(6.16) / Vet dz >0,
]RN

which follows from (614 and (6I3) for k. < 1 and from Lemma [A2] for x, = 1. Next, we
note that

(6.17) VK’L/JR—>/ Vi, e, 88 K — K.
RN RN

Assuming this convergence, we conclude from (6.10]) and ([G.I6) that the claim (6.10]) holds.
Hence it remains to prove ([G.I7). We discuss the cases k. < 2/3 and k. > 2/3 separately
as follows.

First, assume that . € (0,2/3] holds. In this case, we have s, = s, = s is constant for
all k < k. Moreover, we have that F,, < —A < 0 with some constant A > 0, by continuity
of kK — E, and the negativity E, < 0. Also, we readily see that V,(z) + A > 0 for all
|z| > R, where R > 0 is some constant independent of x. Thus we can apply Lemma [C.2] to
deduce the uniform decay estimate |1 (x)| < (x)~N=2% for x € [0,2/3]. Since ¥, — Yy,
in L2, this uniform decay bound implies that ¢, — %, in L'. By the fact that Vj, — V.,
in L*°, we deduce that (6I7) holds, provided that k. < 2/3.

Assume now that k. € (2/3,1]. Here we simply note that H, = (—A)*~ + W for
Kk € (2/3,1], where the fixed potential W = —ge=®" is smooth and rapidly decaying.
Recalling that 1, — 1, in L? and V,, = W € L? for x € (2/3,1], we directly obtain (G.17)
in this case.

It remains to prove (6.J). Indeed, we integrate the equation for v, over RY. This gives
us

(6.18) / (=AY . do + / Vit de = E,. / b, d.
RN RN RN
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Note that [pn (—A)*=+1),, dz = 0 holds, which follows from the Fourier inversion formula
and the fact that (—A)*<,. € L. Recalling that E,, # 0, we infer from (6.10) that (6.9)
also holds. This proves (611 and leads to the desired contradiction.

The proof of Theorem [2lis now complete. ([

7. Nondegeneracy of Ground States

This section is devoted to the proof of Theorem [Bl that establishes the nondegeneracy
of ground states Q > 0 for equation ([BI)). By Proposition Bl we can assume that Q =
Q(|z|) > 0 is radial without loss of generality. This proof of Theorem Bl will be divided into
two main steps as follows. First, we establish the triviality of the kernel of the linearized
operator L in the space of radial functions. Here the oscillation result of Theorem
enables us to follow the ideas of [20] given for N = 1 space dimension. Furthermore, to rule
out further elements in the kernel of L, apart from 0,,Q), with ¢ =1,..., N, we decompose
the action of L using spherical harmonics. In fact, this latter argument is based in spirit
on an argument by Weinstein for this nondegeneracy of ground states for NLS in [38]. In
our setting, we need certain technical adaptations to the fractional Laplacian using heat
kernel and Perron—Frobenius arguments, which are worked out in Appendix [Cl

7.1. Nondegeneracy in the Radial Sector. First, we show that the restriction of L,
on radial functions has trivial kernel.

Lemma 7.1. We have (ker L) N L2 (RY) = {0}.

Proof. We argue by contradiction. Suppose that there is v € L2 (RY) with v # 0 such
that Liv = 0 holds. Recall that, by assumption, the Morse index of L, is one. Hence 0
must be the second eigenvalue of L. From Theorem 2] we conclude that (up to changing
the sign of v) there is some r, > 0 such that

(7.1) v(r) 20 forre[0,r.), wv(r)<O0 forrer.,+00),

and v Z 0 on both intervals [0,r,) and [r.,+00). Now, this fact puts us in the same
situation, as if Sturm oscillation theory was applicable to the radial eigenfunctions of L.
Therefore we can follow the strategy of [20] based on the nondegeneracy proof for NLS
ground states in [I3]. First, we note that a calculation shows that

(7.2) LiQ=—-aQ*" and L, R=-2sQ,
where

2s
(7.3) R= EQ+:U-VQ.

Using the decay and regularity estimates for @, it is easy to check that R € H?**1(R") and
hence Q and Q°*! both belong to ran L. . However, the strict monotonicity of @ together
with v L ran L, leads to a contradiction as follows. For any u € R, we have orthogonality

(7.4) (v,Q" — pQ) = 0.

But by choosing now g, = (Q(r«))* with 7. > 0 from (TI)), the fact that Q(r) > 0 is
monotone decreasing implies that v(r)(QT1(r) — u.Q(r)) = 0 (with # 0) for all » > 0.
But this contradicts (Z4)) and completes the proof of Lemma [T O

7.2. Nondegeneracy in the Non-Radial Sector. Since Q = Q(|z|) is a radial function,
the operator L, = (—A)*+1—(a+1)Q® commutes with rotations on RY. In what follows,
let us assume that N > 2 holds. (The arguments can be adapted with some modifications
to the case N = 1; see [20] for the proof of the nondegeneracy result in the one-dimensional
setting.) Using the decomposition in terms of spherical harmonics

(7.5) L*(RY) = @B He,

20
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we find that L, acts invariantly on each subspace
(7.6) He = L*(Ry, 7V~ Ldr) @ V.

Here Yy = span{Yem}menm, denotes space of the spherical harmonics of degree ¢ in
space dimension N. Note that the index set M, depends on ¢ and N. Recall also that
—Agn-1Yym =Ll + N —2)Yy u1.

For each ¢ € A, the action of L on the radial factor in Hy is given by

(7.7) (Lo e f)(r) = (A0)°F)(r) + f(r) = (@ +1)Q(r) f(r),
for f € C§°(Ry) C L2(R4,rN~1dr). Here (—A;)® is given by spectral calculus and the
known formula
7 N-19 (({l+N-2)
o2 r o r2
Technically, we consider (7.8) as a self-adjoint operator in L?(R ) defined as the Friedrichs
extension of the corresponding differential expression acting on C§°(R4).

Note that Lemma [TI] above says that ker L1 o = {0}. We now derive the following
result.

Lemma 7.2. We have ker Ly ; = span {0,Q} and ker Ly o = {0} for £ > 2.

Proof. By differentiating equation ([B.1), we see that L49,,Q =0 for i =1,..., N. Since
02,Q = Q'(r)% € Hy—1, we deduce that L, 1Q" = 0. Because of Q'(r) < 0 by Proposition
B and the Perron-Frobenius property of Ly 1 (see Lemma [C.4)), we deduce that 0 is the
lowest and hence nondegenerate eigenvalue of L, ;. Thus we conclude that ker L, ; =
span {0,Q}.

Finally, by Lemma[C.5] we have the strict inequality L4 o > L ;1 in the sense of quadratic
forms for any ¢ > 2. Since 0 is the lowest eigenvalue of L 1, this implies that 0 cannot be
an eigenvalue of L o for £ > 2, which completes the proof of Lemma [7.2] O

7.3. Completing the Proof of Theorem Bl Let ¢ € L?(RV) satisfy L. & = 0. By
Lemma [Tl and [7.2] we conclude that £ € H,—; and that £ must be a linear combination
of 0,,Q,...,0,,Q. O

(7.8) A=

8. Uniqueness of Ground States

In this section, we give the proof of Theorem dl Thanks to the nondegeneracy result of

Theorem B] we can now closely follow the strategy developed in [20], where uniqueness of
the ground state @ = Q(r) > 0 was shown for N = 1 space dimension. That is, by starting
from a given radial ground state Q4, = Qs,(r) with so € (0,1) given, we construct a branch
s — Qs of radial ground state solutions to
(8.1) (—A)'Qs + Qs — |Qs|*Qs =0 in RN,
The local existence and uniqueness of Qs for s close to sg follows from an implicit function
argument, based on the invertibility of the linearized operator L, around @, in the radial
sector. Then, by deriving a-priori bounds from above and below for @5 we will be able to
extend the branch to s = 1, linking the problem to the classical case, where uniqueness and
nondegeneracy of Qs—1 is well-known; see [27, [13]. Finally, we show the uniqueness of the
branch @), starting from the ground state @s,, which establishes the uniqueness result of
Qso.

For the reader’s convenience, the following presentation will be mostly self-contained. In
contrast to [20], the flow argument in s will be carried out with fixed Lagrange multiplier
in (8J). That is, the zeroth order term in (8J]) is Qs instead of A\;Qs as in [20] with
some function A; depending on s. In fact, the approach with Ay = 1 taken here will turn
out to be advantageous due to two reasons: First, the derivation of a-priori bounds will
become more transparent. Second, the generalization of the flow argument for more general
nonlinearities than pure-power nonlinearities will be more straightforward (to be addressed
in future work).
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8.1. Construction of the Local Branch. We start with some preliminaries. Let N > 1,
s € (0,1), and 0 < a < (80, N) be fixed throughout the following. We define the real
Banach space

(8.2) X = {f e L*RY)NL**R"): f is radial and real-valued},
equipped with the norm

(8.3) [fllxe = Il + 1 Fll Lo

For s € [sp, 1), we consider € X that solve in the sense of distributions the equation
(3.4) (CAYQ+Q-1Q"Q=0 RN,

By a bootstrap argument, it is easy to see that indeed Q € HZ*1(RY) holds (see, e.g.,
[20, Lemma B.2] for N = 1; for N > 2, the modifications of the proof given there are
straightforward.) Nevertheless, we prefer to discuss solutions @ in X ¢, since the space will
be a natural s-independent choice when we below construct a local branch Q4 parametrized
by s € [s0,1). Note also that, at this point, we do not assume that @ € X is necessarily
a positive solution of (84).

Proposition 8.1. Let N > 1, 0 < s9 < 1, and 0 < a < a.(so,N). Suppose that
Qo € X° solves equation [84) with s = sg. Moreover, assume that the linearization
Ly =(=A)+1—(a+1)|Qo|* has trivial kernel on L% j(RY).

Then, for some § > 0, there exists a map Q € CY(I; X®) defined on the interval I =
[s0, 80 + d) such that the following holds, where we denote Qs = Q(s) in the sequel.

(i) Qs solves [84) for all s € I.
(ii) There exists € > 0 such that Qs is the unique solution of [&4) for s € I in the

neighborhood {@Q € X : ||Q — Qo||x~ < e}. In particular, we have that Qs—o = Qo
holds.

Remarks. 1.) By standard arguments, the operator L has a bounded inverse on X< if

L has trivial kernel on L2 ,(RY).

2.) We could also construct a local branch Q, for s € (so — 9, s0] with some 6 > 0 small.
But since we are ultimately interested in extending the branch Qs to s = 1, we shall only
consider the case s > sg.

3.) Recall that, in contrast to [20], we do not introduce a Lagrange multiplier function
As depending on s in (84]).

Proof. As in [20], we use an implicit function argument for the map

1
8.5 F:X%x[sg,80+9) > X% F(Q,s) =Q— ——|Q|“Q.
Clearly, we have that F(Q,s) = 0 if and only if @ € X solves (84]) and, by assumption,
we have F(Qo, so) = 0. Moreover, following the arguments in [20], we can show that F is

well-defined map of class C'. Next, we consider the Fréchet derivative

(3.6) DoF(Qo,0) =1+ K, with K fm(a 1)/Qol".

Note that the operator K is compact on Ly,q(RY) and we have that —1 ¢ o(K), which
follows from the fact that 0 is not an eigenvalue of Ly = (=A)% + 1 — (o + 1)|Qo|*
Moreover, we check that K maps X to X and that the bounded inverse (1+ K)~! exists
on X®. Hence the Fréchet derivative 0gF has a bounded inverse on X at (Qo,so). By
the implicit function theorem, we deduce that the assertions (i) and (ii) of Proposition B
hold for some § > 0 and ¢ > 0 sufficiently small. O
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8.2. A-Priori Bounds and Global Continuation. We now turn to the global extension
of the locally unique branch Qs, with s € [sg, sg +0), constructed in Proposition Bl above.
Again, we follow the general strategy derived in [20] for the N = 1 case. However, since we
work with fixed Lagrange multiplier in (81]), the arguments below will differ from those in
[20].

For the following discussion, we first recall that N > 1, 0 < sg < 1, and 0 < a <
ax(sg, N) are fixed. Furthermore, we suppose that Qo € X* is fixed and satisfies the
assumptions of Proposition Il Correspondingly, let denote Q, € C*(I; X®) with I =
[s0, S0 + 0) the unique local branch given by Proposition BIl We consider the mazimal
extension of the branch Qs with s € [sg, s.), where s, is given by

(8.7)  s.:=sup{so<5<1:Qs€C([s0,5); X) and Q, satisfies the assumptions
of Proposition Bl for s € [sq, 3) }.

Our ultimate goal will be to show that s, = 1 holds if Q5, = Qo is a ground state solution of
®4). To do this, we derive a-priori bounds along the maximal branch Qs with s € [sg, s.).
Before we proceed, we introduce some shorthand notation for the rest of this section.

Convention. We write X <Y to denote that X < CY with some constant C > 0 that
only depends on N, «, sg, and Qq. As usual, the constant C' > 0 may change from line to
line. Furthermore, we use X ~Y to denote that both X <Y and Y < X hold.

As essential step, we derive the following a-priori bounds.

Lemma 8.1. We have the a-priori bounds
[ar~ [ 1carap~ [ e~
RN RN RN

Proof. We divide the proof into the following three steps.

for all s € [sg, Sx).

Step 1. Lower bounds. It is convenient to use the following notation

(85) T T T O e O A
RN RN RN

for s € [so, s+). We first claim that

(8.9) My~ Ty~ V,.

To see this, we integrate equation ([84) against Qs and = - VQs, respectively. (Note that,
by some straightforward estimates, we have x - VQ, € H*®.) This yields
(8.10) T, + M, = V,.
Moreover, by using the fact that [V -z, (—A)®] = —2s(—A)?, we obtain the Pohozaev-type
identity

N —2s N N

T+ —~M, = v,

2 * 2 oa+2

Combining (8I0) and (8IT), some elementary computations lead to (89).
Next, from the fractional Gagliardo—Nirenberg—Sobolev inequality ([8.4]) we derive that

(8.11)

Na at+2  Na
TS4S ]\4‘S 2 4s
N e
S

which follows from the fact that the optimal constant in ([B.4) can be uniformly bounded
with respect to s > so with sg fixed; see, e.g., Lemma A.4 in [20] and its proof for N =1
dimension; the adaptation to N > 2 poses no difficulties. In view of (89, we see that

(8.12) Ms~Ts~ Vi 21,

i.e., the quantities are uniformly bounded away from zero. Thus it remains to find an
upper bound for one of the quantities My, T or V.
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Step 2. Regularity. We claim that
(8.13) |-y T Q3. S VI

(This is a regularity statement since s — aN/4(a + 2) > s/2 for s > sg, thanks to the
condition « < au(so, N). However, the point here is that the constant here is independent
of 5.) Indeed, from the identity Qs = ((—A)® + 1)71|Q4|*Qs and Plancherel’s identity, we
deduce that

N

fA>t
8.14 7At s D= (7 S(l s < 7Atfs Sa s R
B9 lEarQle = |G| <l-aierel.
for any t > 0. In particular, the choice
Na
1 —s X
(8.15) L= Tt 2)

satisfies s > ¢t > s — 50/2 > s9/2 thanks to the condition o < au(sg, N) < au(s, N) for
s > so. For this choice of t, the operator (—A)*~* on RY is given by convolution with
|$|_N(a+4)/(2(a+2)) up to a multiplicative constant depending only on v and N. Hence, by
the weak Young inequality,

_ N(a+4) 2(a+1)
(316) A QI3 S el 3 5 (Qu17Qu) 3 S 11QuI | aug = V5,
which is the claimed bound.

Step 3. Upper bounds. Recall that is suffices to derive an upper for one of the quantities
My, Ts, or V5. We shall prove a uniform upper bound for V; as follows. If we differentiate
the equation satisifed by Q¢ with respect to s, we get

L+,st = _(_A)S 1Og(_A)Qs
with Qs = % and Ly s = (—A)° — (e + 1)|Qs|* + 1. Using this fact and the identity
Li Qs = —aQ%T! we find

(8.17) Ly =@+a) (@) = 22

ds «

Next, for ¢ defined in (BIH) above, we have that

(Qu (~A) Tog(=2)Q2) =2 [ J6 (loz 1) 1Q.()F de

(Qs, (=A)* log(=A)Qs) -

—2 / € (log [€]) [0 () dé + 2 / €2 (log [€]) |0 (6) ? de
EI<R £

£|>R

<2(log ) [ €PIQUO de + 2B (og B) [ I6IQu€) e

2(at1)

< 2(log R)T, + 2R**~*(log R)Vs °*2 |

provided that we take R > e, which gives us |¢|2~*(log|¢|) < R%* *(logR) for
|€] > R. Note also that we used ([8I0]) in the last step. Now, we choose
2(1+a)
RM=2 — oy, 70 > e=271..
with some suitable constant ¢ ~ 1. This is possible thanks to the uniform lower bound
Vs 2 1 and since % —1 > 0. Going back to (BIT) and recalling that Ty ~ Vi, we

2
obtain the differential inequality

d
(8.18) d—Vs S (T4 1log Vi) Vs,

s
which by integration yields the uniform upper bound V, < e¢” < 1 for s € [sg, s.). The
proof of Lemma [B.1]is now complete. O

Lemma 8.2. Suppose that Qs,(|z]) > 0 is positive. Then, for all s € [so, s«), we have
Qs(lz]) >0 for e RN, Qu(|z)) < |x|™ for || > 1.
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Remark. By Proposition[B.0l we have the improved bounds Cy (z) ™V =2% <y . Qs(z) Sn.s
Co(z)~N=25. However, the point here is to obtain bounds that are uniform in s.

Proof. The positivity of Qs(|z|) > 0 for s € [sg, s4), provided that Qs,(|x]) > 0 initially
holds, can be inferred from spectral arguments. That is, we note that @ is the ground
state of the linear operator A, = (—=A)* + 1 — |Q|®. For s = s, this follows from the
assumption that Qs,(z) > 0 holds and that Ay enjoys a Perron—Frobenius property; see
Lemma [C4l Since A, — A, as s’ — s in the norm resolvent sense, we deduce that Q; is
the ground state eigenfunction of A, for s € [sg, s+). Hence we deduce that Q(x) > 0 for
s € [S0, 8x). See [20, Lemma 5.5] for details in N = 1 dimensions, but the generalization to
N > 2 is straightforward.

Once the positivity of Qs(z) > 0 is established, we now derive the uniform decay bound

(8.19) Qs(lz]) < |z|7N for |z| 2 1.

First, recall that Qs € L' holds by Proposition Bl Integrating equation (BI)) over RY
and using the fact that f]RN (—=A)*Qs = 0 holds, we obtain the identity

8.20 s = atl
(5.20) [ a.-[ o

1 —a
By Hélder’s inequality, we have that [px Q2T < (fon Q)™ ([fon QT?) @+”. Using
the a-priori bound from Lemma Bl we deduce the uniform bound

(8.21) / Q. < 1.
RN
By Proposition BI] the function Qs(x) > 0 is decreasing in |z|. Hence, for any R > 0,
(8.22) Qs > / Qs(R) 2 RYQs(R).
RN lz|<R

In view of [B2T) we conclude that (8I9) holds, completing the proof of Lemma 82l O
We conclude this subsection with the following convergence fact.

Lemma 8.3. Let (s,)52; C [S0,S«) be a sequence such that s, — s. and suppose that
Qs,, (|Jz]) > 0 for n € N. Then, after possibly passing to a subsequence, we have Qs — Q.
in L2(RN) N LYP2(RY) as n — +o00. Moreover, the function Q.(|z|) > 0 is positive and
satisfies

(8.23) (A Qu + Q. — QT =0 in RV,
< 1 by the

Proof. Let Q, = Qs, in the following. Recall the uniform bound ||Qpn|/ms0 S

a-priori bounds in Lemma [RIl Passing to a subsequence if necessary, we have Q,, — Q.
weakly in H%°. Furthermore, by local Rellich compactness, we can assume that Q,, — Q. in
L2 . and pointwise a.e. in RY. Thanks to the uniform decay bound in Lemma B2 we can
upgrade this to Q,, — Q. strongly in L?. Next, the condition o < v« (59, N) and Sobolev
embeddings ensure that |@Qn||L» < 1 with some p > a + 2. Thus, by Holder’s inequality,
we deduce that Q,, — Q. in L*T2(RY).

Finally, we note that the limit Q. (|z|) > 0 is a positive function in L?(RY) N LeT2(RY)
and satisfies equation ([823). Indeed, since @, (|z|) > 0 and @Q,, — Q. pointwise a.e. on
RY | we deduce that Q.(|x|) > 0. Furthermore, thanks to the uniform lower bounds in
Lemma B and @, — Q. in L?, we obtain that Q, # 0. Moreover, by passing to the
limit in the equation satisfied by @, we deduce that (823) holds. But this shows that
Q« = ((—A)* +1)71Q*"!. Since the kernel of ((—A)® + 1)1 is positive (a classical fact
for s, = 1; for s, < 1, see Lemma [C.J]), we obtain that Q.(|z|) > 0 as well. O

We conclude this subsection by showing that s, = 1 holds, if the branch Q4 starts at a
ground state.

Lemma 8.4. Let Qs, = Qs,(|z]) > 0 be a ground state solution of B.I). Then its mazimal
branch Qs with s € [sg, s+) extends to s, = 1.
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Proof. By Lemma [B2] we have Q;(]z|) > 0 for all s € [sg, s«). We consider the linearized
operators along the branch

(8.24) Lis=(-A)4+1—-(a+1)Q7.

By an adaptation of the arguments in [20], we see that the Morse index of L ¢ acting on
L2 (RY) is constant, i.e.,

(8.25) N_ rad(Lys) =1, for s € [so, s).

Consider now a sequence s, — s, with s, < s, and let @, = Qs,. By Lemma [R3 we
see that @, — Q. in L2 N L2 and Q.(|z|) > 0 satisfies equation (823)). Suppose now
s« < 1 holds. We claim that Q. is a ground state solution for ([823]), which would yield a
contradiction, since the nondegeneracy result in Theorem Bl would imply that the branch
Qs can be extended beyond s, < 1.

That Q. is a ground state solution can be directly seen as follows. Let L, . denote its
corresponding linearization

(8.26) Liw=(=A) +1— (a+1)Q%

Following the discussion in [20], we conclude that Ly s, — L4 . in the norm resolvent
sense. By the lower semi-continuity of the Morse index with respect to this convergence,
this shows

(8.27) lgggfj\/;*rad(LJﬁn) = ./\/;Jad(LJﬁ*).

On the other hand, if we integrate equation (823) against Q., we see that (Q., L1 .Q.) =
—a []Q«|*** < 0. Thus, by the min-max principle, we conclude that L, , acting on
L? ((RY) has Morse index equal to one. Hence Q.(|z|) > 0 is a ground state solution
to (823) in the sense of Definition Bl Therefore L, has trivial kernel on L2, j(RY) by
Theorem Bl In particular, the branch Qs could be extended beyond sy, if s, < 1 was true.
Hence s, = 1 holds. O

8.3. Completing the Proof of Theorem Ml Tet N > 1,0 < sg < 1, and 0 < a <
(50, N) be fixed. Suppose that Q., = Qs (|z]) > 0 and Q,, = Qs,(|z]) > 0 are two
radial positive ground states for equation ) with s = so and Q., # Qs,.

By Theorem Bl we conclude that Q,, € X* and QSO € X both satisfy the assumptions
of Proposition Bl By Lemma [B4] both branches extend to s = 1; i.e., we have Q, €
C'([50,1); X*) and Q, € C([s0,1); X*). Moreover, we deduce that Q, # Q. for all
s € [s0,1) from the local uniqueness in Proposition Bl Furthermore, by Lemma B3] and
s« = 1, we deduce that Qs — Q. and Qs = Q. in L2NL*"2 as s — 1 with s < 1. However,
it known that uniqueness holds for the positive radial solution Q. (|z|) > 0 in L? N Lo+?
solving

(8.28) —AQ.+ Q. —Q>1 =0 in RV,

For this result, see Kwong [27] for N > 2, whereas for N = 1 the unique solution Q. is in
fact known in closed form (see, e.g., [20]). (Note that a direct bootstrap argument shows
that @ € C? holds and thus the result [27] is applicable.) Therefore, we have Q, = Q.
and hence ||Qs — Qsll2are+2 — 0 as s — 1 with s < 1. But it is also known that Q,
has nondegenerate linearization L, = —A + 1 — (o + 1)Q¢. In particular, the operator
L, =—-A+1-(a+1)Q¢ is invertible on L? ,(RY); see [27, 13]. Thus, by an implicit
function argument in the spirit of the proof of Proposition Bl there exists a unique branch
Q, € CH{((1 — &,1]; X%) solving (84]) around Q,_, = Q. with some small ¢ > 0, which
contradicts Qs # Q, for all s € [sg,1).

The proof of Theorem Ml is now complete. (I
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Appendix A. Continuation of Eigenfunctions
In this section, we prove some technical results needed in the proof of Theorem

Lemma A.1. Let N > 1. There is some constant g > 0 such that, for any s € (0,1], the
operator H = (—A)* — ge_””2 has at least two negative radial eigenvalues.

Proof. The variational principle (see, e.g., [30, Theorm 12.1]) says that if there exist two
radial, orthonormal functions 1,1 € H® (RN ) such that the two-by-two matrix

(W5, (=A)°¢x) + (¥, Wbr)) 1 ¢ o

has two negative eigenvalues, then also the operator (—A)® + W has two negative radial
eigenvalues and they are bounded from above by the eigenvalues of the matrix.
We take the radial functions

di@) = w2 () = (NaN22) T @ - Ny,

These two functions are orthonormal. (They are the first two radial eigenfunctions of
the harmonic oscillator in N > 1 dimensions.) Consider the matrices T(9) = (tﬁ)) and

Ve = (vj(?) with

1) = W (0w, olf) = (e )

and note that tﬁ) = tésj) and U](-‘,? = ’U](Cj-). By orthonormality, the matrix V(=% is the

identity matrix. Since the matrix V(%) is symmetric and depends continuously on ¢, for all
€ > 0 sufficiently small, both eigenvalues are strictly positive. From now on, let this value
of € be fixed. We denote the corresponding positive eigenvalues of V() by 0 < po < p1.

Next, we observe the simple fact that the entries of T(®) are uniformly bounded with
respect to s € (0,1]. That is, there is a constant C' > 0 such that sup;; ;< |t§2)| < C for
all s € (0,1]. Hence the eigenvalues of T(*) — GV lie in the intervals [—gu; — C, —gu; + C]
for any s € (0,1]. Thus both eigenvalues of T() — gV are negative for § = 2C/ 1.

By the variational principle, we conclude that the operator (—A)® — ge’EIZ has two
negative eigenvalues. By scaling, this means that (—A)® — s—sge—f has two negative
eigenvalues. We may assume that € < 1 holds. Then, by the variational principle, the

eigenvalues of (—A)* —s—sge—f are not smaller than those of (—A)®—ge™* 1

* with g=¢€"g.
This completes the proof of Lemma [AT] O

Lemma A.2. Let N > 1 and consider H = —A + W with W(z) = —ge™ and g > 0
as in Lemma Al Let ¢)(r) denote the second radial eigenfunction of H and assume that
Y(r) <0 forr>>1. Then [px Wipdx > 0.

Proof. From classical Sturm oscillation theory we obtain that ¢(r) has exactly one zero
at 7, > 0, say. By assumption on % (r), we have that 1(r) > 0 for r < r, and ¢(r) < 0
for r > r,. Next, by integrating the equation —Aw + W1 = E1) over RY and using that
Jan A dz =0 (note that ¢ decays exponentially by standard arguments), we obtain that

(A.1) Wiyde=FE Pdx.
RN RN

Since F < 0, it suffices to show that

(A.2) Pdx < 0.

RN
Indeed, let W, = W(r,). Since W(r) is monotone increasing, we have W(r) < W, for
r <r, and W(r) > W, for r > r.. Therefore W(r)i(r) < W,i(r) both for r < r. and
r > ry. Thus,

(A.3) Wipde <W. [ dr.
RN RN
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Now, we claim that E > W,. To show this, we note that v satisfies the Dirichlet problem
—~AY+ (W —-E)Y) =0 onRN\ B,

with the boundary conditions ¢ = 0 on dB,, and ¥ — 0 as |z| = 400. By the maximum
principle, we deduce that ¢ £ 0 implies that W(r) — E < 0 for some r > r.. Recalling
that W (r) > W, for r > r,, we conclude that E > W,. Since E [pn ¢ dz < Wy [pn ¢ da
by combining (AJ]) and (A3), we find that

(E—W*)/ bdr <0
RN
Since E — W, > 0, we deduce that (A2) holds. O

A.1. Proof of Lemmal[6.9]l First, we show that H, has two radial and simple eigenvalues
Erad < E”d < 0. For s € (0,1), the simplicity of E”d follows from Theorem 2l For s =1,
the sunphmty of radial eigenvalues of H = —A+ W follows from classical ODE arguments.
Hence it remains to show the existence of Ej%! < E5* < 0. In view of ([6.2), it suffices to
prove this fact for each of the families H\” with i = 1,2,3 given in E3)—(@5).

Indeed, we note that H\ < Hy = (=A)% +V for all k € [0, 1], since we have W < 0
By assumption on Hy and the min-max principle, we conclude that H ,9) has at least two
radial negative eigenvalues for all k € [0, 1] . Likewise, we see that a7 < (=A)% + W for
all x € |0,1] because of V' < 0. By Lemma [AJ] and the min-max principle, we deduce that
H ,(.;2) has at least two radial negative eigenvalues for all x € [0,1]. Finally, we directly see
from Lemma [A 1] that H, ,(f) has at least two radial negative eigenvalues for all x € [0, 1].

Next, we prove the properties (i) and (ii). Let n € {1,2} be fixed. For notational
convenience, denote F,, = Eéad and 9, = 12 ,; in the following. (The proof below identically
works for E”d and 91 ,, but we do not need this here.)

First, we remark that property (i) (i. e. continuity of eigenvalues) follows from standard
spectral theory, since the self-adjoint operators converge H, — H, in the norm resolvent
sense as k' — k. That is, for any z € C with Im z # 0, we have

(A.4) [(He —2)7" = (Hy — 2)~

We omit the straightforward details of the proof of this fact; see [20] for N =1 dimension.
To show property (ii), let P, : L? — L? denote the corresponding projections onto the
eigenspaces of H, with discrete eigenvalues E,,. By Riesz’ formula, we have

1 -1
(A5) P,i 2—7” L (H,{ - Z) dZ,

1||L2_>L2 —0 as K — k.

where I';, parameterizes some circle in C around F, € R with radius r > 0 sufficiently
small such that {z € C: |z — E;| <r}No(H,) = {E.}. From (AF), (A7) and property
(i), we can deduce that ||Py — Pyl|lr2—r2 — 0 as & — k. Since ran(P,;) is spanned by
1y, it is easy to see that (after changing the sign of v, if necessary) that the L?-operator
convergence of the eigenprojections P, imply that the normalized eigenfunctions satisfy
(A.6) Vo — U, in L2(RY) as k' — k.

Next, we note that | E,;| < C by property (i) and that || V| L~ < C uniformly in x € [0, 1].
Hence, by applying Proposition [B3] for x € [0,2/3] with s = so, we deduce
(A.7) |kl co.s < C for k€ [0,2/3],
in the range x € [0,2/3] with some constant C' > 0 independent of x and any 0 < 8 < 2sg
fixed. For x € (2/3,1], we recall that H, = (—A)* + W with s, € [sg, 1]. Since the fixed
potential W € S(R™) belongs to the Schwartz class, we can easily bootstrap the equation
H,, = Eqtby to see that ||¢g]lgm Spm 1 for any m > 0 and « € [2/3,1]. Choosing some
fixed m > N/2+ 1, we deduce from Sobolev embeddings that the uniform Holder bound
(A7) holds in fact for all k € [0, 1], by changing C > 0 if necessary. From (A.6]) and (A1),

we obtain the convergence

(A.8) Y — Y in L2 (RY) as k' — k.

loc
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The proof of Lemma is now complete. O

Appendix B. Regularity Estimates

B.1. Holder Estimates. Let N > 1 and 0 < s < 1 be fixed throughout the following. We
consider the linear equation

(B.1) (=A)Yu+Vu=0 inRY,

We assume that the potential V : RN — R satisfies the regularity condition:

(B.2) VeL*RY)ifs>1andV e CO7(RYN)if 0 < s < 3 with some y >1— 2s.
Concerning the linear equation (B.), we have the following regularity result.

Proposition B.1. Suppose that V satisfies (B2). If u € L>®(RYN) solves (B, then
u € CYP(RN) with some B € (0,1).

Proof. This fact is a direct consequence of Schauder-type estimates for (—A)® derived in
[36]. Indeed, we note that (—A)%u = w with w = —Vwu in L>(RY). By [36], this implies
that w € CLA(RY) for any 8 € (0,2s — 1), provided that s € (3,1) holds. It remains
to consider the case s € (0, 3]. Here, we note that u € CO#(RY) for any 3 € (0,2s) if
s € (0, 3], by [36]. Therefore (—A)*u = w with some w € CO*(R") with a = min{y, 8}.
Furthermore, by [36], this yields the following.

o If a +2s < 1, then u € C%F2s(RY).

o If a+2s > 1, then u € Chot2s—L(RY),
Since v > 1 — 2s by assumption, we can repeat the above steps finitely many times to
conclude that u € CL#(RY) for some 8 € (0,1). O

We now turn to regularity properties and decay properties of the extension of u to the
upper half-space Rf +1 which we still denote by u for notational convenience.

Proposition B.2. Let u € L®(RY) be as in Proposition [B1l above. Then its extension
u = u(x,t) satisfies the following properties, where C > 0 denotes some constant.

(i) For some 0 < 8 < 2min{s, 1 — s},
<C.

[l ) T I Vaull y T 10l

CU’B(R1+1 Co’ﬂ(]Rerl Co’ﬂ(]Rerl)
(ii) For all z € RN and t > 0,

C
Veu(e, )] + [t 0] < 5

(iil) If u(x,0) — 0 as |x| — 400, then, for every R > 0 fized,

HUHLDO(BE(I,O)) + HVIU”L‘X’(BE(CE,O)) + ||taatuHL°°(B§(z,O)) — 0 as |ZL'| — +OO,

Proof. These results follow adapting the arguments in [9, Proposition 4.6 and Lemma 4.8].
We omit the details. O

B.2. L?-Eigenfunction Estimates. Let N > 1 and 0 < s < 1 be given. Suppose that
V € L*(R") is a bounded potential and consider the fractional Schrédinger operator

(B.3) H= (AP +V.

We have the following Holder estimate for L2-eigenfunction of H. (The conditions on V/
could be relaxed to unbounded potentials, but we do not need this here.)

Proposition B.3. If u € L2(RY) solves Hu = Eu with some E € R, then u € C%P(RN)
for any 0 < B < 2s¢g < 2s and we have

lullco.e Seoun, B ViLe NUllL2,
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Remark. Since V € L>®(RY), we see that u € H?*(RY). Therefore, if 25 > 259 > N/2
then u € L>(RY) by Sobolev embeddings. Moreover, by the Holder estimates above, the
result of Proposition [B.3] follows for sg > N/4. (A closer inspection of the proofs shows
also the uniformity with respect to s > so). However, to deal with the range 0 < sy < N/4,
we have to use some refined and different arguments, which we provide in the proof given
below.

To prepare the proof of Proposition [B.3] we first need the following local estimate.
Lemma B.1. Forr >0, let B, = {x € RY :|z| < r}. Suppose that u € L*(RY) solves
(—=A)Y’u+u=f in Bs,
with some f € LP(Bz) and p € [1,00). Then
[ullLacmy) Ssovma (1flo(ma) + llullz2)
forqe[l,p/(1 —2sp/N)) if 2sp < N and q € [1,+00] if 2sp > N.

Proof. Let 0 < 1 < 1 be a smooth function with n(x) = 1 on By, and suppn C B.
Moreover, let G denote the fundamental solution {(—A)* + 1}G5 = §p in RY. We claim
that

(B.4) {(=4)* +1}(nGs) = do + s,
where ¢, is a (smooth) function satisfying the uniform bound
(B.5) lesllze Sso 1,

for all s € [sg,1). To prove (B.), we first note the dy occurs on the right side in (B.4)
because of 7 = 1 in a neighborhood of the origin. Clearly, we have that p; = {(—A)® +
1}((n—1)Gs). From [36] we recall that (—A)* is a bounded map from C1! to C1:1725. (By
inspecting the proof there, we see that the bound can be chosen uniform in s > so > 0.)
Clearly, the operator (—A)® + 1 enjoys the same properties, and hence we conclude that

(B.6) @sllzee < llpsllorize Sso l(n = 1)Gs ||cn Sso b

where in the last step we used the uniform bounds in Lemma [C.1] together with the fact
1 —7n =0 on B;. Next, we claim the decay bound

(B.7) s (2)] Ssp 27V
Since s € L™, it suffices to derive this bound for |z| > 2. Indeed, by the singular integral
representation for (—A)*, we deduce for z ¢ By that

Ay (G @) =, [ 1w

Bo |$ - y|N+2S

C
< s < —N-2s
< |$/2|N+25/B n(y)Gs(y) dy Ss |7

In the last step, we used that Cs <, 1 holds together with the obvious fact that |Gs||p1 =
1. Furthermore, we have the pointwise bound |(nGs)(z)| Zso |2|7V 2% by Lemma [C1]
Combining these decay bounds, we conclude that (B) holds. Finally, we combine (B.6])
and (B7) to deduce the desired bound (B.).

Now, we are ready to come the main point of the proof of Lemma [B.Il Assume that
u € L?(RY) satisfies

(—A)’u+u= f in Bo,

for some function f € LP(Bz) and some p € [1,00). In what follows, we set f(z) = 0 for
|z| > 2. For x € By, we compute

u(z) = ([{(=A)° + 1} (nGs)] * u) (x) — (s * u)(x)
= (nGs * [{(=A)" + 1}u]) () — (ps * u)(z)
(B.8) = (nGs * [)(z) — (s * u)(z),

where we used that nG is supported in By, and hence n(x —y)Gs(z—y) f(y) = 0 for 2| < 1
and |y| > 2.
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Recalling the bound (B.H)), we estimate the second term on right side in (B.g)) as follows:

(B.9) s * ullLasy) S llps * ullzoe Sso [lul 2,

using Young’s (or Holder’s) inequality in the last step. For the first term on the right-hand
side in (B.8)), we note that [|[nGs|m Sso.m 1 for any m € [1, N/(N — 2s)) if 2s < N and
m € [1,4o00] if 2s > N. Thus, by Young’s inequality,

(B.10) InGs * flle < [InGsllm | fllze Ssoum [1f] L7,
where

1 1 1
(B.11) S4l=— 4.

q m p

Because of the range of m, we can obtain any ¢ € [1,p/(1 — 2sp/N)) if 2sp < N and
q € [1,+00] if 2sp > N. The proof of Lemma [B]is now complete. O

Proof of Proposition[B.3. Note that Hu = Eu can be written as
(B.12) (—A)Yu+u=Wu

wiht W = E —V + 1 € L®(R"). By iterating the estimate in Lemma [B.I] we obtain that
u € L{* for an increasing sequence 2 = gy < q1 < - - < ¢, = +00. Thus, after finitely many
steps (bounded uniformly in s > sq), we obtain that v € LS (RY) with [[ul| (5, (ze)) < C

loc
for any xo € RY, where C' > 0 is independent of xy. Therefore, we deduce

(B.13) [ullzee Sso.m. v oo [l
Finally, from [36], we see that (—A)*u = g with g € L>(RY) implies the Holder bound

(B.14) lullcos Ssomvipe Uiz,

for any B < 2sg < 2s, where the uniformity of these bounds for s > sy follows again from
inspecting the proof in [36]. O

Appendix C. Miscellanea for H = (—A)* +V

The purpose of this section is to derive regularity, decay, and asymptotic estimates for
eigenfunctions of H = (—A)® + V that are uniform with respect to s and ||V pee.

C.1. Uniform Resolvent Bounds. As a technical result, we first collect some uniform
estimates for the kernel of the resolvent ((—A)* 4+ A)~! on RY with A > 0.

Lemma C.1. Suppose N > 1,0 < s < 1, and A\ > 0. Let G5 € S'(RY) denote the
Fourier transform of (|€|** + \)~t. Then the following properties hold true.
(i) Gsa(|z|) > 0 is radial, positive, strictly decreasing in |z|, and smooth for |z| # 0.
(ii) For any multi-index v € NV | the pointwise bound

|Dy G (@)] Ssow /\71|$|7N for |z[ >0,

holds uniformly for s € [so,1) with so € (0,1) fized.

(iii) It holds that
lim |2V T2 G (7) = A 20N s
|z|—+o0

with some positive constant Cn s > 0 depending only on N and s.
(iv) Gsx € LP(RYN) for all p € [1,+00] with 1 — 1/p < 2s/N. Moreover, we have

||G51,\||L1 =)L

Proof. First, we note that

—+oo
(C.1) (“A) + 3! = / M et=A) gy
0
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Furthermore, by the fact that the map E — e~ is completely monotone for E > 0 and
s € (0,1) and by Bernstein’s theorem (see [20] for details), we can write the fractional heat
kernel e*(=2)" with ¢ > 0 in terms of the subordination formula

s ol e
C.2 e7H=A) :/ ——et A gy (),
(©2) = o)

with some nonnegative finite measure ps > 0 with us # 0. From the known explicit formula
for the Gaussian heat kernel e/’ 2 in RN with ¢ > 0, we easily derive property (i).

To show (ii), we follow an argument used in [20] for N = 1 dimensions. We first consider
the case v = 0. Let py(t,2) with ps(t,2) = e ¥I*° denote the heat kernel of e=*(=2)" in
RYM. Recall that ps(t,z) > 0 is positive. Let so € (0,1) be fixed. We claim the uniform
bound for s € [sg,1)

(C.3) ps(t,z) <y, min {fN/%, |x|*N} .

~S0

This can be seen as follows. By scaling, we have py(t,z) = t~V/2%p,(1,t1/?*z). Thus it
suffices to derive corresponding bounds for ps(1,z). Here, we first observe that

(C.4) ps(1,2) S / e % dg < 1
]RN

Let k=1,..., N be fixed. Using Fourier inversion and integration by parts, we obtain
— €128 e, _1e|2s
ol s| [ oo a5 [ fose | ag
RN RN

+oo

S [ (PN PN Y g 5 1
1€1=0

Therefore the upper bound ps(1,7) <y, |2/~ holds, which completes the proof of (C.3))

by scaling. Next, from (CI]) and (C3) we deduce

(C5)  Gox(@) <o / e~V dt + / e/ g | < AN
t<|z|2s t>|x|2s

Finally, we remark that estimating the derivatives DYG, » with |v| > 1 follows in a similar
fashion, by considering 9% ps(t, ) which corresponds to i*£”ps(t, &) on the Fourier side. We
omit the details.

To show (iii), we recall from [7] that
(C.6) lim |2V 2 p (1,2) = Cn.s

|z|—=+o0

with some positive constant Cy s > 0. Thus, by scaling, we obtain |z|¥N*25p (¢, x) — tCn s
as |z| — +oo by scaling. Thanks to the bounds (C3) and dominated convergence, we
conclude from equation (C.I)) that the limit formula in (iii) holds.

To prove (iv), we deduce from (C.6)) and scaling that 0 < p(t,z) < 2Cy 4 for t=/25|z| >
R, with some constant Ry > 0. Using this bound and the crude bound p, (¢, z) < t~1/2°, we
can show that ||Gpl|r» < 400, by using (CI]) and splitting the ¢-integral into the regions
{t < R?*|z|?*} and {t > R%|z|*>*} similarly to (CH). Finally, since G  is positive, we
conclude that [|Gs |11 = [rnv Gon = G2 (0) = A~! by Fourier inversion. O

C.2. Asymptotics of Eigenfunctions. The following result provides some uniform esti-
mates regarding the spatial decay of eigenfunctions of H = (—A)® + V below the essential
spectrum. In fact, the following estimates can be found in the literature (see, e.g., [12])
without, however, no direct insight into uniformity of these estimates with respect to s and
V.

Lemma C.2. Let N > 1, 0 < s < 1, and suppose that V € L¥(RN) with V(z) — 0 as
|z| — 4o0. Assume that u € L2(RN) with ||ul|z2 = 1 satisfies (—A)*u + Vu = Eu with
some E < 0. Furthermore, let 0 < A\ < —FE be given and suppose that R > 0 is such that
V(xz) 4+ X =0 for |z| = R. Then the following properties hold.
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(i) For all x € RY, it holds that

[w(@)] Sson Ve () V72

for s € [sg,1) with sg € (0,1) fized.
(ii) We have the asymptotic formula

u(z) = —CA~2. (/ Vu d:z:) ||V 72 o (|27 7%) as || = +oo,
RN

where the positive constant C = C(s,N) > 0 is the constant from Lemma [C1 (iii)
above.

Proof. Let sg € (0,1) be fixed in the following. We start by showing part (i). From Lemma
B3] we obtain the uniform bound

(C.7) [ullee Sso..VilLee 1

By assumption, we have 0 < A < —FE and R > 0 be such that V(z) + A > 0 for z € BS.
Furthermore, for any f € H?®, we have the general (Kato-type) inequality

(C.8) (—A)°|f| < (sgn f)(=A)°f a.e.on RY,

where (sgn f)(x) = f(z)/f(z) when f(z) # 0 and (sgn f)(z) = 0 when f(z) = 0. Indeed,
the estimate (C.8) can be seen be an elementary argument using the singular integral
formula for (—A)® as follows. Note that (C8) is equivalent to

[f (@) = £ (y)] f(x) = Fy)
(C.9) /]RN o — gV dy < (sgn f)(x) T _ o IN+2s

Ry |z —y[NT2

for a.e. z € RY. But this inequality is easily seen to be equivalent to

/ [1 — (sgn f)(=)(sen [ (@)1 ()]
RN

1
(10 o = oV

dy =0,

which immediately follows from the fact that 1 — (sgn f)(x)(sgn f)(y) = 0 for all z,y € RV,
This completes the proof of (CH)).

Now, we return to the proof of Lemma itself. Since V € L™, we see that v € H?*.
Hence by using (C.8)) on the sets BE N {u > 0} and B N {u < 0} respectively, we deduce
that

(C.11) (—A)*|ul + Au| <0 on Bf,.
Next, we claim that this implies
(C.12) (@) Sson B full e 127V 72 on RV,

Indeed, this follows from a comparison argument as follows. Recall that G5 » denotes the
fundamental solution satisfying ((—A)* + A\)Gsx = & in RY. Let Gsx(z) = ¢ > 0 for
|z] < R with ¢ = ¢(R, A, s0, N) > 0 the constant taken from Lemma (v). Recall that

u € L. Now we choose Cy = ||up~c™t, which implies that CoGs x(z) > |u|(z) for
x € Bp with some constant Cy = C(so, A\, R, ||u||~) > 0. Now we define the function
(C.13) w = CoGs \ — |ul,

which is continuous away from the origin. Note that w > 0 on Br holds. We claim that
w = 0 on B% as well. Suppose on the contrary that w is strictly negative somewhere in
B¢. Since w — 0 as |z] — 400 and w > 0 on Bg, this implies that w attains a strict
global minimum at some point zo € B, with w(zg) < 0. By using the singular integral
expression for (—A)?, it is easy to see that ((—A)*w)(xg) < 0. On the other hand, we have
(—A)*w + Aw > 0 on BY, which implies that ((—A)*w)(zo) > 0. This is a contradiction
and we conclude that w > 0 on RY. From Lemma [C] (iv), we finally deduce that (C.12))
holds. Combining (CIT]) and (CI2), we complete the proof of part (i).

To show part (ii), we argue as follows. Since u = —((—A)* — E)~1(Vu), we can rewrite
the equation for u as an integral equation given by

(C.14) u=—Gs _p* (up).
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Observe that |V (z)u(z)| S p, v~ (1+ |2])"V72* because of (i) and V € L. Since
moreover V — 0 as |z| — 400, we deduce that V(z)u(z) = o(|z|~N=2%) as |z| — +oc.
Using the bounds and the asymptotic formula for G5 g from Lemma [C.Il we can apply
Lemma below with 8 = N +2s > N to complete the proof of (ii). O

The following auxiliary result was used in the previous proof.

Lemma C.3. Let k, f € L'(RY) satisfy |k(z)| < Clz|™" and |f(z)] < C(1 + |z|)~" with
some constants 8 > N and C > 0. Moreover, assume that

lim |z|°k(z) =K and lim |z’ f(z) =0.
|z|—+o0 |z|—+o00
Then
lim |z|? (k* f)(z) = K flz)dex.
|x|—o0 RN
Proof. Given € > 0, we can split f = f1 + fa, where f; has compact support and |fa(x)| <
£(1+|z|)~". By dominated convergence, we have lim,|_ 4o || (k* f1)(z) = K [ fi(z) dz.
Thus, it suffices to prove that
limsup |z|°|k * fa(z)| < Ce,

|z|—+o0

with a constant C' > 0 depending only on ||k||z1, 8, and N. Because of the bound on fa,
this follows if we can prove that

=+l [ IO+ la—y) "y < C.

To see the latter bound, we split I = Iy + I 4+ I3, where I; corresponds to the integral
restricted to |x| < 2|z —yl, I2 to the region |z| > 2|z —y| and |y| > 1 and, finally, I to the
remaining region. In the region corresponding to I;, we have
1 14 2|z —
ol _1+2e—yl _,
T+lz—yl = 14z —yl

and therefore
n<? [ Iy <c.
RN
On the other hand, in the regions corresponding to Iy and I3, we have |z| < |z —y|+ |y| <
|z|/2 + |y| and therefore |z| < 2]y|. In the region of I5, we use this in the form
1+ 1+2
ol _ 142l
lyl lyl

<3,

and deduce
B [ (ale-y)Pdy<s’ [ arhtay<c
ly|>1 RN

Finally, in the region of I3 we have 1+ |z| < 14 2|y| < 3 and, trivially, 1 + |z — y| > 1.
Therefore,

B<s [l <c
lyl<1
This completes the proof of Lemma [C.3l O

C.3. Perron—Frobenius and Decomposition into Spherical Harmonics. Recall that
any function u € L?(RY) can be decomposed using spherical harmonics as

(C.15) w@) =Y D" frm(r)Yem(Q),

LeAmeM,
with z = rQ, r = |z| and Q € S¥~1. Here fy,m, € L?*(Ry, 7V ~1dr) and Yy, € L2(SV1)
denotes the spherical harmonics of degree ¢ indexed by m € M,. Note that the index
set A = A(N) satisfies A(1) = {0,1} and A(N) = Ny for N > 2. Likewise, the index
set M, depends on ¢. (In the one-dimensional case, the splitting into spherical harmonics
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corresponds to decomposition into odd and even functions on R.) In particular, if the sum
in (CI3) involves only terms with ¢ = 0, then the function v = w(|x|) is radial (which
means even if N =1).

Let us consider H = (—A)* +V with V € K (RY) and V = V(|z|) radial. Since H
commutes with rotations in this case, we can write the action of H on functions u in the
form domain H*(RY) C L2(RY) as

(C.16) =3 (Hefom)(r)Yem(9).
LeA meM,

Here H, acting on L?(R,,rN~1dr) is given by

(C.17) Hy= (D) +V,

where —Ay is the Laplacian on RY restricted to the sector of angular momentum ¢, which
is known to be

? N-10 (({+N-2)
(C.18) A=t T

We have the following property, which is well-known in the classical case when s = 1.

Lemma C.4. For each £ € A, the operator Hy enjoys a Perron-Frobenius property. That
is, if E = inf o(Hy) is an eigenvalue, then E is simple and the corresponding eigenfunction
can be chosen strictly positive.

Proof. From standard arguments, it suffices to show that the heat kernel e~ *#¢, with ¢t >
0, is a positivity improving operator on L?(Ry,rV~1ldr). (An operator A is positivity
improving if Af > 0 is strictly positive whenever f > 0 is nonnegative and f # 0.)
Furthermore, we consider the higher dimensional case N > 2 in the following. See [20] for
the proof in N = 1 dimension.

Assume that N > 2 holds. First, we show that e *(=2¢)" is positivity improving on
L?(Ry,rN=1dr). Indeed, from (C.2)) and spectral calculus, we obtain

s oo 1 2
(C.19) et /0 \/—2_7-€t Ac/AT) dg (7)),

with some nonnegative measure p, > 0. Thus it remains to show that e*®¢ is positivity
improving. But adapting the arguments given in [28] for N = 3 to general space dimensions,
we see that the kernel of e*®¢ acting on L2(R,rV~1dr) is given by

_N-2
tAg (. 1y — _ CN rr’ ’ rr! -
(C.20) et (r,r') = ()72 ( 57 Iy > 57 )¢

Here ¢y > 0 is some positive constant (depending only on N) and I,(x) denotes the
modified Bessel function of the first kind. Since I, (z) > 0 for all z > 0 and any index v,
this manifestly shows that e*®¢ is positivity improving and hence the same property follows
for e7* (=20 from the subordination formula (C19).

Finally, we conclude that e *#¢ with H = (—A,)* + V is positivity improving by a
perturbation argument based on the Trotter product formula. We omit the standard details
of this procedure. See [35]. O

Lemma C.5. Let N > 2 and ¢’ > { > 0. Then we have strict inequality Hy > Hy in
the sense of quadratic forms. In particular, if Ep = info(Hy) and Ey = inf o(Hy) are
eigenvalues, then Eyp > Fj.

Remark C.1. The inequality A > B means that Q(A) C Q(B) and (¢, Ap) > (¢, Be) for
all ¢ € Q(A) with ¢ # 0. Here Q(A) and Q(B) denote the quadratic form domains of A
and B, respectively.
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Proof. Assume that ¢/ > ¢ > 0. We note the strict inequality —Ay > —A, > 0 in the

sense of quadratic forms, which follows from —Ay) — (=Ay) = 6/r? > 0 with some

§=0({',0) >0if ¢/ > £. Next, for 0 < s < 1 and x > 0, we recall the classical formula
sin(7s)

gz
C.21 $ = AL d.
( ) * T /0 T+ A

By spectral calculus, we deduce that

s s sin(ms) [ —Ap —Ay 1
(C.22) (—Ap)° = (=Ay)° = - /0 (Ae/ T TA+ /\) ATHdA >0

in the sense of quadratic forms. Here we used the general fact that if A > B > 0, then
A/(A+ X)) — B/(B+ ) > 0 for any A > 0, which can be seen from the strict resolvent
inequality (A+ )"t < (B+A)"!for A>0dueto A> B >0.

Adding the potential V' on both sides, we obtain that H, > H, in the sense of quadratic
forms. The claim about the ordering of Ey; and Ey follows immediately. O

Appendix D. Existence and Properties of Ground States

In this section, we provide some details of the proof of Proposition Bl Note that the
existence of a ground state can be inferred from

Proof of Proposition[3]]. First, we prove part (i). In fact, we use a rather elementary
proof (in spirit of [37]) to show that the functional J(w) has a minimizer. Denote a =
infuems uzo J(u) in the following. Let (u,) C H*(RY), with u, # 0, be a minimizing
sequence for J(u). By symmetric rearrangement, we have J(f*) < J(f) for any f € H®.
Hence we can assume without loss of generality that u, = w;, holds. Moreover, by scaling,
we can always normalize such that

(D.1) ||(—A)S/2un||Lz = |Jupllz =1 foralln > 1.

Note that the functions u} = wu}(]z|) are radial and monotone decreasing in |z|. Thus we
deduce the uniform pointwise bound

(D.2) Jun(@)] S |2 7/2,

using also that [|u,||rz < 1 holds. By passing to a subsequence, we have that w, — u.

in H® and u,, — u4 in Lﬁ;gQ (by local Rellich compactness). But from the uniform decay

estimate (D.2) we actually deduce that u, — u, in L*"2 which implies that u, % 0.

Finally, by weak convergence, notice that |[(—A)*/?u,|/z> < 1 and |lu.| > < 1. Thus, we
find
1
(D.3) a= lim J(u,) = —— > J(uy) = a.
oo sl 422

It follows that u. > 0 and u, # 0 is a nonnegative minimizer for J(u). Moreover, since
equality holds everywhere, we note that we must have ||(—A)*/?u.||z> = ||u«|/z2 = 1. Hence
we also have strong convergence u, — u, in H*. To complete the proof of (i), we note that
the minimizer u, satisfies 0.—oJ(u + e¢) = 0 for all p € C§°. A calculation shows that the
function Q(-) = pu«(A-) solves (BI) if the scaling parameters p > 0 and A > 0 are suitably
chosen. Note that @ € H? is also a nonnegative minimizer for J(u).

We now sketch the proof of part (ii) by using the results from the literature. Let
Q € H*(RY) with Q > 0 and Q # 0 solve (3.I). By following the arguments in [31], we
deduce that

Q(z — x) is radial, positive, and strictly decreasing in |z — zg|,

where 2o € RY is some translation. Indeed, we only have to verify that the kernel K =
K(x — y) of the resolvent ((—A)* + 1)~! on RY satisfies the following properties: 1.)
K = K(|z]) is real-valued and radial, 2.) K(|z|) > 0 is strictly positive for z € R, and
3.) K(|z|) is monotone decreasing in |z|. In fact, all these properties hold true in our case,
as we readily see from Lemma [CJl Hence we conclude from the moving plane arguments
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in [31] that Q(x — x) is radial, positive, and (but not necessarily strictly) decreasing in
|z — x0|. To show that Q(z — z) is indeed strictly decreasing in |z — x|, we argue as
follows. Without loss of generality, we can assume that 2o = 0 and thus Q(z) = Q(|z|) > 0
holds. Since 0;,Q € ker Ly, where Ly = (—=A)* +1 — (o + 1)Q%, we deduce that

(D.4) Li.Q =0,

with the notation used in Section [[l We have that Q'(r) < 0, since Q(r) is monotone
decreasing. By Lemma [C4] we conclude that Q’(r) is (up to a sign) the unique ground
state of Ly ;. Therefore, we have that either @'(r) < 0 or @'(r) > 0 for r > 0, where the
first possibility is clearly ruled out. Hence Q'(r) > 0 for all > 0, which shows that Q(r)
is strictly decreasing.

To show that Q € H*TH(RY) holds, we can simply follow the arguments in [20] where
the case N = 1 is considered. The smoothness Q € C™ in RY follows from localizing
the equation (3] on any open ball Bg of fixed radius R > 0. By the strict positivity
Q = Q(x — zo) > 0, we see that f : Bg — R with f(z) = Q*"!(z) is a smooth function
(with bounds depending on R > 0). A bootstrap argument shows that @ € C'* on any
ball Bp.

Finally, we prove the lower and upper pointwise bounds for @ stated in Proposition
Bl First, we claim that @ € L. (This is obvious if s > N/2 by Sobolev embedding.)
Indeed, this follows from the LP-properties for the resolvent kernel in Lemma[C1l(ii). Using
Young’s inequality, we can iterate the identity @ = ((—A)* +1)71Q**! finitely many times
to conclude that Q € L holds. Next, by Proposition [B.I] we find that Q € C°? for any
B < 2s. Since Q € L?, this shows that @ vanishes at infinity. Now we note that HQ = —Q
with H = (A +V with V = —Q* € L* and V — 0 as || — +o0o. Hence we can
apply Lemma to find the upper bound Q(x) < C{x)~"=2%. Moreover, by modifying
the arguments in the proof of Lemma and using that Q(x) > 0 is positive, we also
obtain the lower bound Q(x) > C(z)~N=25, O
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