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Units of Measurement and the Stone 

Index in Demand System Estimation 

Giancarlo Moschini 

The Stone index typically used in estimating linear almost ideal demand systems is 
not invariant to changes in units of measurement, which may seriously affect the 
approximation properties of the model. A modification to the Stone index, or use of a 
regular price index instead, are both desirable practices in estimating linear AI 
models. 

Key words: almost ideal demand system, index numbers. 

One of the most commonly used specifications 
in applied demand analysis is the almost ideal 
(AI) demand system proposed by Deaton and 
Muellbauer. A primary reason for the popular- 
ity of this model is that, while satisfying a 
number of desirable properties, it can be ap- 
proximated at the estimation stage by a linear 
form. This linear AI model specification typi- 
cally utilizes a "Stone" price index. Because 
this linear AI model is not itself derived from a 
well-specified representation of preferences, 
this system is of interest only as an approxima- 
tion to the (integrable) nonlinear AI model. 
Hence, it is important to ensure good approxi- 
mation properties for the linear AI model. Un- 
fortunately, as this paper will show, such ap- 
proximation properties may be seriously af- 
fected by the fact that the Stone index is not in- 
variant to the (arbitrary) choice of units of mea- 
surement for prices and quantities. 

AI and Linear AI Demand Systems 

Deaton and Muellbauer's AI demand system 
can be written in share form as 

(1) wit = ai + Yi 
ij log(p1t) 

+ i, logx j=1 P 

where w denotes shares, p denotes prices, x is 
total expenditure, (ij) index the goods, and t 
indexes time. To satisfy homogeneity, adding- 
up, and Slutsky symmetry, the parameters of 
the model are constrained by 

ic•, 
= 1, 

I-i 
ij = 

, yi= 0, i Pi = 0, and YUj = Yi,. Finally, P is a 
translog price index defined by 

(2) 
log(Pt) 

= 
(o 

+ ai log(p,,) 
i=1 

1 nn 
+ - I ij log(p, 

)log(pt 
). 

2 i=1i=1 

The AI demand system possesses some desir- 
able properties: it is a "flexible" representation 
of an arbitrary demand system, and it can sat- 
isfy exact aggregation across consumers. How- 
ever, one of the main reasons for its popularity 
is that the price aggregator P in equation (2) 
can be replaced by a price index so that one ob- 
tains a linear demand system at the estimation 
stage. To implement the linear AI demand sys- 
tem, Deaton and Muellbauer suggest replacing 
P in (1) by the Stone price index P* defined as 

(3) 
log(t*) wit log(Pit,). 

The linear AI demand system with the Stone in- 
dex has been used extensively in demand analy- 
sis (agricultural economics applications include 
Blanciforti and Green; Chalfant; Eales and 
Unnevehr; Gould, Cox, and Perali; Moschini 
and Meilke). 

Giancarlo Moschini is associate professor of economics, Iowa 
State University. 
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Units of Measurement and the Stone Index 

A somewhat intriguing point, which seems to 
have escaped the attention of most practitio- 
ners, is that index number theory makes no 
mention of the Stone index (see, e.g., Diewert 
1987). The reason is that the Stone index does 
not satisfy a fundamental property of index 
numbers, what Diewert calls the "commensura- 
bility" property. In other words, the Stone index 
is not invariant to changes in the units of mea- 
surement of prices. This problem is apparent in 
equation (3). For example, by changing the 
units of the first good from pounds to kilo- 
grams, one would scale the corresponding price 
by the conversion rate between the two units 
(approximately 2.19). Because such a change 
does not affect expenditure shares, the Stone 
index would apply unchanged weights to (arbi- 
trarily) scaled prices. 

Why this feature of the Stone index 
turns out to be very important for the linear 

AI model is readily illustrated. Suppose that 
demand preferences are described by (1) and 
(2), with the corresponding linear AI model 
written as 

n 

(4) wit = ca + X1y, log(pj,) 
j=1 

+ 
Pi log(xt) 

- 
3I•w, jtlog(Pjt). j=1 

Now define a new set of prices {pi} 
according to some other units of 

measurement, such that pi - ,Oi P (for some 

constants 0, > 0). With these scaled prices 
the demand system becomes 

(5) wit 
= ci + + 

•iyjlog(Pit) j=1 

n 

+ Pi log(xt) - fI Wjt log(pjt ) 
j=1 

where 

(6) &, = cta + ~y 

yi 

log(01) 

- w , log(01). 
j=1 

Note that Qi is not a constant, so that the 
model with scaled prices (5) is not equivalent 
to the original one in (4). Because such inter- 
cepts are treated as constants in estimating any 
given linear AI demand system, it is clear that 
estimation of the behavioral parameters { yij, 
Pi } in equation (5) will generally be biased. 

It is useful to underscore that the units-of- 
measurement problem does not plague the non- 
linear AI model. Suppose again that demand 
preferences are described by equation (1) and 
(2), and define the new set of prices {j5i } as de- 
scribed above. However, in this case the de- 
mand system, in terms of the scaled prices, is 
equivalent to (1) and (2); that is 

(7) wit = "i + I ij log(Pjt) 
+ Pi logij 

j=1 

where 

(8) log(P) = YO + 
dii log(Pit) 

1 n n + -i 1 Y log(p, )log(p t). + - . 
2 i=ij=1 

Note that the constants {,a,Oi} are related to 
the original parameters of (1) and (2) as 

n 

(9) o 
=0 

CO + ca 
l•og(0i) i=l 

+ - Y7 log(Oi) log(Oj) 
2 

i=1"=1 

(10) -(,=c+i +yj log(0j). 

Thus, as in the case of the translog model 
(Christensen and Manser, pp. 50-52), changing 
the units of measurement for the nonlinear AI 
system only affects the intercepts, which does 
not have any significant consequences for the 
properties of the demand model.' 

Rescaling of such constants is automatically accounted for in 
estimation. However, if one follows the suggestion of Deaton and 
Muellbauer of fixing the intercept of the translog price index prior 
to estimating the parameters of the nonlinear AL model, then a 
value to this parameter can be assigned meaningfully only for a 
given set of units of measurement, and such a value would need to 
be changed as these units change. 
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Deaton and Muellbauer named the index in 
equation (3) after Sir Richard Stone. There is 
an important and crucial difference, however, 
between Stone's use of the index in (3) and the 
practice of linear AI demand system estimation 
initiated by Deaton and Muellbauer. Stone (p. 
277) introduced the index in (3) to justify, from 
a theoretical point of view, the interpretation of 
the price coefficients of his model as compen- 
sated elasticities. However, in empirical estima- 
tion he used indices that are invariant to the 
choice of units of measurement.2 For the AI 
model the strategy is reversed. The Stone index 
is used as an empirical approximation to a theo- 
retical translog price index. As shown here, this 
seemingly innocuous switch can have important 
consequences. 

Possible Solutions 

The foregoing analysis indicates that changes 
are needed in the way the AI model is com- 
monly used in empirical applications. One solu- 
tion is to discard the linear AI model in favor of 
the nonlinear AI model, in light of the fact that 
estimation of nonlinear systems can readily be 
performed by most econometric packages. 
However, there are circumstances in which the 
linear AI model is still appealing. For example, 
if there are other sources of nonlinearities in 
the model, starting with linear demand equa- 
tions allows for simplification of the final 
model. Such a situation arises, for example, in 
the dynamic demand models of Anderson and 
Blundell, or in the separable models of 
Moschini, Moro, and Green. 

Use of the linear AI demand system for em- 
pirical applications requires modification of the 
typical procedure. Following the discussion in 
the preceding section, note that changes in units 
of measurement will be inconsequential for the 
linear AI demand system if P is approximated 
by an index P' which is invariant to changes in 
units of measurement up to a multiplicative 
constant. In other words, in the notation used 
earlier, changes in units are allowed to affect 
the index only as P'(p) = KP'( ), where Ic is an 
arbitrary constant.3 Hence, use of any one of 
the regular price indices will be sufficient be- 

cause such indices are invariant to changes in 
units of measurement (for these indices K = 1). 
An obvious choice is the Tornqvist index, 
which is a superlative index for the translog 
function in (2) (Diewert 1976). The Tornqvist 
index PT, viewed as a discrete approximation to 
the Divisia index, is 

1 
Pit 

(11) log(P, 
t)= 

(w 

+wO)•log 
where the zero superscript denotes base period 
values.4 

The form of (11) suggests two alternatives 
that retain some features of the Stone index: 
the loglinear analogue of the Paasche price in- 
dex and the loglinear analogue of the Laspeyres 
price index.5 The loglinear analogue of the 
Paasche price index, labeled Ps and referred to 
as the "corrected" Stone index, is written as 

(12) log(PS) 
= 

wit 
log( 

. 

Note that, in certain situations, use of the cor- 
rected index in (12) is equivalent to employing 
the Stone index P*. Specifically, this applies 
when the prices are themselves indices (e.g., 
Deaton and Muellbauer), or when prices are 
scaled by their mean (e.g., Moschini and 
Meilke).6 The loglinear analogue of the 
Laspeyres price index is obtained by replacing 

wit in (12) with the base shares wiO. In this case, 
however, the fact that the weights wiO are con- 
stant allows further simplification. As noted 
earlier, only invariance up to a multiplicative 
constant is necessary for the approximating in- 
dex. Hence, one could simply use the following 
geometrically weighted average of prices:7 

(13) log(PC) = 
w? log(Pit). i=1 

2 Stone used a fixed-weights cost-of-living index as the index 
for all prices. Also, when aggregating goods and prices, Stone re- 
lied on the chained Fisher's "ideal" index, which is invariant to 
units of measurement (Stone, pp. 419-20). 

3 Hence, log[P'(p)] = log(ic) + log[P'( j )], and changes in units 
of measurement will simply affect the intercept of the linear AI 
system. 

4 One can use a specific observation period for the base (say, the 
first observation) or, perhaps better, mean values can be used for 
the base. Alternatively, values at time (t - 1) could provide the 
base for time t, with the resulting bilateral indices linked using the 
"chain" principle (Diewert 1987). 

1 These two indices were considered in Fisher's pioneering 
work on index numbers. 

6 Unfortunately, many applied demand studies deal with disag- 
gregated commodities whose prices are measured in natural units 
and are not scaled to a common base. 

7 This form appears to have been used by Heien and Pompelli, 
although no justification for that choice was given. 

This content downloaded from 146.186.114.232 on Tue, 3 Dec 2013 11:44:41 AM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


66 February 1995 Amer. J. Agr. Econ. 

Table 1. Estimated Expenditure Elasticities with Alternative AI Models 

True Nonlinear Linear AI System 
Elasticity Value AI System With P* With PT With Ps With Pc 

1 
1.20 1.20 1.32 1.20 1.20 1.20 

(0.09) (0.15) (0.09) (0.09) (0.09) 
E2 0.90 0.90 0.94 0.90 0.90 0.90 

(0.13) (0.16) (0.13) (0.13) (0.13) S 
3 0.60 0.61 1.01 0.61 0.61 0.62 

(0.49) (0.57) (0.49) (0.49) (0.49) 
S4 0.99 0.99 0.96 0.99 0.99 0.99 

(0.02) (0.04) (0.02) (0.02) (0.02) 

Note: Entries for AI systems are averages of 1,000 estimates and, below them in parentheses, the corresponding RMSEs. 

Note that this index differs from the loglinear 
analogue of the Laspeyres price index by an ad- 
ditive constant that is inconsequential in esti- 
mating a linear AI model. 

Finally, it is worth noting that although PT 
and Ps (and the logarithmic Laspeyres index 
underlying PC) are invariant to the choice of 
units of measurement (as all proper index num- 
bers should), they are not unique in that they 
depend on the particular base chosen (as all in- 
dex numbers do). 

An Example 

A simulation was performed to illustrate the 
type of problems that may arise with the use of 
the Stone index. Specifically, 1,000 samples 
were generated from a four-good nonlinear AI 
model, as in equations (1) and (2). For each 
sample, five models were estimated: the true 
nonlinear AI model, the standard linear AI 
model that uses P*, the linear AI using the 
Tornqvist index PT, the linear AI using the "cor- 
rected" Stone index Ps, and the linear AI using 
the constant-weights index pc.8 To give a con- 
crete flavor to the exercise, the variables used 
to generate the 1,000 replications are actual 
U.S. annual data for the period 1958 to 1985 
for beef, pork, chicken, and other food. Beef, 
pork, and chicken quantity data are expressed 
in pounds per capita (retail-weight-equivalent 
for beef and pork, and ready-to-cook weight for 
chicken) and prices are in $/lb. Expenditures on 
these three meats are obtained as the product of 
the aforementioned prices and quantities. Sub- 
tracting the sum of these expenditures from 

per-capita expenditures on food gives expendi- 
tures on the other-foods group. For this com- 
posite group, clearly, prices are not in natural 
units; rather, we use the price index for food 
(which equals 100 in 1967).9 

The parameters of the model used to generate 
the observations were calibrated so that the im- 
plied elasticities at the shares' mean equal cer- 
tain preselected values.1' Letting eij denote 
Marshallian price elasticities, and -i denote ex- 
penditure elasticities, then the preselected elas- 
ticities are 

,11 
= -1.50, e12 = 0.10, -13 = 0.10, e22 

= -1.20, e23 = 0.10, E33 = -0.80, E, = 1.20, -2 = 
0.90, and E3 = 0.60." Given these calibrated pa- 
rameters, 1,000 samples of shares were gener- 
ated by adding, to the deterministic model of 
equations (1) and (2), random draws from a 
multivariate normal process with mean zero and 
the following variance-covariance matrix Q: 

0.50 -0.15 -0.10 

(14) 1-10 -0.15 0.40 -0.05 

-0.10 -0.05 0.30 

For each draw and each estimated model, rel- 
evant elasticities were calculated (at the 
sample's mean point). For our purposes, we can 
concentrate on expenditure (income) elastici- 
ties, which best represent the essence of the AI 
model (nonlinear Engel curves, while satisfying 
some aggregation properties). For all models 
considered, income elasticities are given by 

8 Mean values were used for the base of these indices, so that pi, 
represents the mean of pi, and w0o is the mean of wi. 

9 The data set used is reported in the appendix. 
10 The means of the shares are wo = 0.119, w? = 0.070, w -= 

0.026, and wO = 0.785. 
11 The remaining true elasticities are implied by symmetry, ho- 

mogeneity, and adding-up. With all that, the parameter 0o is still 
unconstrained, and was set equal to zero. 
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(15) E. =1+ 
wi 

where the mean value of wi is used. Table 1 
summarizes the results by reporting, in addition 
to the true elasticity values, the average (over 
1,000 draws) of the estimated expenditure elas- 
ticities, as well as the square roots of the corre- 
sponding mean square errors (RMSE). It is 
clear that the nonlinear AI model is quite suc- 
cessful in estimating the true elasticity param- 
eters. On the other hand, the linear AI with the 
standard Stone index P* performs rather poorly, 
in particular producing extremely biased esti- 
mates of E1 and -3 (Also, all estimates for this 
model have higher RMSE than those of the 
nonlinear AI model.) As expected, the 
Tornqvist index P1, the "corrected" Stone index 
Ps, and the fixed-weights index Pc vastly im- 
prove the linear AI model, producing virtually 
the same results as the true nonlinear AI model. 

The bias in elasticity estimates is not con- 
fined to income elasticities. Rather than report- 
ing the estimated price elasticities for each 
model, it suffices to note that Marshallian price 
elasticities are related to income elasticities by 
the homogeneity condition 

(16) 
iei, 

=-Ei* 
j=1 

It follows that the bias in income elasticities at- 
tributable to the use of the standard Stone index 
P* must spill over to price elasticities as well. 

Conclusion 

This article suggests caution in using the Stone 
index to estimate a linear approximation to the 
AI demand model. The significance of the 
problem was illustrated through a simulation 
exercise. The consequences of relying on the 
usual Stone index can be serious, depending on 
the nature of the data. Similarly, it can be 
shown that disregarding the pitfalls associated 
with the standard Stone index has serious im- 
plications for hypothesis testing as well. Hence, 
for the purpose of estimating the linear version 
of the AI model, the standard Stone index P* 
should be avoided. A better approach would be 
to approximate the index in (2) with a proper 
price index, such as the Tornqvist index or the 

modified Stone price index discussed here. The 
simulation results of this article also indicate 
that the linear AI model can approximate the 
nonlinear AI model well, provided a proper 
price index is used.12 Thus, some of the con- 
cerns that have been raised about the approxi- 
mation properties of the linear AI model may 
be due to neglect of the simple but important 
units-of-measurement problem of the Stone in- 
dex. 

[Received November 1993; 
final revision received August 1994.] 
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Appendix 

Data Used in Simulation 

q1 q2 q3 q4 Pi P2 P3 P4 

61.6 56.0 28.1 3.82 0.80 0.64 0.47 89 
61.9 62.7 28.7 3.98 0.82 0.56 0.42 87 
64.2 60.3 27.8 3.99 0.80 0.56 0.43 88 
65.8 57.7 29.9 3.99 0.78 0.58 0.38 89 
66.2 59.1 29.8 3.97 0.82 0.59 0.41 90 
69.9 61.0 30.8 3.97 0.79 0.57 0.40 91 
73.9 61.0 31.2 4.12 0.76 0.56 0.38 92 
73.6 54.7 33.3 4.25 0.80 0.66 0.39 94 
77.0 54.4 35.6 4.27 0.82 0.74 0.41 99 
78.8 60.0 36.5 4.32 0.83 0.67 0.38 100 
81.2 61.4 36.7 4.47 0.87 0.67 0.40 104 
82.0 60.5 38.4 4.42 0.96 0.74 0.42 109 
84.0 62.3 40.4 4.50 0.99 0.78 0.41 115 
83.4 68.3 40.3 4.44 1.04 0.70 0.41 118 
85.4 62.9 41.8 4.45 1.14 0.83 0.41 124 
80.5 57.3 40.5 4.26 1.36 1.10 0.60 141 
85.6 61.8 40.7 4.20 1.39 1.09 0.56 162 
87.9 50.7 40.1 4.26 1.46 1.35 0.63 176 
94.4 53.7 42.8 4.46 1.39 1.34 0.60 181 
91.8 55.8 44.2 4.74 1.38 1.25 0.60 192 
87.2 55.9 46.7 4.59 1.82 1.44 0.67 211 
78.0 63.8 50.6 4.61 2.26 1.44 0.68 235 
76.5 68.3 50.1 4.72 2.38 1.39 0.72 254 
77.1 65.9 51.6 4.75 2.39 1.52 0.74 274 
77.2 59.0 53.1 4.86 2.42 1.75 0.72 286 
78.7 62.2 53.8 5.03 2.38 1.70 0.73 292 
78.5 61.8 55.6 5.17 2.40 1.62 0.81 303 
79.1 62.0 58.0 5.27 2.33 1.62 0.76 310 
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